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We investigate the statistical properties of fluctuations in active systems that are governed by
non-symmetric responses. Both an underdamped Langevin system with an odd resistance tensor
and an overdamped Langevin system with an odd elastic tensor are studied. For a system in
thermal equilibrium, the time-correlation functions should satisfy time-reversal symmetry and the
anti-symmetric parts of the correlation functions should vanish. For the odd Langevin systems,
however, we find that the anti-symmetric parts of the time-correlation functions can exist and that
they are proportional to either the odd resistance coefficient or the odd elastic constant. This means
that the time-reversal invariance of the correlation functions is broken due to the presence of odd
responses in active systems. Using the short-time asymptotic expressions of the time-correlation
functions, one can estimate an odd elastic constant of an active material such as an enzyme or a
motor protein.

I. INTRODUCTION

Over the last decades, various active systems such
as motor proteins, bacteria, flocks of birds and fishes
were intensively studied as fundamental problems of non-
equilibrium statistical mechanics and biophysics [1]. Re-
cently, investigations have begun to characterize these
active systems with non-symmetric response functions
such as odd viscosity or odd elasticity [2–5]. In thermal
equilibrium, response functions such as resistance coef-
ficient and elastic modulus need to satisfy certain sym-
metry properties. For example, the resistance coefficient
tensor of a rigid object in a viscous fluid should be a
symmetric matrix owing to time-reversal symmetry of
low-Reynolds-number hydrodynamic fluid [6, 7]. Such a
special property is one example of more general Onsager’s
reciprocal relations that restrict the symmetry of trans-
port coefficient matrices within the linear response the-
ory. For non-equilibrium active systems, however, such
reciprocal relations are often violated, and the response
functions generally consist of both symmetric (even) and
anti-symmetric (odd) parts.

One of the non-reciprocal responses that have been in-
vestigated is the odd viscosity proposed by Avron some
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years ago [8]. In general, viscosity is a fourth-rank ten-
sor that linearly connects a stress tensor and a rate-of-
strain tensor. According to Onsager’s reciprocal theo-
rem, the viscosity tensor should be symmetric for ordi-
nary passive fluids under the exchange of the pairs of
the indices. For an active suspension of rotary motor,
however, such symmetry is violated and an odd part of
the viscosity can exist [2, 9]. The microscopic origin of
odd viscosity is attributed to the broken time-reversal
symmetry of the constituent elements. Recently, sev-
eral people derived the generalized Green-Kubo relation
for odd viscosity that arises when the time-reversal sym-
metry of stress fluctuation is violated [10–12]. Some of
the present authors calculated the resistance tensor of a
two-dimensional (2D) liquid domain immersed in a fluid
with odd viscosity and showed that it has non-zero anti-
symmetric components [13, 14].

Recently, Scheibner et al. introduced the concept of
odd elasticity to describe non-conserved interactions in
active materials [3]. An elastic modulus is, in general,
a fourth-rank tensor tensor that linearly connects stress
and strain tensors. For a passive system, it should be
symmetric under the exchange of the pairs of the indices
because elastic forces are generally conservative [15]. For
active systems, on the other hand, an elastic modulus
can have both even and odd parts [3, 16]. Importantly,
the active moduli quantify the amount of work extracted
along quasistatic strain cycles. In our recent paper, we
used the variational principle of the Onsager-Machlup in-
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tegral to describe the stochastic dynamics of a microma-
chine with odd elasticity [17]. Furthermore, the concept
of odd viscoelasticity [18] and odd diffusion tensor have
also been reported [19].

In this paper, we investigate the statistical properties
of fluctuations in active systems that are governed by
non-symmetric responses. We employ linear Langevin
equations with odd responses and obtain various time-
correlation functions [20–24]. Generally, symmetry prop-
erties of time-correlation functions can be discussed in
terms of their transformation under time-translational
and time-reversal operations [6, 7]. When the system
is in a steady state, the correlation functions need to
satisfy the time-translational invariance. Although the
time-reversal invariance of the cross-correlation functions
is also satisfied in a thermal equilibrium situation [7], we
show that such symmetry is violated in the presence of
non-symmetric responses. Two limiting cases will be in-
vestigated in detail; linear Langevin systems with a non-
symmetric resistance tensor and a non-symmetric elas-
tic tensor. In both cases, the time-reversal symmetry of
correlation functions is violated in the presence of odd
responses. We show that one can estimate an odd elas-
tic constant of an active material such as an enzyme or a
motor protein by using the short-time asymptotic expres-
sions of the time-correlation functions. As an example of
this application, we demonstrate the estimation of odd
elasticity from the numerical simulation of our enzyme
model with chemical reactions [25].

In the next section, we briefly summarize the symme-
try properties of time-correlation functions both in equi-
librium and out-of-equilibrium. In Sec. III, we investigate
the linear Langevin system with an odd resistance ten-
sor. In Sec. IV, we discuss the Langevin system with an
odd elastic tensor. In Sec. V, we explain the application
of our results to the model enzyme system. A summary
and some further discussion are given in Sec. VI.

II. TIME-CORRELATION FUNCTIONS

Let us introduce N -dimensional position variables
xα(t) (α = 1, 2, · · · , N) and velocity variables vα(t) =
ẋα(t), where the dot indicates the time derivative. The
variables xα(t) represent, for example, positions of col-
loid particles in a suspension or structural parameters of
a protein molecule. Considering only the fluctuations, we
assume that the averages of xα(t) and vα(t) vanish, i.e.,
〈xα(t)〉 = 0 and 〈vα(t)〉 = 0, where 〈· · · 〉 indicates the
ensemble average. Notice that xα(t) is even and vα(t) is
odd under time-reversal transformation.

Let us define the following position-position, position-
velocity, and velocity-velocity time-correlation matrices:

φαβ(t) = 〈xα(t)xβ(0)〉, (1)

χαβ(t) = 〈vα(t)xβ(0)〉, (2)

ψαβ(t) = 〈vα(t)vβ(0)〉. (3)

The equal-time-correlation functions for t = 0 are defined
with a bar such as φ̄αβ = φαβ(t = 0) and we similarly
define χ̄αβ and ψ̄αβ .

Generally, one can decompose the time-correlation ma-
trices into symmetric and anti-symmetric parts as

φαβ(t) = φS
αβ(t) + φA

αβ(t), (4)

χαβ(t) = χS
αβ(t) + χA

αβ(t), (5)

ψαβ(t) = ψS
αβ(t) + ψA

αβ(t), (6)

where, for example, φS
αβ(t) = φS

βα(t) and φA
αβ(t) =

−φA
βα(t) hold. Notice that the mathematical meanings

of the superscripts “S” and “A” are the same as “even”
and “odd”, respectively. However, we employ “S” and
“A” for time-correlation functions, whereas “even” and
“odd” are used for viscosity and elasticity due to conven-
tion [5]. In the following, we argue the properties of the
above time-correlation functions when time-translational
invariance and time-reversal invariance are satisfied.

A. Time-translational invariance

If the system is in a steady state (both in equilib-
rium and out-of-equilibrium), time-correlation functions
do not depend on the origin of time and satisfy the rela-
tion 〈a(t)b(t′)〉 = 〈a(t− t′)b(0)〉 [6, 7]. As a result of such
time-translational invariance, we have

〈a(t)b(0)〉 = 〈a(0)b(−t)〉 = 〈b(−t)a(0)〉. (7)

Hence the position-position and velocity-velocity corre-
lation matrices satisfy the following relations:

φαβ(t) = φβα(−t), (8)

ψαβ(t) = ψβα(−t). (9)

Concerning the position-velocity correlation function, we
have χαβ(t) = φ̇αβ(t) (and also ψαβ(t) = −χ̇αβ(t)).
Hence the time-translational invariance requires

χαβ(t) = −χβα(−t). (10)

The above symmetry properties in the steady state can
be conveniently expressed in terms of the symmetric and
anti-symmetric parts of the correlation functions as

φS
αβ(t) = φS

αβ(−t), φA
αβ(t) = −φA

αβ(−t), (11)

χS
αβ(t) = −χS

αβ(−t), χA
αβ(t) = χA

αβ(−t), (12)

ψS
αβ(t) = ψS

αβ(−t), ψA
αβ(t) = −ψA

αβ(−t). (13)

In other words, φS
αβ(t) and ψS

αβ(t) are even functions of

time, while φA
αβ(t) and ψA

αβ(t) are odd functions [6]. On

the other hand, χS
αβ(t) and χA

αβ(t) are odd and even func-
tions of time, respectively.

For the equal-time-correlation functions, we set t = 0
in Eqs. (8), (10), and (9)

φ̄αβ = φ̄βα, χ̄αβ = −χ̄βα, ψ̄αβ = ψ̄βα. (14)
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Hence, φ̄αβ and ψ̄αβ are symmetric matrices with respect
to the exchange of the indices, while χ̄αβ is a completely
anti-symmetric matrix.

B. Time-reversal invariance in thermal equilibrium

Next, we discuss the properties of the correlation
functions in thermal equilibrium when time-reversal
invariance holds [6, 7]. In this situation, the cor-
relation functions satisfy the relation 〈a(t)b(0)〉eq =
εaεb〈a(−t)b(0)〉eq, where εa(b) takes the value 1 or −1
depending on the time-reversal symmetry of the variable
a(b). For example, we have εx = 1 and εv = −1, as
mentioned before. Therefore, the equilibrium correlation
functions need to satisfy the following symmetry rela-
tions:

φeq
αβ(t) = φeq

αβ(−t), (15)

χeq
αβ(t) = −χeq

αβ(−t), (16)

ψeq
αβ(t) = ψeq

αβ(−t). (17)

In thermal equilibrium, time-translational invariance
is also satisfied and hence Eqs. (11)-(13) hold simulta-
neously. Then the anti-symmetric parts of the time-
correlation matrices should vanish in equilibrium:

φA,eq
αβ (t) = χA,eq

αβ (t) = ψA,eq
αβ (t) = 0. (18)

As a result, the time correlation matrices have only the
symmetric parts that satisfy such as φS

αβ(t) = φS
βα(t).

Hence, the time-correlation matrices should be symmet-
ric under the exchange of the two indices in thermal
equilibrium. In non-equilibrium situations, however, the
anti-symmetric parts can exist because time-reversal in-
variance can be violated. Moreover, we also have χ̄eq

αβ = 0

by considering t = 0 in Eq. (16).

III. UNDERDAMPED LANGEVIN SYSTEM
WITH ODD RESISTANCE TENSOR

A. N degrees of freedom

In this section, we consider a free Brownian particle
embedded in an active chiral fluid that is characterized
by odd viscosity, as schematically shown in Fig. 1(a). In
a two-dimensional space, the drag force acting on the
particle due to the surrounding active fluid is given by
a non-symmetric resistance tensor [13, 14]. To describe
the Brownian dynamics of the particle, we use the un-
derdamped Langevin equation in the presence of a non-
symmetric resistance tensor.

The underdamped linear Langevin equation for N ve-
locity variables vα(t) can be written as [6, 7, 20, 21]

mv̇α(t) = −Λαβvβ(t) +mFαβξβ(t), (19)
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FIG. 1. (a) Diffusion of a Brownian particle (orange circle)
that experiences both even and odd resistance forces whose
coefficients are given by λe and λo, respectively. When the
surrounding fluid is composed of active chiral elements (red
circles), the resistance tensor can have both symmetric and
anti-symmetric parts [see Eq. (26)]. (b) A coarse-grained
model of an enzyme consisting of domains that are connected
to springs. A substrate (green circle) changes into a product
(orange circle) via a catalytic chemical reaction. Each spring
is characterized by the even elastic constant ke and the odd
elastic constant ko [see Eq. (35)].

where m is the mass of a Brownian particle, Λαβ is the
resistance tensor [13, 14], Fαβ is the noise amplitude, and
ξβ(t) is Gaussian white noise that satisfies

〈ξα(t)〉 = 0, 〈ξα(t)ξβ(t′)〉 = δαβδ(t− t′). (20)

The strength of the noise can be conveniently char-
acterized by the symmetric tensor defined by Bαβ =
FαγFβγ/2.

For a passive system, the resistance tensor should
be symmetric, Λαβ = Λβα, due to Lorentz reciprocal
theorem, or, more generally, Onsager’s reciprocal rela-
tions [6, 7]. In addition, the second law of thermody-
namics requires that it should be positive definite. For an
active system, however, Λαβ can have an anti-symmetric
part and we can generally decompose it as [13, 14]

Λαβ = Λe
αβ + Λo

αβ . (21)
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Here the symmetric (even) part and the anti-symmetric
(odd) part satisfy Λe

αβ = Λe
βα and Λo

αβ = −Λo
βα, respec-

tively. The linear Langevin equation in Eq. (19) can be
analytically solved as described in Refs. [20, 21] and also
briefly summarized in Appendix A.

In thermal equilibrium, the equal-time velocity-
velocity correlation function is determined by the
equipartition theorem as [6, 7]

ψ̄αβ =
kBT

m
δαβ , (22)

where kB is the Boltzmann constant and T the temper-
ature. Then we solve the Lyapunov equation [20, 21] in
Eq. (A5) for the noise strength Bαβ as

Bαβ =
kBT

m2
Λe
αβ . (23)

This is the fluctuation dissipation theorem for a passive
system in which only Λe

αβ exists [6, 7].
Next we argue the velocity-velocity time-correlation

matrix ψαβ(t) = 〈vα(t)vβ(0)〉. For N degrees of free-
dom, it is enough to know the short-time behavior of
ψαβ(t) to discuss its time-reversal symmetry. As derived
in Eqs. (A11) and (A12) of Appendix A, we obtain the
short-time behavior of ψαβ(t) = ψS

αβ(t) + ψA
αβ(t), where

the symmetric and anti-symmetric parts become

ψS
αβ(t) ≈ kBT

m

(
δαβ −

Λe
αβ |t|
m

)
, (24)

ψA
αβ(t) ≈ −kBT

m2
Λo
αβt. (25)

In the above, we have assumed that |Λ̄i||t|/m � 1 is
satisfied for all the eigenvalues Λ̄i of the matrix Λαβ .
In accordance with Eq. (13), ψS

αβ(t) is an even function

of time and ψA
αβ(t) is an odd function. In contrast to

Eq. (18), however, ψA
αβ does not vanish and time-reversal

symmetry is broken when Λo
αβ 6= 0. This is an important

consequence when the odd part of the resistance tensor
exists.

B. Two degrees of freedom

To perform analytical calculations, we discuss the
time-correlation matrix when N = 2. We further as-
sume that the resistance tensor is given by the following
form:

Λαβ = λeδαβ + λoεαβ , (26)

where εαβ is the 2D Levi-Civita tensor with ε11 = ε22 = 0
and ε12 = −ε21 = 1. Notice that λe > 0 while λo can take
both positive and negative values. More general cases are
discussed in Appendix B.
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(b)

FIG. 2. Plots of the scaled velocity-velocity correlation func-
tions ψ11(t) (black solid line) and ψ12(t) (red dashed line) as
a function of dimensionless time λet/m when (a) λo/λe = 1
and (b) λo/λe = 3 for N = 2 [see Eqs. (27) and (28)]. In
both cases, ψ11(t) is an even function of time, while ψ12(t)
is an odd function of time. Since ψ12(t) violates Eq. (17),
time-reversal invariance is broken in the presence of odd re-
sistance tensor. In (b), we observe the oscillatory behavior
of the correlation functions. Notice that the position-position
correlation function φαβ behaves in the same way as ψαβ as
long as the proper scaling is made.

The symmetric and anti-symmetric parts of ψαβ(t) be-
come

ψS
αβ(t) =

kBT

m
e−λ

e|t|/m cos(λot/m)δαβ , (27)

ψA
αβ(t) = −kBT

m
e−λ

e|t|/m sin(λot/m)εαβ . (28)

We confirm again that ψS
αβ(t) is an even function of time

and ψA
αβ(t) is an odd function. Also, the existence of

ψA
αβ when λo 6= 0 indicates the violation of time-reversal

symmetry.
In Fig 2, we plot ψ11(t) (black solid line) and ψ12(t)

(red dashed line) as a function of dimensionless time
λet/m. The other parameter is λo/λe = 1 in Fig. 2(a)
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and λo/λe = 3 in Fig. 2(b). In both cases, ψ11(t) is
an even function, while ψ12(t) is an odd function. In
Fig. 2(b), we observe an oscillatory behavior.

IV. OVERDAMPED LANGEVIN SYSTEM
WITH ODD ELASTIC TENSOR

A. N degrees of freedom

As shown in Fig. 1(b), we consider a deformable ob-
ject such as an enzyme in a passive viscous fluid. We
investigate its active dynamics induced by the energy in-
jection as a result of a chemical reaction. We further
assume that the odd elastic tensor can describe such a
non-equilibrium process as argued in Refs. [17, 26]. To
discuss the structural fluctuation of the object driven by
thermal motions of the surrounding passive fluid, we em-
ploy an overdamped Langevin system with an odd elastic
tensor.

The Langevin equation for N position variables xα(t)
can be written as [6, 7, 20, 21]

ẋα = −MαβKβγxγ +Gαβξβ(t), (29)

where Mαβ is the mobility tensor that is symmetric,
Mαβ = Mβα, due to Onsager’s reciprocal relations for
passive fluids. Moreover, Mαβ is positive definite accord-
ing to the second law of thermodynamics [7]. In general,
the mobility tensor Mαβ is the inverse of the resistance
tensor Λαβ introduced in the previous section, and Mαβ

can also be non-symmetric for active chiral fluids. How-
ever, we do not consider such a general case because we
intend to attribute the origin of the non-equilibrium ef-
fect to the chemical reaction and not to the activity in
the surrounding fluid. As in the previous section, ξβ(t) is
Gaussian white noise that satisfies Eq. (20). The tensor
Gαβ represents the noise strength that is further related
to the diffusion tensor by Dαβ = GαγGβγ/2 that is sym-
metric by definition. In our work, we consider stochastic
processes driven by thermal fluctuations and assume the
relation Dαβ = kBTMαβ [6, 7].

In Eq. (29), Kαβ is the elastic constant tensor. For
passive systems, Kαβ should be symmetric because elas-
tic forces are conservative [15]. For active systems with
non-conservative interactions, however, Kαβ can have
an anti-symmetric part that corresponds to odd elastic-
ity [3, 17, 26]. Hence Kαβ can generally be written as

Kαβ = Ke
αβ +Ko

αβ , (30)

where the symmetric (even) part and the anti-symmetric
(odd) part satisfy Ke

αβ = Ke
βα and Ko

αβ = −Ko
βα, re-

spectively, similar to the resistance tensor.

For N -dimensional overdamped equations, we obtain
the short-time behavior of φαβ(t) = φS

αβ(t) + φA
αβ(t) as

(see Eqs. (A11) and (A12) in Appendix A)

φS
αβ(t) ≈ φ̄αβ − kBTMαβ |t|, (31)

φA
αβ(t) ≈ −1

2
[MαγKγδφ̄δβ −MβγKγδφ̄δα]t = χ̄αβt,

(32)

where χ̄αβ = 〈vαxβ〉 and notice the relation χαβ(t) =

φ̇αβ(t). In the above, we have assumed that |MKi||t| �
1 is satisfied for all the eigenvalues MKi of the matrix
MαγKγβ . The equal-time-correlation function φ̄αβ =
〈xαxβ〉 obeys the Lyapunov equation [20, 21]:

MαγKγδφ̄δβ +MβγKγδφ̄δα = 2Dαβ . (33)

We eliminate φ̄αβ from this Lyapunov equation by using
χ̄αβ in Eq. (32), and obtain

MαγKγδχ̄δβ + χ̄αγKδγMδβ = −2kBTMαγK
o
γδMδβ .

(34)

With this equation, we can prove that χ̄αβ 6= 0 and hence
φA
αβ 6= 0 when Ko

αβ 6= 0. Therefore the time-reversal

symmetry discussed in Eq. (17) is broken due to the pres-
ence of Ko

αβ .

B. Two degrees of freedom

Alternatively, we discuss the time-correlation functions
when N = 2. We assume that the elastic tensor is given
by the following form:

Kαβ = keδαβ + koεαβ . (35)

In the following, we further assume that the mobility
tensor takes the form Mαβ = µδαβ . A more general
situation is discussed in Appendix C.

The position-position correlation function φαβ(t) =
〈xα(t)xβ(0)〉 = φS

αβ(t) + φA
αβ(t) is given by

φS
αβ(t) =

kBT

ke
e−µk

e|t| cos(µkot)δαβ , (36)

φA
αβ(t) = −kBT

ke
e−µk

e|t| sin(µkot)εαβ . (37)

Then the equal-time-correlation function becomes

φ̄αβ =
kBT

ke
δαβ , (38)

which is independent of ko. As shown in Appendix C,
however, φ̄αβ can depend on ko in a more general sit-
uation. The behavior of φαβ(t) is the same as that of
ψαβ(t) in Fig. 2 as long as the proper scaling is made.

In the short-time limit, i.e., |µket| � 1 and |µkot| � 1,
Eqs. (36) and (37) become

φS
αβ(t) ≈ φ̄αβ − kBTµ|t|δαβ , (39)

φA
αβ(t) ≈ −kBTk

o

ke
µtεαβ . (40)



6

<latexit sha1_base64="riMj/mIQsc6BXxZ/E5ZGKe8Gejc=">AAACbnichVHLSsNAFD2N7/qqCiKIWCyVuikTERUXIrhxqa1VoUpJ4rSG5kUyLdTiD7gXF4KiICJ+hht/wEU/QdwIFdy48CYNiIp6w2TOnLnnzpk7qmPonmCsEZHa2js6u7p7or19/QODsaHhLc+uuBrPabZhuzuq4nFDt3hO6MLgO47LFVM1+LZaXvX3t6vc9XTb2hQ1h++ZSsnSi7qmCKLyqV1TEQeuGVdmCrEES7Mg4j+BHIIEwli3YzfYxT5saKjABIcFQdiAAo++PGQwOMTtoU6cS0gP9jmOECVthbI4ZSjElulfolU+ZC1a+zW9QK3RKQYNl5RxJNkju2VN9sDu2BN7/7VWPajhe6nRrLa03CkMHo9l3/5VmTQLHHyq/vQsUMRi4FUn707A+LfQWvrq4Wkzu5RJ1qfZFXsm/5eswe7pBlb1Vbve4JkzROkB5O/t/gm2ZtPyfFremEusLIdP0Y1xTCFF/V7ACtawjlzQsROc4yLyIo1KE9JkK1WKhJoRfAkp9QH+7Y2d</latexit>

(a)

<latexit sha1_base64="nHXoVJERYUZVHmtKbc+0CzbrXtk=">AAACbnichVHLSsNAFD2Nr1ofrQoiiFgsSt2UiYiKCym4canVqlBFkjjaoXmRTAu1+APuxYWgKIiIn+HGH3DRTxA3goIbF96mAVFRb5jMmTP33DlzR3dN4UvG6hGlpbWtvSPaGevq7umNJ/r6132n7Bk8bzim423qms9NYfO8FNLkm67HNUs3+YZeWmzsb1S45wvHXpNVl29b2r4t9oShSaIK6S1Lk0XPSuqTO4kUy7Agkj+BGoIUwlh2EtfYwi4cGCjDAocNSdiEBp++AlQwuMRto0acR0gE+xyHiJG2TFmcMjRiS/Tfp1UhZG1aN2r6gdqgU0waHimTGGcP7Ia9sHt2yx7Z+6+1akGNhpcqzXpTy92d+NHQ6tu/KotmieKn6k/PEnuYC7wK8u4GTOMWRlNfOTh5WZ3Pjdcm2CV7Iv8XrM7u6AZ25dW4WuG5U8ToAdTv7f4J1qcy6kxGXZlOZRfCp4hiGGNIU79nkcUSlpEPOnaMM5xHnpVBZUQZbaYqkVAzgC+hpD8AAP2Nng==</latexit>

(b)

FIG. 3. Plots of the scaled velocity-velocity correlation func-
tions χ11(t) (black solid line) and χ12(t) (red dashed line) as
a function of dimensionless time tµke when (a) ko/ke = 1 and
(b) ko/ke = 3 for N = 2 [see Eqs. (41) and (42)]. In both
cases, χ11(t) is an odd function of time and discontinuous at
t = 0, while χ12(t) is an even function of time. Since χ12(t)
violates Eq. (16), time-reversal invariance is broken in the
presence of odd elastic tensor. In (b), we observe oscillatory
behavior of the correlation functions.

The slope of the symmetric part is given by the transport
coefficient µ and hence it is related to the diffusion coeffi-
cient according to the fluctuation dissipation theorem [7].
On the other hand, the slope of the anti-symmetric part
is characterized by the ratio ko/ke.

Under the same assumptions, we next discuss
the position-velocity correlation function χαβ(t) =
〈vα(t)xβ(0)〉 = χS

αβ(t) + χA
αβ(t), where

χS
αβ(t) = −kBTµe

−µke|t|

×
[
Sgn (t) cos(µkot) +

ko

ke
sin(µkot)

]
δαβ , (41)

χA
αβ(t) = kBTµe

−µke|t|

×
[
sin(µko|t|)− ko

ke
cos(µkot)

]
εαβ . (42)
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FIG. 4. Plot of the odd elasticity ko estimated from the
numerical simulations of the enzyme model in Ref. [25] as
a function of the phase difference p. The chosen parame-
ters are ν/(kBT ) = 16, h/(kBT ) = 20, cd2/(kBT ) = 20, and
µs/(µθd

2) = 1.

In the above, the function Sgn (t) = t/|t| takes either 1 or
−1 depending on its sign. In accordance with Eq. (12),
χS
αβ(t) is an odd function of time, while χA

αβ(t) is an

even function. On the other hand, the presence of χA
αβ

indicates the broken time-reversal symmetry due to odd
elasticity.

From Eq. (42), the equal-time-correlation function can
be obtained as

χ̄αβ = −kBTk
o

ke
µεαβ , (43)

where we have used Sgn (0) = 0. Since χ̄eq
αβ = 0 should

hold when time-reversal invariance is satisfied, the pres-
ence of χ̄αβ indicates that time-reversal symmetry is bro-
ken in the presence of odd elasticity. In the short-time
limit, as we considered in Eqs. (39) and (40), Eqs. (41)
and (42) become

χS
αβ(t) ≈ −kBTµ

[
Sgn (t)− µ (ke)2 − (ko)2

ke
t

]
δαβ , (44)

χA
αβ(t) ≈ χ̄αβ + 2kBTµ

2ko|t|εαβ . (45)

In Fig. 3, we plot χ11(t) (black solid line) and χ12(t)
(red dashed line) as a function of dimensionless time
µket. The other parameter is ko/ke = 1 in Fig. 3(a) and
ko/ke = 3 in Fig. 3(b). In both cases, χ11(t) is an odd
function, while χ12(t) is an even function. In Fig. 3(b),
we also observe an oscillatory behavior.
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V. ODD ELASTICITY OF AN ENZYME
SYSTEM WITH CHEMICAL REACTION

In this section, we discuss the application of our results
to structural fluctuations in a model enzyme system in-
troduced in Refs. [25, 27–29] and also shown in Fig. 1(b).
An enzyme changes its shape during a catalytic chemical
reaction and receives chemical energy from a substrate
molecule. This process is quite complicated and many
degrees of freedom such as the positions of all the atoms
are involved. To tackle such a problem, we first coarse
grain the system to obtain the dynamical equations with
minimum degrees of freedom such as in Eq. (29). Then
we assume that the energy injection from the substrate
molecule is effectively described by the odd part of the
elastic tensor. As an example of the application of our
analytical results, we use the time correlation functions
to obtain the effective odd elasticity of the enzyme model
proposed by us [25].

In our model, we consider the dynamics of the extent
of catalytic reaction θ(t) and the structure of an enzyme
characterized by s1(t) and s2(t). The free energy describ-
ing a chemical reaction is given by gr(θ) = −h cos θ− νθ,
where h is the energy barrier in the chemical reaction and
ν is the chemical potential difference. We also introduce
the following mechano-chemical coupling energy

gc(θ, {si}) =
c

2

(
[s1 − d sin θ]2 + [s2 − d sin(θ + p)]2

)
,

(46)

where c is the coupling strength, d is the amplitude of
the structure change, and p is the phase difference rela-
tive to the reaction phase. The total free energy is given
by gt(θ, {si}) = gr(θ) + gc(θ, {si}). The Onsager’s phe-
nomenological equations

θ̇ = −µθ∂θgt +
√

2µθξ, (47)

ṡi = −µs∂sigt +
√

2µsξi (48)

determine the time evolution of each variable. Here,
ξ and ξi represent thermal fluctuations that satisfy
Eq. (20). A more detailed explanation of our enzyme
model is provided in Ref. [25].

We have performed numerical simulations of the above
Langevin dynamics and calculated the structural time
correlation functions. We find that the time-reversal
symmetry in Eq. (15) is broken in the correlation func-
tion φ12(t) ∼ 〈(s1(t) − 〈s1〉)(s2(0) − 〈s2〉)〉 when ν 6= 0.
Comparing the short time behavior of the simulation re-
sult with Eq. (C6), which is a generalized expression of
Eq. (40), we have estimated the effective odd elasticity
of the enzyme system. In Fig. 4, we plot the odd elastic-
ity ko as a function of p and find a periodic dependence
that can be approximately described by ko ∼ − sin p. In
our model, the phase difference p between the structural
variables s1 and s2 is introduced to account for the non-
reciprocal deformation of an enzyme molecule. Such a
non-reciprocality can be quantitatively characterized by

the area enclosed by a trajectory in a space spanned by s1

and s2 [25]. The relation ko ∼ − sin p indicates that the
effective odd elasticity of an enzyme can be obtained only
by measuring the structural dynamics without assuming
any detailed dynamics of the internal variable such as θ.

A more detailed analysis of the simulation results will
be presented in a separate publication. We emphasize
here that such an analysis suggests a new possibility to
understand non-equilibrium dynamics of active matter.

VI. SUMMARY AND DISCUSSION

In this paper, we have investigated the statistical prop-
erties of fluctuations in active systems that are governed
by non-symmetric responses. We first summarized the
symmetry properties of the time-correlation matrices due
to time-translational and time-reversal invariances. The
anti-symmetric parts of the time-correlation functions
can exist in non-equilibrium situations. We investigated
an underdamped Langevin system with a non-symmetric
resistance tensor and obtained the time correlation matri-
ces. We showed that time-reversal symmetry is violated
in the presence of the odd part of the resistance tensor.
For a system with two degrees of freedom, we calculated
the analytical expressions of the time-correlation func-
tions.

Next, we discussed an overdamped Langevin system
with a non-symmetric elastic tensor and obtained the cor-
responding time-correlation functions. We also showed
that time-reversal symmetry of the correlation functions
is violated in the presence of odd elasticity. The ini-
tial slope of the time-correlation functions represent the
transport coefficient and the odd elasticity for the sym-
metric and the asymmetric parts, respectively. In partic-
ular, the position-velocity correlation function typically
reflects the broken time-reversal symmetry and is pro-
portional to the odd elasticity.

Let us give some numerical estimates of the physical
quantities used in the present work. We consider the
case when the concept of odd elasticity is applied to the
structural changes of enzymes and motor proteins. The
domain size of a protein is a ≈ 10−8 m and the viscosity
of water is η ≈ 10−3 Pa·s. Hence the transport coefficient
becomes is µ = 1/(6πηa) ≈ 5× 109 m2/(J·s). According
to the experiments on a kinesin molecule [30], the even
elasticity can be roughly estimated as ke ≈ 1×10−4 J/m2.
Then the relaxation rate can be roughly estimated as
µke ≈ 5 × 105 s−1. Next, we estimate the odd elastic
constant from the activity of motor proteins. The active
force due to kinesin is estimated to be f ≈ 10−11 N [30,
31]. By estimating the rough displacement to be d ≈
10−8 m, the odd elastic constant can be estimated as
ko ∼ f/d ≈ 10−3 J/m2. Then the ratio between the odd
and even elastic constants can be typically ko/ke ≈ 10.

In Secs. III and IV, we introduced the symmetric ten-
sors Bαβ and Dαβ representing the noise strength. For
general active situations, the noise originates not only
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from thermal fluctuations but also from non-equilibrium
fluctuations. In active cases, Bαβ and Dαβ do not need
to obey the fluctuation dissipation theorem and they are
general positive definite symmetric tensors. Other gener-
alization is to take into account the anti-symmetric parts
of Bαβ and Dαβ . In this situation, however, the time-
reversal symmetry of noise [see Eq. (20)] can also be bro-
ken, and such a generalization is beyond the scope of the
present work.

In Secs. III and IV we have independently investigated
the systems with non-symmetric resistance tensor and
non-symmetric elastic tensor. When both of these prop-
erties exist simultaneously, the general Langevin equa-
tion can be written as

mẍα = −Λαβ ẋβ −Kαβxβ +mFαβξβ(t), (49)

where Λαβ and Kαβ are given by Eqs. (21) and (30),
respectively. If the separation of time scales m/Λ �
1/(µK) holds in a mesoscopic system, one can elim-
inate the inertia term and obtain the overdamped
Langevin equation [7]. In a thermal equilibrium sys-
tem, the velocity-velocity correlation function ψαβ(t) be-
comes a delta function in the limit of m/Λ → 0. In
non-equilibrium systems with odd properties, however,
the time-reversal symmetry of ψαβ(t) is violated as in
Eq. (25). Hence the time-correlation functions of the
noise terms should involve not only the delta function
but also its time derivative as discussed in Ref. [12].

Recently, the variational principle for active matter
has been proposed [32]. Within such an extended vari-
ational principle, one can obtain the dynamical equa-
tion in Eq. (29) by minimizing the Rayleighian R =

(M−1)αβ ẋαẋβ/2 + Ȧ+ Ẇ , where (M−1)αβ is the inverse
matrix of Mαβ . The first and second terms are the dissi-
pation function and the time derivative of the free energy,
respectively, while Ẇ is the time derivative of the work
generated by active forces. In our work, the even and
odd elastic tensors can be included within the variational
principle by choosing Ȧ = Ke

αβ ẋαxβ and Ẇ = Ko
αβ ẋαxβ

to obtain Eq. (29). On the other hand, the odd resis-
tance tensor cannot be described within the variational
principle.

In the present work, we have discussed the linear
Langevin equations with odd resistance tensor or odd
elastic tensor. It should be noted, however, we can also
discuss nonlinear effects by considering a state-dependent
resistance tensor Λe

αβ({xα}) or a state-dependent mobil-

ity tensor µαβ({xα}) as well as nonlinear conservative
forces. For example, nonlinearity appears in the dynam-
ics of a deformable object in the presence of hydrody-
namic interactions [26, 33]. For the future, the study of
nonlinear dynamics in the presence of odd properties is

necessary.

In this paper, we have discussed the Langevin systems
with either odd resistance tensor or odd elastic tensor.
Owing to the mathematical analogy, the obtained re-
sults for the odd Langevin systems have various appli-
cations. Examples of the Langevin system with odd re-
sistance tensor are the Brownian particle in a chiral ac-
tive fluid (see Sec. III), and the Brownian particle under
the Lorentz-forces [34]. On the other hand, odd elastic
tensor can exist such as in the structural dynamics of a
catalytic enzyme (see Sec. V), the Brownian particle in
shear flows [35], and the stochastic behavior of the cli-
mate system [36].

To further strengthen our idea of effective odd elastic-
ity, the following approaches will be useful. If we can
generalize the projection operator formulation to non-
equilibrium systems with chemical reactions, the coarse-
grained Langevin equation such as Eq. (29) can be ob-
tained from the Hamilton dynamics by including all de-
grees of freedom [37–39] . On the other hand, numeri-
cal simulations based on multi-particle collision dynamics
can also be used to investigate the time-correlation func-
tions of the enzyme structure [40, 41].
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Appendix A: General analysis of the linear Langevin equation

In this Appendix, we provide a general method to solve the linear Langevin equation with N degrees of freedom
given by [20, 21]

Ẋα = AαβXβ +Hαβξβ(t), (A1)

where Xα represents any set of variables such as xα or vα, and Aαβ is the N × N tensor characterizing the decay
rate of the linear system. For the stability of the system, the real part of the all eigenvalues of Aαβ must be negative.
The amplitude of the noise is given by a N ×N tensor Hαβ whose diagonal and off-diagonal components correspond
to auto-correlations and cross-correlations of the noise, respectively. Moreover, ξβ(t) is Gaussian white noise that
satisfies Eq. (20). The above Langevin equation can be formally solved as

Xα(t) = (eAt)αβ

∫ t

−∞
ds (e−As)βγHγδξδ(s), (A2)

where we have used the matrix exponential (eAt)αβ . We can immediately confirm 〈Xα(t)〉 = 0.
Using the above solution, we can calculate the time-correlation functions Φαβ(t) = 〈Xα(t)Xβ(0)〉 as

Φαβ(t) =

{
(eAt)αγΦ̄γβ (t ≥ 0)
Φ̄αγ(e−At)βγ (t < 0)

, (A3)

Φ̄αβ = 2

∫ ∞
0

ds (eAs)αγCγδ(e
As)βδ, (A4)

where Φ̄αβ = Φαβ(0) are the equal-time-correlation functions and Cαβ = HαγHβγ/2. Notice that Φ̄αβ obeys the
following Lyapunov equation:

AαγΦ̄γβ +AβγΦ̄γα + 2Cαβ = 0. (A5)

The integral in Eq. (A4) can be calculated when Aαβ is diagonalized by a matrix Pαβ . Then, Φ̄αβ is obtained by
using the eigenvalues ζi of the matrix Aαβ as

Φ̄αβ = −2PαγPβδOγδ, (A6)

Oγδ = (P−1)γlClm(P−1)δm ◦
1

ζγ + ζδ
, (A7)

where ◦ stands for the Hadamard product (element-wise product). We note that Aαβ cannot always be diagonalized
when Aαβ is a non-symmetric matrix.

The time-correlation functions can be decomposed into the symmetric and anti-symmetric parts as

Φαβ(t) = ΦS
αβ(t) + ΦA

αβ(t), (A8)

ΦS
αβ(t) =

1

2

[
(eA|t|)αγΦ̄γβ + (eA|t|)βγΦ̄γα

]
, (A9)

ΦA
αβ(t) =

1

2
Sgn(t)

[
(eA|t|)αγΦ̄γβ − (eA|t|)βγΦ̄γα

]
, (A10)

for both negative and positive t. We confirm here ΦS
αβ(t) = ΦS

αβ(−t) and ΦA
αβ(t) = −ΦA

αβ(−t) [6]. Moreover, we have

Φ̄αβ = Φ̄βα. When Φ̄αβ ∝ δαβ and Aαβ 6= Aβα, we can easily confirm ΦA
αβ(t) 6= 0, which indicates the time-reversal

symmetry breaking. The short-time asymptotic expressions of Eqs. (A9) and (A10) become

ΦS
αβ(t) ≈ Φ̄αβ +

1

2

[
AαγΦ̄γβ +AβγΦ̄γα

]
|t| = Φ̄αβ − Cαβ |t|, (A11)

ΦA
αβ(t) ≈ 1

2
[AαγΦ̄γβ −AβγΦ̄γα]t. (A12)

For two degrees of freedom (N = 2), one can solve the Langevin equation analytically and Φ̄αβ is given by

Φ̄αβ = − Cαβ
tr[A]

− det[A]

tr[A]
(A−1)αγCγδ(A

−1)βδ. (A13)

The time-dependence of the correlation functions can be obtained as

(eAt)αβ = eγt
[
cosh(ωt)δαβ +

Aαβ − det[A](A−1)αβ
2ω

sinh(ωt)

]
, (A14)

where we have introduced the relaxation rate γ = tr[A]/2 and the frequency ω =
√
γ2 − det[A].
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Appendix B: Correlation functions in underdamped Langevin systems

In this Appendix, we give the general expressions of the time-correlation functions for an underdamped system
when N = 2. Here Λe

αβ is a symmetric and positive definite 2× 2 matrix, while the odd part of the resistance tensor

is given by Λo
αβ = λoεαβ . Comparing Eqs. (19) and (A1), we obtain Aαβ = −Λαβ/m. From Eqs. (A9) and (A10), we

then have

ψS
αβ(t) =

kBT

2m

[
(e−Λ|t|/m)αβ + (e−Λ|t|/m)βα

]
, (B1)

ψA
αβ(t) = Sgn (t)

kBT

2m

[
(e−Λ|t|/m)αβ − (e−Λ|t|/m)βα

]
, (B2)

where we have used the equipartition theorem in Eq. (22).

Furthermore, using Eq. (A14) and the relation (Λ−1)αβ = [det[Λe]((Λe)−1)αβ − λoεαβ ]/ det[Λ] for a 2 × 2 matrix,
we obtain

ψS
αβ(t) =

kBT

m
e−γ|t|

[
cosh(ωt)δαβ −

sinh(ω|t|)
2ωm

[
Λe
αβ − det[Λe]((Λe)−1)αβ

]]
, (B3)

ψA
αβ(t) = − kBT

m2ω
λoe−γ|t| sinh(ωt)εαβ . (B4)

In the above, we have defined the relaxation rate γ = tr[Λe]/(2m) and the frequency ω =
√
γ2m2 − det[Λe]− (λo)2/m.

The exceptional point is given by the condition ω = 0 and we obtain λo
ep = ±

√
γ2m2 − det[Λe] [42]. The frequency

ω is a real number when (λo)2 < (λo
ep)2, while it is an imaginary number when (λo)2 > (λo

ep)2 for which the time-

correlation function can oscillate. To see an oscillating behavior, however, we further need a condition ω2 < −γ2, as
shown in Fig. 2(b).

Appendix C: Correlation functions in overdamped Langevin systems

In this Appendix, we give the general expressions of the time-correlation functions for an overdamped system
when N = 2. Here both Mαβ and Ke

αβ are symmetric and positive definite 2 × 2 matrices, while the odd part

of the elastic tensor is given by Ko
αβ = koεαβ . Comparing Eqs. (29) and (A1), we obtain Aαβ = −MαγKγβ and

Cαβ = Dαβ = kBTMαβ . From Eq. (A13), φ̄αβ becomes

φ̄αβ =
kBTMαβ

tr[MKe]
+ kBT

det[M ][det[Ke] + (ko)2]

tr[MKe]
(K−1)αγ(M−1)γδ(K

−1)βδ. (C1)

Furthermore, using the relation (K−1)αβ = [det[Ke]((Ke)−1)αβ−koεαβ ]/[det[Ke](1+ν2)] with ν2 = (ko)2/ det[Ke],
we obtain the following expression

φ̄αβ =
kBT

1 + ν2

[
((Ke)−1)αβ +

2ν2

tr[MKe]
Mαβ −

ko det[M ]

tr[MKe]

[
εαγ(M−1)γδ((K

e)−1)δβ + εβγ(M−1)γδ((K
e)−1)δα

]]
.

(C2)

In the above, we have used the identities Mαβ + det[M ](M−1)αβ = tr[M ]δαβ and det[M ]εαγ(M−1)γδεβδ = Mβα for
a 2× 2 matrix. When ko = 0 and hence ν = 0, the above expression reduces to φ̄αβ = kBT ((Ke)−1)αβ corresponding
to the thermal equilibrium case.

The time-dependence of the correlation functions is calculated by using Eq. (A14)

(e−MK|t|)αβ = e−γ|t|
[
cosh(ωt)δαβ −

MαδKδβ − det[M ] det[K](K−1)αδ(M
−1)δβ

2ω
sinh(ω|t|)

]
, (C3)

where we have introduced the relaxation rate γ = tr[MKe]/2 and the frequency ω =
√
γ2 − det[M ] det[Ke](1 + ν2).
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The symmetric and anti-symmetric parts of the correlation matrix can be obtained from Eqs. (A9) and (A10),
respectively, as

φS
αβ(t) = e−γ|t| cosh(ωt)φ̄αβ

− kBTe
−γ|t| sinh(ω|t|)

2ω(1 + ν2)tr[MKe]

[
MαγK

e
γδMδβ − (det[M ])2(det[Ke])2((Ke)−1)αγ(M−1)γδ((K

e)−1)δ`(M
−1)`m((Ke)−1)mβ

+ko(det[M ])2 det[Ke]
[
εαγ(M−1)γδ((K

e)−1)δ`(M
−1)`m((Ke)−1)mβ + εβγ(M−1)γδ((K

e)−1)δ`(M
−1)`m((Ke)−1)mα

]]
,

(C4)

φA
αβ(t) = −2kBTe

−γ|t|ko sinh(ωt)

ω tr[MKe]
det[M ]εαβ . (C5)

In the short-time limit, Eqs. (C4) and (C5) asymptotically become

φS
αβ(t) ≈ φ̄αβ − kBTMαβ |t|, φA

αβ(t) ≈ −2kBTk
ot

tr[MKe]
det[M ]εαβ . (C6)

Similar to Eqs. (39) and (40), the slopes of the symmetric and anti-symmetric parts are proportional to the mobility
tensor Mαβ and the odd elasticity ko, respectively, although the results are more general.

[1] G. Gompper, R. G. Winkler, T. Speck, A. Solon, C. Nar-
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