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Abstract

Following the work on spin-component and spin-opposite scaled (SCS/SOS) global double
hybrids for singlet-singlet excitations by Schwabe and Goerigk [J. Chem. Theory Comput.

2017, 13, 4307-4323] and our own works on new long-range corrected (LC) double hybrids
for singlet-singlet and singlet-triplet excitations [J. Chem. Theory Comput. 2019, 15, 4735-
4744; J. Chem. Phys. 2020, 153, 064106], we present new LC double hybrids with SCS/SOS
that demonstrate further improvement over previously published results and methods. We
introduce new unscaled and scaled versions of different global and LC double hybrids based
on Becke88 or PBE exchange combined with LYP, PBE or P86 correlation. For singlet-singlet
excitations, we cross-validate them on six benchmark sets that cover small to medium-sized
chromophores with different excitation types (local valence, Rydberg, and charge transfer). For
singlet-triplet excitations, we perform the cross-validation on three different benchmark sets
following the same analysis as in our previous work in 2020. In total, 203 unique excitations are
analyzed. Our results confirm and extend those of Schwabe and Goerigk regarding the superior
performance of SCS and SOS variants compared to their unscaled parents by decreasing mean
absolute deviations, root-mean-square deviations or error spans by more than half and bringing
absolute mean deviations closer to zero. Our SCS/SOS variants show to be highly efficient and
robust for the computation of vertical excitation energies, which even outperform specialized
double hybrids that also contain an LC in their perturbative part. In particular, our new
SCS/SOS-ωPBEPP86 and SCS/SOS-ωB88PP86 functional are four of the most accurate and
robust methods tested in this work and we fully recommend them for future applications.
However, if the relevant SCS and SOS algorithms are not available to the user, we suggest
ωB88PP86 as the best unscaled method in this work.

1 Introduction

Density functional theory (DFT) is nowadays
the most widely used methodology for the com-
putation of ground state properties given its
good compromise between accuracy and favor-
able scaling, making it possible to treat rela-

tively large molecules, something that some-
times is infeasible for high-accurate, electron
correlation wave function theory (WFT) meth-
ods. While its foundations, based on the
Hohenberg-Kohn theorems1 and the Kohn-
Sham (KS) equations,2 are only valid for

1

mcasanova@student.unimelb.edu.au
lars.goerigk@unimelb.edu.au


ground state properties, Runge and Gross
formulated the equivalent of the Hohenberg-
Kohn theorems for the description of excited
states in 1984,3 laying the foundations of
time-dependent (TD) DFT. For weak exter-
nal electromagnetic fields, linear-response TD-
DFT within the adiabatic approximation4 has
become as important to many different fields
working on electronically excited-state prob-
lems as DFT is the preferred method for ground
state properties.

A ground state DFT calculation precedes
the computation of electronic excitation en-
ergies within TD-DFT; therefore, both for-
malisms share the same shortcomings deter-
mined by the choice of the underlying den-
sity functional approximation (DFA) to the un-
known “true” exchange-correlation functional.
This work focuses on double-hybrid density
functional approximations (DHDFAs) that fol-
low Grimme’s definition from 2006,5 whose out-
standing performance have been demonstrated
several times for ground state properties, as
for example shown in Refs. 6–17. Shortly
after the demonstrated success of the first
DHDFA B2PLYP5 for ground state properties,
the DHDFA idea was extended to the compu-
tation of electronic vertical excitation energies
in 2007 when Grimme and Neese18 combined
Head-Gordon’s configuration interaction singles
with perturbative doubles [CIS(D)]19 approach
with the TD-DFT formalism and the closely re-
lated Tamm-Dancoff Approximation20 (TDA).
Herein, we exclusively deal with Grimme and
Neese’s approach, when we use the acronyms
TD-DHDFAs and TDA-DHDFAs. We acknowl-
edge other definitions of the DHDFA con-
cept,9,21–25 but also point out that not all of
them are compatible with the TD(A)-DHDFA
scheme proposed by Grimme and Neese, which
is why they will not be considered in the present
work.

Grimme and Neese’s first TD(A)-B2PLYP
study showed how the inclusion of the per-
turbative CIS(D) correction reduced the error
span by about 0.3 eV compared to the TD(A)-
DFT hybrid portion of B2PLYP.18 That work
also showed promising results for singlet-triplet
transitions in small (in)organic molecules and

for doublet-doublet transitions in small radi-
cals, which were limited to the TDA variant of
B2PLYP. Subsequent applications on DHDFAs
for excited states involved almost exclusively
TD-DHDFA treatments of singlet-singlet tran-
sitions in organic systems. In 2009, the TD-
DHDFA idea was applied for the first time to
B2GP-PLYP26 on the famous test set contain-
ing small organic molecules proposed by Thiel
and co-workers,27 where TD-B2GP-PLYP out-
performed TD-B2PLYP and a range of lower-
rung DFAs.28 In 2013, the “non-empirical”
functionals PBE0-DH29 and PBE0-230 were
also assessed on the same test set in their TDA
versions, but it was demonstrated that they
were by on average up to 0.08 eV less accurate
than TD-B2(GP-)PLYP.31 Indeed, the label
“non-empirical” should not be misunderstood
as a synonym for quality or reliability, which
was later demonstrated for DHDFAs applied to
ground state properties, where semi-empirical
DHDFAs by far outperformed non-empirical
ones.10,32 Several studies have been conducted
since Grimme and Neese’s initial idea, and
TD(A)-DHDFAs have been shown to be the
most accurate DFAs for excited-state calcu-
lations and absorption spectra,18,28,33–41 even
rivaling standard WFT methods.34,39–41 While
we refer the reader to a recently published de-
tailed review on TD(A)-DHDFAs,42 we high-
light only some of the advantages of those over
the conventional TD(A)-DFT approaches: a
better description of electronic circular dichro-
ism (ECD) spectra,33 more accurate ver-
tical singlet-singlet18,28,34,39–43 and singlet-
triplet18,41 excitations in organic molecules—
where TD(A)-DHDFAs even outperformed the
approximate coupled-cluster singles doubles
WFT approach44,45 [(SCS-)CC2]34— a more
balanced description of the problematic first
two excited states in polycyclic aromatic hydro-
carbons (PAHs),35,40 and no misleading results
from artificial “ghost states”.28,33,34,36 Another
little-known but important finding in the con-
text of ECD spectroscopy is that TD-DHDFAs
were the only methods that could successfully
reproduce an exciton-coupled spectrum of a
merocyanine dimer aggregate,36 for which even
long-range corrected (LC) (or range-separated)
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hybrid functionals failed and which initially had
only been successfully described with WFT ap-
proaches.46

A successful strategy to improve DHDFAs
for ground state thermochemistry has been
the introduction of spin-component and spin-
opposite scaling47–49 (SCS/SOS) to the treat-
ment of the non-local electron-correlation com-
ponent.6,11–14,21,50,51 SOS-based methods have
the advantage of having a reduced formal scal-
ing behavior if a Laplace transform algorithm
is employed.48,52 We also mention in pass-
ing that the currently best-performing DHD-
FAs for molecular thermochemistry are the
SCS-LC-DHDFAs ωDSD3-PBEPP86-D417 and
ωDSD72-PBEPP86-D416 based on studies with
the GMTKN558 database for general main-
group thermochemistry, kinetics and noncova-
lent interactions; however, note that some of
these methods follow different strategies com-
pared to Grimme’s original DHDFA definition
from 2006.

In 2017, significant improvements were
achieved by Schwabe and Goerigk when they
successfully applied the SCS and SOS tech-
niques to the CIS(D) component of global
TD(A)-DHDFAs. A fitting procedure of the
SCS/SOS parameters of six global DHDFAs
was conducted against a high-level reference
data training set. Successful cross-validation
studies were carried out for vertical local-
valence, vertical Rydberg, and 0-0 singlet-
singlet excitations using the TD- and TDA-
DHDFA schemes.39 Scaled and unscaled DHD-
FAs were again superior to global and LC hy-
brids.

Their remarkable performance notwith-
standing, global TD(A)-DHDFAs suffer
from the same flaws as any other global
DFA,40,41,43,53–55 namely the inability to ad-
equately describe charge-transfer (CT) exci-
tations. It was not until recently, in mid-
2019, that we closed this gap by introduc-
ing the first LC-DHDFAs optimized for ver-
tical singlet-singlet excitation energies, namely
TD-ωB2PLYP and TD-ωB2GP-PLYP,40 both
based on the original BLYP-based56,57 global
DHDFAs B2PLYP and B2GP-PLYP, respec-
tively. Therein, we showed how the inclusion of

a single parameter, which controls the interplay
between the long- and short-range regimes, can
improve long-range excitations such as Ryd-
berg states and CT excitations without much
loss in accuracy for local-valence transitions.
We particularly note that both functionals de-
livered the best TD-DFT results to date for La

and Lb transitions in PAHs,40 and that they
have already been successfully used in applica-
tions to systems of biological or technological
relevance.58–64

Prior to mid-2020, most of the BLYP-
based global DHDFAs studies had been car-
ried out using the full TD-DHDFA scheme,
whereas most of the studies using PBE-based
global DHDFAs had used the TDA-DHDFA
scheme, instead.37,38,65–75 Moreover, all pre-
vious benchmark studies and applications had
been limited to singlet-singlet excitations, ex-
cept for the original work by Grimme and
Neese from 2007,18 leaving out other spin mul-
tiplicities of crucial relevance, such as triplet
excitations, most likely due to the lack of
a code that could handle those transitions.
For this reason, we assessed for the first time
singlet-singlet and singlet-triplet excitations
with global- and LC-DHDFAs based on both
BLYP and PBE expressions for the underly-
ing exchange-correlation functional and com-
pared them with hybrid functionals.41 Our
ωB2(GP-)PLYP and Adamo and co-workers’
PBE-QIDH65 displayed the best results for
singlet-triplet excitations, with the latter nev-
ertheless still being unable to properly describe
CT excitations, as we had to point out again
in 2021.43 A very important finding was that
DHDFAs do not fix the triplet instability prob-
lem76–79 when the full TD-DHDFA scheme is
applied, for which the TDA-DHDFA scheme
must be employed instead.

Herein, we revisit the idea of applying SCS
and SOS techniques to TD(A)-DHDFAs simi-
lar to the work done by Schwabe and Goerigk,
and we extend them even further by apply-
ing the latest TD(A)-LC-DHDFAs not only for
singlet-singlet excitations but also to singlet-
triplet excitations. For this purpose, we analyze
22 different scaled global- and LC-DHDFAs.
Among the 8 unscaled DHDFAs, three are
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global and five are LC ones. 6 of those unscaled
methods had been analyzed by us before, but
we also present two new LC-DHDFAs named
ωPBEPP86 and ωB88PP86. The remaining 14
methods are newly developed scaled versions
of the 8 unscaled ones. Lastly, we also com-
pare those 22 methods with Mester and Kállay’s
three newest “Range-Separated Double-Hybrid
functional” (RS-DH) methods.80 The novelty of
these RS-DHs is that they have been designed
to be long-range corrected not only in the ex-
change component (as usual LC-methods) but
also in the perturbative non-local CIS(D) cor-
rection. Note that in their original work, they
only analyzed singlet-singlet excitations using
the TDA-DHDFA scheme and our comparison
will be limited to those values.

In this work, we briefly review the theoretical
background required for our new method de-
velopments. We then discuss the definition of
our new unscaled LC-DHDFAs ωB88PP86 and
ωPBEPP86, followed by the development of
SCS and SOS extensions for each tested method
in this work (except the RS-DH methods). The
new SCS and SOS TD(A)-DHDFAs are then
cross-validated in a series of benchmark sets
that cover singlet-singlet and singlet-triplet ex-
citations. We finally conclude with a discussion
of the general robustness of the newly proposed
methods and some final remarks for the user
community.

2 Theoretical Background

2.1 Linear-Response TD-DFT

The most common method for computing
excited-state properties is linear-response81–83

time-dependent TD-DFT within the adia-
batic approximation.4,84 The latter allows
us to replace the time-dependent exchange-
correlation kernel with the time-independent
one from ground state DFT. The technicalities
of TD-DFT are well-documented in the lit-
erature,18,39,40,73 which is why we keep our
explanations as brief as possible. For real
orbitals, the vertical excitation energies are
computed as the solution of the random-phase-

approximation (RPA)-type eigenvalue prob-
lem:85

(

A B

B A

)(

X(n)

Y(n)

)

= ΔE(n)

(

1 0

0 –1

)(

X(n)

Y(n)

)

, (1)

ΔE(n) is the vertical excitation energy for the
nth excited state, with X(n) and Y(n) being the
corresponding eigenvectors for single-particle
excitations and de-excitations, respectively. A
and B are matrices that contain the information
on these excitations and de-excitations, whose
components are given by:83

Aiaσ,jbτ = δστδijδab(εaσ – εiτ) + (iσaσ | jτbτ)

– δστax(iσjσ | aτbτ) + (1 – ax)(iσaσ | fXC | jτbτ)
(2)

and

Biaσ,jbτ =(iσaσ | bτjτ) – δστax(iσbσ | aτjτ)

+ (1 – ax)(iσaσ | fXC | bτjτ) .
(3)

As usual, σ and τ are spin variables, the in-
dices i, j, k . . . in this paper refer to occupied
orbitals, a, b, c . . . to virtual orbitals, and aX is
the Fock exchange scaling parameter. The last
term in these equations has DFT origin, where
fXC is the exchange-correlation kernel and de-
fined as the second derivative of the exchange-
correlation functional EXC with respect to the
electronic density ρ:

fXC(r1, r2) =
∂2EXC

∂ρ(r1)∂ρ(r2)
(4)

with r1/2 being spatial variables.
By neglecting the B matrix from Eq.(1),

we can obtain a simplified version known as
the Tamm-Dancoff approximation (TDA),20

resulting in an eigenvalue problem that reads

AX
(n) = ΔE(n)

X
(n). (5)

The label (n) will be dropped in the following.

2.2 Vertical Excitation Energies
with DHDFAs

We follow Grimme’s original definition of DHD-
FAs18 alongside the LC scheme,86 similar as in
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our construction of ωB2(GP-)PLYP:40

ELC–DHDFA
XC = aXESR–HF

X (ω) + aX,DFAESR–DFT
X (ω)

+ ELR–HF
X (ω) + aC,DFAEDFT

C + aCEPT2
C ,

(6)

where the first term corresponds to short-
range Fock exchange, followed by the short-
range DFT-exchange functional. The third
term is the full, long-range Fock exchange to
ensure the correct 1/r12 decay in the potential,
where r12 is the interelectronic distance. The
last two terms are the DFT-correlation func-
tional and the second-order perturbative, non-
local-correlation correction given by MP287

for ground state or CIS(D) for excitation en-
ergy calculations. Finally, aX,DFA and aC,DFA
are scaling parameters for DFT exchange and
correlation, whereas aX and aC scale short-
range Fock exchange and non-local correla-
tion, respectively; usually, but not always,
those parameter values depend on one an-
other.5,29,31,65,88 The interplay between short-
and long-range regimes is controlled by the
range-separation parameter ω.

In the spirit of ground state DHDFA cal-
culations, Grimme and Neese’s vertical ex-
citation energies at the double-hybrid level
(ΔETD(A)–DHDFA) are obtained in a two-step

procedure;18 first, we solve either the full TD-
(Eq.1) or TDA-DFT (Eq.5) eigenvalue prob-
lem using only the hybrid part of the DHDFA,
i.e., all terms in Eq. 6 excluding the per-
turbative portion. This gives rise to a ver-
tical excitation energy of hybrid-DFT quality
(ΔETD(A)–hybrid), which is then perturbatively
corrected with Head-Gordon’s CIS(D) correc-
tion (ΔCIS(D)):

19

ΔETD(A)–DHDFA = ΔETD(A)–hybrid + aCΔCIS(D), (7)

where the parameter aC scales the CIS(D)-
type contribution. More details on TD(A)-
DHDFAs are given in our recent free-access ac-
count in Ref. 42.

2.3 The CIS(D) Correction

The CIS(D) formalism for TD(A)-DHDFAs has
been extensively explained in the literature and

we refer the reader to Refs 18 and 39 for more
detailed information. In the spirit of MP2 be-
ing a second-order perturbative correlation cor-
rection to a Hartree-Fock (HF) ground state
energy, the second-order perturbative CIS(D)
correction19 introduces some electron correla-
tion to configuration interaction singles (CIS)
excitation energies. The CIS(D) energy correc-
tion to the total CIS energy of an excited state
is:

E
CIS(D)
C = 〈ΦCIS|V̂|Û2Φ0〉 + 〈ΦCIS|V̂|T̂2Û1Φ0〉, (8)

where the first and second terms are known
as the “direct” and “indirect” terms, respec-
tively. Û1 and Û2 are operators that generate
the singly- and doubly-excited wave functions
from the HF determinant (Φ0), T̂2 is the op-
erator that generates the double excitation of
two CIS-inactive electrons, and V̂ is a pertur-
bation potential. ΦCIS is the CIS wave function
according to:

ΦCIS = Û1Φ0 =
∑

ia

tai Φ
a
i , (9)

where tai are the CIS single-excitation ampli-
tudes and Φa

i is the singly excited determinant.
The T̂2 operator acting on the HF determinant,
Φ0, is given by

T̂2Φ0 =
1

4

∑

ijab

tabij Φ
ab
ij

= –
1

4

∑

ijab

(ij||ab)

εa + εb – εi – εj
Φab

ij ,

(10)

where we have used Mulliken’s notation for
the antisymmetrized two-electron integral
(ij || ab) = (ij | ab) – (ia | jb) and ε stands again
for the orbital energy. Φab

ij is the doubly-excited
determinant from the HF ground state created
by the operator Û2:

Û2Φ0 = –
1

4

∑

ijab

〈Φab
ij |V̂|Û1Φ0〉

εa + εb – εi – εj – ΔECIS
Φab

ij (11)

The actual CIS(D) correction, ΔCIS(D), to
the CIS excitation energy, ΔECIS, is obtained
as the difference between the second-order per-
turbative correlation energies for the excited
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and the ground states:

ΔCIS(D) = E
CIS(D)
C – EMP2

C

= –
1

4

∑

ijab

(uab
ij )2

εa + εb – εi – εj – ΔECIS
+

∑

ia

tai va
i ,

(12)

with the corresponding definitions

uab
ij =

∑

c

(ab || cj)tci –(ab || ci)tcj –
∑

k

(ka || ij)tbk–(kb || ij)tak (13)

and

va
i =

1

2

∑

jkbc

(jk || bc)[tbi tcajk + taj tcbik + 2tbj tacik ] (14)

A TD(A)-DHDFA excitation energy is calcu-
lated by employing Eq.12 with KS orbitals in-
stead of the HF ones and with ΔETD(A)–hybrid
excitation energies instead ofΔECIS. For TDA-
DHDFA, it is straightforward to employ the X
vector (Eq.5) for the single-excitation ampli-
tudes tai , whereas for the full TD-DHDFA the X
vector is employed but the Y vector neglected
(Eq.1).

2.4 The SCS- and SOS-CIS(D)
Variants

Similar to Grimme’s SCS-MP2 method,47 the
electron pair contributions to the correlation
energy of an excitation energy can be separated
into same (SS) and opposite spin (OS) contri-
butions, which are then scaled differently . The
first implementation of the SCS-CIS(D) idea
dates back to 2004 when Grimme and Izgoro-
dina applied the same scaling parameters as in
SCS-MP2 ground state theory to the “indirect”
term in Eq. 8.89 Later, Rhee and Head-Gordon
extended this idea and applied additional scale
parameters to the “direct” term.90 Therefore,
we can break down the two terms in Eq.(8) into
same- and opposite spin components according
to:

E
SCS–CIS(D)
c =

〈

ΦCIS | V̂ |
(

cOS
U Û

OS
2 + cSS

U Û
SS
2

)

Φ0

〉

+
〈

ΦCIS | V̂ |
(

cOS
T T̂

OS
2 + cSS

T T̂
SS
2

)

Û1Φ0

〉

,
(15)

where cSS
U and cOS

U are the same- and opposite-
spin scale parameters for the direct term and

cSS
T and cOS

T the related parameters for the in-
direct term. We refer the reader to e.g. Ref.
39 for the explicit form of the SS and OS terms
shown in Eq.(15). By setting the SS parame-
ters to zero, one reduces the SCS- to the SOS-
CIS(D) approach, which can benefit from a bet-
ter formal scaling behavior in the same way as
SOS-MP2.48

Coming back to TD(A)-DHDFs, the ex-
pression for the SCS/SOS-CIS(D) correction
(ΔSCS/SOS–CIS(D)), which is added to the ex-
citation energy of the hybrid portion of the
DHDFA, follows the same structure as ΔCIS(D)
in Eq.(7), once the four SS/OS terms are
taken into consideration, giving the TD(A)-
SCS/SOS-DHDF excitation energy:

ΔETD(A)–SCS/SOS–DHDFA = ΔETD(A)–hybrid +ΔSCS/SOS–CIS(D).

(16)

Note that in the work by Rhee and Head-

Gordon, the definition of the USS/OS
2 opera-

tor considers an extra “damping” parameter (λ)
for ΔECIS and two different versions of SCS-
CIS(D) were developed by setting λ=0 and λ=1.
Herein, we set this parameter to unity following
the same protocol as in Refs. 34 and 39.

3 Computational Details

All molecular geometries were taken from the
literature, and all calculations were performed
with the same AO basis set used in the respec-
tive works that developed the reference values
to enable a direct comparison. In this con-
text, we refrain from any basis set dependence
study as it has already been conducted.39 It
has been established that even for full CIS(D)
(aC=1), local-valence and Rydberg excitation
energies only differed by about 0.03 eV when
going from a triple to a large quadruple-ζ ba-
sis set. Unsurprisingly, this difference was even
lower for DHDFAs with smaller aC. For in-
stance, there was an average difference of just
0.01 eV for TD-B2PLYP (aC=0.27) and TD-
PBE0-DH (aC=0.125).39 We implemented the
SCS/SOS-CIS(D) code for singlet and triplet
excitations into a local version of the ORCA
code,91–93 and it will be available in the upcom-
ing release of ORCA5. The SCF convergence
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criterion was set to 10–7Eh (10–8Eh for the up-
dated Gordon set) along with ORCA’s numer-
ical quadrature grid “4” (grid “5” and “finalgrid
6” for the updated Gordon set). The resolution-
of-the-identity technique was used with appro-
priate auxiliary basis sets for the perturbative
steps.94,95

Hybrid density functionals are not assessed
in this work because we aim to improve our
previously published DHDFA results by intro-
ducing two new exchange-correlation combina-
tions and also the SCS/SOS technique. We re-
fer the reader to our previous works in Refs.
40 and 41 for more information about the per-
formance of global and LC hybrid functionals,
which are shown to be less accurate and robust;
in this context, we would just like to mention
that the LC hybrid ωB97X96 sometimes out-
performed some DHDFAs such as B2PLYP,5

PBE0-DH,29 and RSX-QIDH,97 but not other
DHDFAs tested by us. Due to a lack of high-
level reference data for triplet excitations in
the PAH and CT sets, we expand our analysis
by also assessing the full TD-DHDFA scheme
on these two sets without any further opti-
mization procedure. In addition, we also as-
sessed the new RS-DH methods by Mester and
Kállay,80 namely, RS-B88-LYP, RS-PBE-PBE,
and RS-PBE-P86 which had been optimized
with Schwabe and Goerigk’s “updated Gor-
don set” 39,98 for singlet-singlet transitions us-
ing the TDA-DHDFA scheme; note that for
these methods, we took the relevant values di-
rectly from the original work.

It is also important to consider the definition
of “chemical accuracy” for excitation energy cal-
culations. It is a somewhat arbitrarily defined
value and some studies have suggested a value
of 0.05 eV,67,99 whereas others prefer to regard
an accuracy of 0.1 eV as a success.28,100 Our
study can be interpreted within the context of
either of these two definitions.

Table 1: Optimized parameters for our new LC-
DHDFAs following Eq. .

Functional aX aX,DFA aC,DFA aC ω[bohrs–1]
ωB88PP86 0.65 0.35 0.58 0.42 0.20
ωPBEPP86 0.70 0.30 0.68 0.48 0.18

4 Development

4.1 Introducing ωB88PP86 and
ωPBEPP86

Our new ωB88PP86 and ωPBEPP86 function-
als are based on Becke88 and PBE exchange,
respectively, however with modifications pro-
posed by Hirao and co-workers86 in order to
make them applicable within the LC scheme.
Both methods rely on Perdew’s correlation
functional from 1986 (P86)101 with the Vosko,
Wilk, and Nusair “VWN-V” local spin-density
component.102 The choice of those exchange
and correlation functionals is based on the good
performance of the global PBE-based DHDFA
from our previous study,41 namely PBE-QIDH,
where it was able to properly describe Ryd-
berg transitions, the RS-PBE-P86 method that
performed well for the updated Gordon test
set,80 and the DSD-PBEP8612 ground state
DHDFA that performed well for ground state
thermochemistry8 and some excited-state prop-
erties.39

Both methods follow the LC-DHDFA defini-
tion from Eq.6 and were optimized for singlet-
singlet excitations, using the TDA-DHDFA
scheme, by minimizing the root-mean-square
deviation (RMSD) for the well-balanced up-
dated Gordon set. We performed the optimiza-
tion for singlet-singlet excitations using only
the TDA-DHDFA scheme due to its more af-
fordable computational cost and to make them
applicable to singlet-triplet excitations, based
on our previous experience with TDA- and
TD-DHDFAs.41 We optimized these methods
only for singlet-singlet transitions to make them
comparable to previously published methods.
The original benchmark set by Gordon and
co-workers98 comprised a total of 63 vertical
singlet-singlet excitations made up of 32 valence
and 31 Rydberg states in 14 different molecules
but was based on different types of geometries
and experimental reference values. Schwabe
and Goerigk re-optimized the geometries with
a consistent level of theory in 2017,39 and also
provided new full and estimated Approximate
Coupled-Cluster Singles Doubles Triples data
(CC3103/aug-cc-pVTZ104,105).
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For the optimization procedure of ωB88PP86
and ωPBEPP86, we set the initial scaling pa-
rameters for the DFT, Fock exchange, and
perturbative correlation components to those
of B2GP-PLYP and PBE-QIDH, respectively.
Those starting parameters were chosen, as both
functionals performed reasonably well for local-
valence excitations. We then optimized ω. Fi-
nally, a “full” optimization of all remaining scale
parameters was carried out for that ω value,
giving rise to the final values presented in Ta-
ble 1.

Interestingly, our resulting scale parameters
for Fock exchange and perturbative correla-
tion follow Toulouse et al.’s one-parameter
quadratic relation (a2

X=aC),88 even though the
latter had not been derived for excitation ener-
gies. Results for the new methods for the fit set
will be discussed further below after the intro-
duction of the new SCS/SOS methods.

4.2 New TDA-DHDFAs with SCS
and SOS Components for Ex-
citation Energies

4.2.1 Fitting Procedure

We combined the TD(A)-DHDFA idea with
the SCS/SOS-CIS(D) approach as pre-
sented earlier in Eq. 16. For that pur-
pose, we considered eight different unscaled
DHDFA methods: B2PLYP,5 B2GP-PLYP,26

ωB2PLYP,40 ωB2GP-PLYP,40 PBE-QIDH,65

RSX-QIDH,97 ωB88PP86, and ωPBEPP86.
According to our previous work in Ref. 41,
PBE0-DH and RSX-0DH106 do not perform
well, particularly the latter, which is why we re-
frained from including them in this work. Since
SCS and SOS variants of B2PLYP and B2GP-
PLYP have already been presented in Ref. 39,
we will label our new variants as SCS/SOS-
B2PLYP21 and SCS/SOS-B2GP-PLYP21, re-
spectively. We re-optimized these two DHDFAs
given that this time we also include singlet-
triplet excitations in the fitting procedure (see
below). For each one of these functionals, we
analyzed two different flavors for the scaling
parameters:

• A free fit of all four parameters (SCS vari-
ant).

• An SOS variant with cSS
T = cSS

U = 0 and
a free fit of the remaining two OS param-
eters.

On rare occasions, the free fit of the four pa-
rameters gave negative, unphysical values for
one or both SS parameters. In those cases,
we set those parameters to zero. In two cases,
namely B2PLYP and ωB2PLYP, the SCS fit led
to the SOS variant. Hence, the subsequently
used label “SCS/SOS-B2PLYP21” refers to one
and the same method; the same is true for
“SCS/SOS-ωB2PLYP.

The fitting procedure was conducted with the
full updated Gordon benchmark set. This in-
cludes the 63 vertical singlet-singlet excitations
mentioned in Section 4.1 and additional data
for singlet-triplet excitations developed as part
of Ref. 39 and published for the first time by
us in mid-2020.41 Those 38 vertical singlet-
triplet excitations are made up of 27 valence
and 11 Rydberg excitations from 12 different
molecules, all with the same full or estimated
high-level CC3/aug-cc-pVTZ reference data.

Our parametrization procedure consisted of a
minimization of the RMSD for each method on
the entire set. The final optimized scaling pa-
rameters are shown in Table 2. Therein, we also
provide a breakdown into which DHDFAs are
global and which are long-range corrected. We
analyze the singlet-singlet and singlet-triplet
excitation energies for the fit set separately in
the following two sections.

4.2.2 Analysis of Vertical Singlet-
Singlet Excitations

Our results for the singlet excitations in the fit
sets are broken down into the whole set and
its local-valence and Rydberg components. All
relevant statistical results are shown in Table
3 for each TDA-DHDFA method. First of all,
we would like to point out that many methods
share the same RMSDs. However, to be able to
rank them, we decided to sort the methods ac-
cording to the following criteria: RMSD, MAD,
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Table 2: Originala parameters of unscaled DHDFAs
and parameters of their new SCS and SOS variants
optimized for the TDA-DHDFA scheme.

Method cSS
T cOS

T cSS
U cOS

U

B2PLYPb
Original 0.270 0.270 0.270 0.270
SCSc 0.000 0.334 0.000 0.283
SOSc 0.000 0.334 0.000 0.283

B2GP-PLYPb
Original 0.360 0.360 0.360 0.360
SCS 0.018 0.475 0.000 0.468
SOS 0.000 0.489 0.000 0.484

PBE-QIDHb
Original 0.330 0.330 0.330 0.330
SCS 0.070 0.515 0.096 0.524
SOS 0.000 0.547 0.000 0.573

ωB2PLYPd
Original 0.270 0.270 0.270 0.270
SCSc 0.000 0.433 0.000 0.460
SOSc 0.000 0.433 0.000 0.460

ωB2GP-PLYPd
Original 0.360 0.360 0.360 0.360
SCS 0.000 0.571 0.135 0.558
SOS 0.000 0.570 0.000 0.610

RSX-QIDHd
Original 0.330 0.330 0.330 0.330
SCS 0.174 0.541 0.586 0.424
SOS 0.000 0.632 0.000 0.714

ωB88PP86d
Original 0.423 0.423 0.423 0.423
SCS 0.000 0.557 0.092 0.545
SOS 0.000 0.559 0.000 0.599

ωPBEPP86d
Original 0.480 0.480 0.480 0.480
SCS 0.000 0.610 0.297 0.540
SOS 0.000 0.613 0.000 0.669

a If all four scaling parameters are identical, the
original, unscaled DHDF is obtained, as all parameters

equal aC in Eq. 7. b Global DHDFA. c The SCS
fitting procedure led directly to the SOS parameters

(see main text). d LC-DHDFA.

MD, and error span(Δerr). For example, PBE-
QIDH’s SCS and SOS variants have identical
RMSDs, MADs, and MDs and differ only in
the error span. In this case, the SCS variant
occupies a higher place in the ranking given its
lower error span (0.78 vs. 0.81 eV). Most of the
time these differences are negligible, but we de-
cided to apply the same criteria throughout the
present work to be consistent.

We note that the introduction of the
SCS/SOS scheme is overall beneficial for each
tested method when considering the statistics
for the entire set of singlet-singlet excitations.
Most methods display large reductions of their
RMSD for both local-valence and Rydberg ex-
citations upon introduction. For instance, the
RMSD for RSX-QIDH for the complete set is
reduced from 0.40 eV to 0.21/0.24 eV for its
SCS/SOS variants, respectively. This coincides
with a reduction of 0.25 eV in the RMSD for
local-valence excitations for both the SCS and
SOS methods, and a reduction of 0.10/0.04
eV for SCS/SOS for the Rydberg excitations.
Some other methods, on the other hand, have
an overall improved RMSD despite not improv-
ing for both local-valence and Rydberg excita-
tions. For example, for B2PLYP the RMSD
for local-valence excitations increases slightly

from 0.24 to 0.27 eV for its SCS/SOS variant.
This is accompanied by a considerable reduc-
tion in the RMSD for the Rydberg excitations
(from 0.53 to 0.30 eV), which leads to a reduc-
tion of the overall RMSD from 0.41 to 0.29 eV.
We see something similar for PBE-QIDH were
an improvement in the local-valence category
compensated for slightly increased RMSDs for
Rydberg states when SCS/SOS is applied.

When ranking all assessed methods ac-
cording to their results for the entire set of
singlet-singlet excitations, we find that PBE-
QIDH’s SCS and SOS variants yield the lowest
RMSDs with 0.16 eV in both cases, closely
followed by SCS-ωPBEPP86, SOS-ωB88PP86,
and their related cousins SCS-ωB88PP86 and
SOS-ωPBEPP86. These six methods are the
only ones with RMSDs below 0.2 eV. We also
identify four methods that share an RMSD
of exactly 0.20 eV, namely, RS-PBE-P86,
SCS-ωB2GP-PLYP, PBE-QIDH, and RS-PBE-
PBE. It is noteworthy that the new RS-DHs,
along with PBE-QIDH, still perform well de-
spite being unscaled methods. In the same con-
text, another well-performing unscaled DHDFA
is ωB88PP86, which has the same RMSD of
0.21 eV as SOS-ωB2GP-PLYP and SCS-RSX-
QIDH. Five DHDFAs immediately follow, all
with the same RMSD of 0.22 eV, i.e., RS-B88-
LYP, SCS/SOS-ωB2PLYP, ωPBEPP86, SOS-
and SCS-B2GP-PLYP21. The remaining five
DHDFAs with values below 0.3 eV are SOS-
RSX-QIDH, the unscaled ωB2GP-PLYP, the
related ωB2PLYP, B2GP-PLYP , and finally
SCS/SOS-B2PLYP21. Lastly, RSX-QIDH and
B2PLYP are the two worst performers for this
set with RMSDs of 0.40 and 0.41 eV.

The MADs follow more or less the same
trends as the RMSDs. It is remarkable that
the SCS and SOS versions of PBE-QIDH,
ωB88PP86, and ωPBEPP86 are very close to
the second definition of “chemical accuracy” for
excited states, i.e., with average absolute de-
viations of up to 0.1 eV. On the other hand,
the MDs show an interesting behavior once
the SCS/SOS schemes are applied. Most of
the tested unscaled methods, regardless of sys-
tematic over or underestimation of the exci-
tation energies, show a systematic improve-
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Table 3: Statistical values (in eV) for all, local-valence, and Rydberg singlet-singlet excitations in the updated
Gordon set using the TDA-DHDFA formalism.a

Overall Local-valence Rydberg
Method MD MAD RMSD Δerr MD MAD RMSD Δerr MD MAD RMSD Δerr

SCS-PBE-QIDH 0.07 0.12 0.16 0.78 0.13 0.14 0.18 0.48 0.01 0.11 0.13 0.54
SOS-PBE-QIDH 0.07 0.12 0.16 0.81 0.12 0.13 0.17 0.53 0.02 0.12 0.14 0.54
SCS-ωPBEPP86 0.07 0.14 0.17 0.82 0.09 0.12 0.16 0.51 0.04 0.15 0.17 0.69
SOS-ωB88PP86 0.05 0.14 0.18 0.94 0.11 0.13 0.17 0.54 0.00 0.16 0.19 0.79
SCS-ωB88PP86 0.08 0.15 0.19 0.95 0.15 0.16 0.19 0.53 0.01 0.15 0.18 0.77
SOS-ωPBEPP86 0.10 0.16 0.19 0.81 0.10 0.13 0.19 0.57 0.10 0.18 0.20 0.73
RS-PBE-P86 0.04 0.14 0.20 0.88 0.13 0.18 0.24 0.86 –0.05 0.10 0.14 0.72
SCS-ωB2GP-PLYP 0.04 0.14 0.20 1.10 0.13 0.15 0.20 0.67 –0.07 0.13 0.19 0.77
PBE-QIDH 0.12 0.15 0.20 0.75 0.23 0.23 0.27 0.49 0.01 0.08 0.10 0.47
RS-PBE-PBE 0.03 0.15 0.20 0.91 0.13 0.18 0.24 0.91 –0.07 0.11 0.15 0.73
ωB88PP86 0.06 0.16 0.21 1.00 0.15 0.15 0.21 0.50 –0.04 0.16 0.21 0.85
SOS-ωB2GP-PLYP 0.06 0.16 0.21 1.11 0.15 0.17 0.23 0.70 –0.04 0.14 0.19 0.79
SCS-RSX-QIDH 0.12 0.17 0.21 0.83 0.14 0.15 0.21 0.57 0.10 0.19 0.21 0.73
RS-B88-LYP –0.02 0.18 0.22 1.00 0.11 0.18 0.24 0.97 –0.16 0.18 0.20 0.72
SCS/SOS-ωB2PLYP 0.07 0.17 0.22 1.18 0.17 0.19 0.24 0.66 –0.03 0.16 0.21 0.93
ωPBEPP86 0.13 0.18 0.22 0.94 0.17 0.17 0.23 0.58 0.08 0.19 0.22 0.80
SOS-B2GP-PLYP21 –0.03 0.19 0.22 1.01 0.15 0.16 0.19 0.51 –0.21 0.21 0.24 0.51
SCS-B2GP-PLYP21 0.01 0.19 0.22 1.00 0.19 0.20 0.23 0.50 –0.19 0.19 0.22 0.52
SOS-RSX-QIDH 0.12 0.20 0.24 0.83 0.08 0.16 0.21 0.64 0.16 0.24 0.27 0.80
ωB2GP-PLYP 0.12 0.19 0.25 1.08 0.26 0.26 0.32 0.65 –0.03 0.11 0.15 0.73
ωB2PLYP 0.12 0.20 0.26 1.14 0.26 0.26 0.32 0.62 –0.03 0.14 0.18 0.89
B2GP-PLYP –0.13 0.24 0.28 1.10 0.06 0.14 0.19 0.70 –0.33 0.33 0.36 0.57
SCS/SOS-B2PLYP21 –0.02 0.25 0.29 1.22 0.23 0.23 0.27 0.64 –0.27 0.27 0.30 0.54
RSX-QIDH 0.35 0.35 0.40 0.89 0.41 0.41 0.46 0.79 0.28 0.28 0.31 0.60
B2PLYP –0.29 0.34 0.41 1.33 –0.09 0.18 0.24 0.96 –0.50 0.50 0.53 0.70

a The aug-cc-pVTZ AO basis set was used in all cases. The DHDFAs are sorted by their overall RMSDs. The
values for the RS-DH methods were taken from Ref. 80. The statistical estimators are Mean Deviation(MD),

Mean-Absolute Deviation (MAD), Root-Mean-Square Deviation (RMSD), and Error Span (Δerr).

ment by having MDs that are closer to zero.
For instance, RSX-QIDH overestimates the en-
ergies by on average 0.35 eV, which is im-
proved by the SCS and SOS variants with
MD = 0.12 eV in both cases. B2PLYP
tends to underestimate the excitation ener-
gies (MD=–0.29 eV), whereas the SCS/SOS-
B2PLYP21 variant has one of the best MDs
with a value of only –0.02 eV. Some unscaled
DHDFAs with very good MDs that we would
like to highlight are the three new RS-DH meth-
ods (MDs range from 0.04 to –0.02 eV) and
ωB88PP86 (MD=0.06 eV).

When focussing just on local-valence tran-
sitions, we observe similar trends as before.
The best performer is SCS-ωPBEPP86 with
RMSD=0.16 eV, which is closely followed by
SOS-ωB88PP86 and PBE-QIDH. Other good
performers below 0.2 eV are SOS-ωPBEPP86,
B2GP-PLYP and its SOS version, and SCS-
ωB88PP86. The majority of the remaining
methods display results between 0.2 eV and
0.3 eV, except for ωB2PLYP, ωB2GP-PLYP
(both with RMSDs of 0.32 eV), and RSX-QIDH
(0.46 eV).

We end the discussion of singlet excitations
by analyzing the Rydberg category. The un-
scaled PBE-QIDH functional is the best per-
former with an excellent value of 0.10 eV.

What is surprising is the fact that its SCS
and SOS variants display slightly larger RMSDs
of 0.13 eV and 0.14 eV, respectively. How-
ever, as we mentioned before, this mishap is
greatly compensated for by its reduction of
about 0.10 eV in the local-valence category. The
RS-PBE-P86 method has a value of 0.14 eV
and occupies the third place in the ranking,
followed by RS-PBE-PBE and ωB2GP-PLYP
with RMSDs of 0.15 eV. The next DHDFAs
in our ranking are SCS-ωPBEPP86, ωB2PLYP,
SCS-ωB88PP86, SCS- and SOS-ωB2GP-PLYP,
and SOS-ωB88PP86. The remaining methods
have RMSDs between 0.20 eV (RS-B88-LYP
and SOS-ωPBEPP86) and 0.53 eV (B2PLYP).

4.2.3 Analysis of Vertical Singlet-
Triplet Excitations

Following the same idea as presented by us in
Ref. 41, we perform two different analyses for
singlet-triplet excitations. The first type covers
all transitions between the ground state singlet
to the various triplet excited states, which we
denote as S0-TN, with N ≥ 1. The second type
focuses on the energy splitting between the first
singlet and triplet excited states, denoted as
S1-T1. The latter is particularly intriguing for
potential future applications of well-performing
methods in areas such as singlet-fission materi-
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Table 4: Statistical values (in eV) for the S0-TN transitions in the updated Gordon set using the TDA-DHDFA
formalism.a

Overall Local-valence Rydberg
Method MD MAD RMSD Δerr MD MAD RMSD Δerr MD MAD RMSD Δerr

SCS-PBE-QIDH –0.04 0.06 0.08 0.31 –0.04 0.06 0.08 0.30 –0.04 0.05 0.06 0.15
SOS-PBE-QIDH –0.04 0.07 0.08 0.33 –0.04 0.06 0.08 0.31 –0.04 0.08 0.10 0.30
PBE-QIDH –0.04 0.07 0.09 0.37 0.03 0.07 0.09 0.41 –0.03 0.08 0.10 0.33
SCS-ωB88PP86 –0.07 0.09 0.12 0.40 –0.03 0.07 0.10 0.35 –0.03 0.11 0.12 0.36
SOS-ωPBEPP86 –0.05 0.10 0.12 0.47 –0.06 0.08 0.10 0.37 0.02 0.11 0.13 0.42
ωPBEPP86 0.00 0.10 0.12 0.37 –0.04 0.08 0.10 0.37 –0.02 0.12 0.13 0.35
SOS-ωB88PP86 –0.09 0.10 0.13 0.43 –0.03 0.08 0.10 0.34 –0.04 0.14 0.14 0.37
SOS-ωB2GP-PLYP –0.05 0.10 0.13 0.60 0.01 0.08 0.10 0.33 –0.09 0.12 0.15 0.40
ωB2GP-PLYP –0.02 0.11 0.13 0.58 –0.02 0.09 0.10 0.48 –0.13 0.13 0.15 0.28
SCS-ωB2GP-PLYP –0.08 0.11 0.14 0.56 –0.08 0.09 0.11 0.35 0.04 0.14 0.16 0.49
ωB88PP86 –0.07 0.11 0.14 0.45 –0.08 0.09 0.11 0.37 –0.10 0.14 0.17 0.43
SCS-ωPBEPP86 –0.09 0.12 0.14 0.44 –0.05 0.09 0.11 0.45 –0.13 0.14 0.18 0.41
SCS/SOS-ωB2PLYP –0.08 0.11 0.15 0.62 –0.04 0.09 0.11 0.48 –0.16 0.16 0.19 0.38
SOS-B2GP-PLYP21 –0.04 0.11 0.15 0.64 0.06 0.09 0.11 0.43 0.18 0.18 0.20 0.22
ωB2PLYP –0.06 0.12 0.15 0.61 –0.02 0.10 0.12 0.51 –0.16 0.16 0.21 0.40
SCS-B2GP-PLYP21 –0.01 0.12 0.15 0.65 0.02 0.10 0.12 0.51 –0.19 0.19 0.21 0.28
SCS-RSX-QIDH –0.10 0.13 0.15 0.49 0.09 0.11 0.13 0.42 –0.16 0.17 0.22 0.49
SOS-RSX-QIDH –0.07 0.13 0.15 0.57 –0.12 0.12 0.14 0.30 –0.17 0.18 0.22 0.38
RSX-QIDH 0.06 0.15 0.17 0.57 –0.12 0.13 0.15 0.36 –0.22 0.22 0.23 0.28
SCS/SOS-B2PLYP21 –0.02 0.16 0.19 0.71 –0.14 0.14 0.15 0.29 –0.28 0.28 0.30 0.32
B2GP-PLYP –0.13 0.16 0.22 0.62 0.01 0.13 0.16 0.57 –0.37 0.37 0.38 0.27
B2PLYP –0.24 0.26 0.34 0.87 –0.11 0.14 0.17 0.45 –0.56 0.56 0.57 0.39

a The aug-cc-pVTZ AO basis set was used in all cases. The DHDFAs are sorted by their overall RMSDs. The
statistical estimators are Mean Deviation(MD), Mean-Absolute Deviation (MAD), Root-Mean-Square Deviation

(RMSD), and Error Span (Δerr).

als.107–111 It also gives us first insights into the
robustness of a method, as there is no guaran-
tee that a method that performs well for singlet
excitations is also suitable for triplet ones.

All Singlet-Triplet Excitations in this set
(S0-TN)

In Table 4, we see that nearly every tested
TDA-DHDFA seems to describe singlet-triplet
excitations with a very good or acceptable
RMSD below 0.2 eV, except for B2PLYP
(0.34 eV) and B2GP-PLYP (0.22 eV). PBE-
QIDH and its SCS/SOS variants perform out-
standingly well, with RMSDs below the sec-
ond definition of “chemical accuracy” for ex-
citation energies, with values of 0.08-0.09 eV.
Just a few hundredths of an eV above, we
locate SCS-ωB88PP86, SOS-ωPBEPP86, and
the unscaled ωPBEPP86 (RMSD = 0.12 eV),
which are closely followed by SOS-ωB88PP86,
SOS-ωB2GP-PLYP, and the unscaled ωB2GP-
PLYP (RMSD = 0.13 eV). We then find
that nine DHDFAs, both scaled and unscaled
ones, present good values between 0.14-0.15 eV,
and based on our other criteria outlined ear-
lier we rank them from SCS-ωB2GP-PLYP
to SOS-RSX-QIDH. Interestingly, RSX-QIDH
and SCS/SOS-B2PLYP21 deliver acceptable
results below 0.20 eV. We also notice that,
in general, most unscaled TDA-DHDFAs are

slightly outperformed by their corresponding
SCS/SOS variants.

The MDs display small underestimations with
absolute MDs below 0.1 eV, except for B2PLYP
(–0.24 eV) and B2GP-PLYP (–0.13 eV). We
point out that the only DHDFA that displays
an overestimation is RSX-QIDH (0.06 eV). In
general, inclusion of SCS/SOS seems to keep
the MDs nearly unchanged, such as in PBE-
QIDH, or it produces a slight red shift, such as
in ωPBEPP86 (see Table 4.2.3)

S1-T1 Analysis

In Table 5, we see that the statistics for the S1-
T1 splitting show similar trends as for the S0-
TN analysis with most RMSDs being below 0.2
eV. In the updated Gordon set, most low-lying
excitation energies belong to the local-valence
category, and only for the water molecule we
have to analyze a Rydberg excitation.

B2GP-PLYP’s SOS and SCS variants are at
the top of the ranking with RMSDs of 0.08 and
0.09 eV, respectively. PBE-QIDH, its SCS vari-
ant, and ωB2GP-PLYP’s SCS and SOS variants
also display the same outstanding result with
RMSD = 0.1 eV. Nine methods follow closely
ranging from the unscaled B2GP-PLYP (0.12
eV) to the scaled SCS-ωPBEPP86 (0.15 eV).
Other acceptably well-performing DHDFAs are
B2PLYP, ωB2GP-PLYP, SOS-RSX-QIDH, and
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PBE-QIDH, and ωB2PLYP. Finally, SCS-RSX-
QIDH and its unscaled variant conclude the list
with values of 0.22 and 0.33 eV, respectively.

One major difference to the previous S0-TN
analysis is the fact that the MDs are mostly
positive, with only one exception (B2PLYP).
The reason is simply that most DHDFAs dis-
play a systematic overestimation for singlet-
singlet excitations, whereas they systematically
underestimate singlet-triplet excitations. As a
result, it is expected that the S1-T1 energy
splitting also displays an overestimation.41

Our findings for the updated Gordon set are
very promising. The SCS/SOS variants show
considerable improvements over their unscaled
parents for singlet-singlet transitions, while for
singlet-triplet excitations there is a more mod-
est improvement. In sections 5 and 6 we
will further discuss how our new SCS and
SOS variants perform in an extensive cross-
validation study that covers both singlet-singlet
and singlet-triplet excitations, including CT ex-
citations, which have not been part of our pa-
rameter training.

Table 5: Statistical values (in eV) for the S1-T1 en-
ergy splitting on the updated Gordon set using the
TDA-DHDFA formalism.a

Method MD MAD RMSD Δerr

SOS-B2GP-PLYP21 0.02 0.07 0.08 0.26
SCS-B2GP-PLYP21 0.03 0.08 0.09 0.29
SOS-PBE-QIDH 0.07 0.09 0.10 0.26
SOS-ωB2GP-PLYP 0.07 0.09 0.10 0.26
SCS-ωB2GP-PLYP 0.08 0.09 0.10 0.24
SCS-PBE-QIDH 0.08 0.09 0.10 0.23
B2GP-PLYP 0.01 0.10 0.12 0.40
ωPBEPP86 0.09 0.11 0.13 0.28
SCS/SOS-ωB2PLYP 0.10 0.12 0.13 0.27
SOS-ωB88PP86 0.10 0.12 0.13 0.35
ωB88PP86 0.11 0.12 0.14 0.33
SCS-ωB88PP86 0.11 0.13 0.15 0.33
SCS/SOS-B2PLYP21 0.04 0.12 0.15 0.47
SOS-ωPBEPP86 0.09 0.11 0.15 0.44
SCS-ωPBEPP86 0.11 0.13 0.15 0.38
B2PLYP –0.03 0.13 0.16 0.50
ωB2GP-PLYP 0.14 0.15 0.18 0.41
SOS-RSX-QIDH 0.11 0.13 0.19 0.54
PBE-QIDH 0.16 0.16 0.19 0.41
ωB2PLYP 0.16 0.17 0.20 0.44
SCS-RSX-QIDH 0.18 0.18 0.22 0.42
RSX-QIDH 0.28 0.28 0.33 0.56

a The aug-cc-pVTZ AO basis set was used in all cases.
The DHDFAs are sorted by their overall RMSDs. The

statistical estimators are Mean Deviation(MD),
Mean-Absolute Deviation (MAD), Root-Mean-Square

Deviation (RMSD), and Error Span (Δerr).

5 Cross-Validation for Ver-

tical Singlet-Singlet Exci-

tations

5.1 The ωB2(GP-)PLYP Training
Set

The ωB2(GP-)PLYP “training set” 40 is a
slight modification of the original set used by
Schwabe and Goerigk for their parametriza-
tion of TD(A)-SCS/SOS-DHDFAs in 2017.39 It
contains 34 vertical singlet-singlet excitations,
made of up 28 valence and 6 Rydberg transi-
tions. The reference values are based on Cou-
pled Cluster Singles Doubles with Perturbative
Triples Excitation Correction112 [CCSDR(3)]
with the large aug-cc-pVTZ AO basis set. Note
that herein we do not use this set for any fitting
procedure but called it “training set” to indi-
cate that it was used during the development
of our ωB2(GP-)PLYP functionals.40 Herein,
we present the RMSD and MAD values for our
herein assessed TDA-DHDFAs in Fig. 1, where
the results are, once again, broken down into
local-valence and Rydberg transitions. The
methods are sorted according to their RMSD
values for the overall set, which are also shown
on top of the bars. All raw as well as other
statistical data are provided in the Support-
ing Information. We note in passing that the
“top 10” methods are SCS/SOS variants, with
the RS-DH methods coming right after them.
Indeed, the RS-DH methods have previously
been among the most accurate DHDFAs in
Ref. 80 and it was argued that it was due to
range-separation in the perturbative CIS(D)
treatment. We show here nevertheless that
even better results can be achieved through the
SCS/SOS technique without the need of in-
troducing range-separation in the perturbative
treatment. This is an encouraging outcome and
a strong indicator that the SCS/SOS methods
can be transferred to systems other than the
ones used in the fit. We now proceed with the
analysis of the RMSDs for this set.

PBE-QIDH’s SOS and SCS variants are at
the top of the ranking with equal RMSDs
of 0.12 eV, but are closely followed by SCS-
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Figure 1: Statistical values (in eV) for the ωB2(GP-)PLYP training
set, namely RMSDs (values shown over each bar), MADs, and MDs.
The values for the RS-DH methods were taken from Ref. 80. The
aug-cc-pVTZ AO basis set was used in all cases.

ωPBEPP86 with just one-hundredth of an eV
above the former two. Next, ωB88PP86’s SCS
and SOS variants along with SCS-ωB2GP-
PLYP display the same RMSD, followed by a
group of five methods all with identical RMSDs:
SOS-ωPBEPP86, SOS-ωB2GP-PLYP, SOS-
B2GP-PLYP21, SCS-RSX-QIDH, and RS-
B88-LYP. RS-PBE-PBE and RS-PBE-P86 are
placed slightly above those (RMSD = 0.17 eV)
and they are followed by SCS/SOS-ωB2PLYP,
ωPBEPP86, and SCS-B2GP-PLYP21 (RMSD
= 0.18 eV). The remaining two DHDFAs below
an RMSD of 0.2 eV are ωB88PP86 and SOS-
RSX-QIDH. Thus, we have identified a total
of 18 methods that yield RMSDs below 0.2 eV
most of which are SCS or SOS variants, with
SCS/SOS-B2PLYP21 being the only exception
(RMSD=0.26 eV). All remaining methods have
RMSDs that range from 0.20 eV (PBE-QIDH)
to 0.36 eV (RSX-QIDH).

Our new SCS and SOS variants also dis-
play improvements when just analyzing local-
valence transitions. We briefly summarize that
there are four methods that occupy the first po-
sition in the ranking and also fulfill the second
definition of “chemical accuracy” given above,

namely, SOS-ωB88PP86, SOS-PBE-QIDH, and
ωB2GP-PLYP’s SCS and SOS variants with
RMSDs of 0.10 eV. Almost every SCS and
SOS method is ranked in the best places and
performs better than its unscaled parent, ex-
cept for SCS-B2GP-PLYP21 and SCS/SOS-
B2PLYP21. For Rydberg transitions, some of
the SCS and SOS variants have slightly in-
creased RMSDs compared to their unscaled
parents. PBE-QIDH is such an example where
the RMSD increases by 0.04 and 0.06 eV when
the SCS and SOS formalisms are applied.

In the following sections, we will test our new
methods on more challenging systems where
unscaled DHDFAs have presented problems in
the past.40,41,80

5.2 The Loos and Jacquemin
Benchmark Set

We also analyzed the systems introduced by
Loos, Jacquemin, and co-workers in their 2018
benchmark set.113 However, similarly to our
previous works,40,41 and due to overlap with
already tested systems, we only consider 29 of
their excitations divided into 16 valence and
13 Rydberg transitions in 11 different systems,
namely acetaldehyde, acetylene, carbon monox-
ide, diazomethane, dinitrogen, hydrogen chlo-
ride, hydrogen sulfide, ketene, methanimine, ni-
trosomethane, and thioformaldehyde. All ref-
erence values have CC3/aug-cc-pVTZ quality.
All statistical results are shown in Fig. 2.

The best RMSD for this set is obtained
with SOS-B2GP-PLYP21 (0.14 eV), closely
followed by the unscaled B2GP-PLYP, SCS-
ωB2GP-PLYP, and SOS-ωB88PP86 (RMSD
= 0.15 eV in each case). We also high-
light SOS-ωB2GP-PLYP, SCS-B2GP-PLYP21,
ωB88PP86, and SCS-ωB88PP86 (RMSD =
0.16 eV in each case). The last three methods
with an RMSD below 0.2 eV are SCS/SOS-
ωB2PLYP, SCS/SOS-B2PLYP21 and SOS-
PBE-QIDH. The four DHDFAs with RMSDs
of exactly 0.2 eV are ωB2PLYP, SCS-PBE-
QIDH, and ωPBEPP86’s SCS and SOS vari-
ants. Most of the remaining methods with
RMSDs above 0.2 eV are unscaled DHDFAs,
such as ωB2GP-PLYP, the three RS-DH meth-

13
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Figure 2: Statistical values (in eV) for the Loos and Jacquemin
set, namely RMSDs (values shown over each bar), MADs, and MDs.
The values for the RS-DH methods were taken from Ref. 80. The
aug-cc-pVTZ AO basis set was used in all cases.

ods, or PBE-QIDH. That being said, we find
that RSX-QIDH’s SCS and SOS variants also
belong to this range. The unscaled RSX-QIDH
yields the highest RMSD of 0.38 eV, confirming
other studies that this LC-DHDFA is often less
accurate than its global PBE-QIDH counter-
part.32,41

When focussing solely on local-valence ex-
citations, we notice similar trends as for the
two previously discussed sets with most of
the SCS and SOS variants being positioned
at the top and RMSDs ranging from 0.13
eV (SOS-ωPBEPP86 and SOS-PBE-QIDH) to
0.16 eV (SOS-RSX-QIDH, SCS-ωB2GP-PLYP,
and ωB88PP86). Note that the RS-DH meth-
ods perform equally well with RMSDs of
0.16-0.17 eV, values that they share with
B2PLYP, B2GP-PLYP, SCS-RSX-QIDH, SOS-
B2GP-PLYP21, and SOS-ωB2GP-PLYP. The
last two methods with RMSDs below 0.2 eV
are ωPBEPP86 and SCS-B2GP-PLYP21 (0.18
eV). All remaining methods have RMSDs above
0.20 eV.

As we already pointed out in Ref. 40, we
called this set the difficult cases set because
its Rydberg states do not seem to require

the LC scheme, contrary to the examples dis-
cussed earlier. Note that this trend is also
seen for the RS-DH methods, which show large
blue-shifts for this category (RMSD = 0.30
and 0.35 eV for RS-B88-LYP and RS-PBE-
P86, respectively). Hence, it is not surpris-
ing that the two top places in our ranking are
global DHDFAs methods (SOS-B2GP-PLYP21
and SCS/SOS-B2PLYP21). However, our new
SCS- and SOS-LC-DHDFAs improve over their
unscaled parents and yield more accurate re-
sults, for instance, SCS/SOS-ωB2PLYP and
ωB2PLYP (0.12 vs. 0.14 eV), SCS-ωB2GP-
PLYP and ωB2GP-PLYP (0.14 vs. 0.20 eV).

In summary, our SCS/SOS variants of global
and LC-DHDFAs are the best-performing
methods even for the difficult cases presented
by Loos, Jacquemin, and co-workers. None
of these systems were assessed in the previous
sets, demonstrating that our new methods are
robust enough, even for the treatment of chal-
lenging systems like the ones discussed in this
section.

5.3 The “Exotic-Molecules” Set

In mid-2020, Loos and Jacquemin et al. pre-
sented a new benchmark set under the name
“exotic molecules set”. With that name the
authors intended to imply that each of the
molecules in this set includes at least one atom
representing elements that is uncommon in
usual organic-molecule test sets, namely: F,
Cl, Si, or P.114 The overall set comprises 19
local-valence singlet-singlet excitations from 14
different systems with high-level CC3/aug-cc-
pVTZ reference values. We remind the reader
that the inclusion of these “exotic molecules”
made the TD-DHDFA scheme unable to cor-
rectly describe these kind of systems and better
results were obtained with the TDA-DHDFA
formalism, as we thoroughly discussed in Ref.
41. Therefore, the user might take this into
consideration when the system under study
presents any of the aforementioned species.

Based on the RMSDs presented in Fig. 3, the
RS-DH methods yield the lowest RMSDs (< 0.1
eV), which is an outstanding finding. B2GP-
PLYP also displays an excellent value of exactly
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Figure 3: Statistical values (in eV) for the “exotic-molecules” set,
namely RMSDs (values shown over each bar), MADs, and MDs.
The values for the RS-DH methods were taken from Ref. 80. The
aug-cc-pVTZ AO basis set was used in all cases.

0.10 eV for this test set, closely followed by our
new ωPBEPP86 (0.12 eV) and B2PLYP (0.13
eV). Our new SCS and SOS methods feature in
the ranking from this point onward, with SCS-
PBE-QIDH, SCS-ωPBEPP86, and SCS-RSX-
QIDH being the first ones with good values of
0.13 eV. 14 other methods, all of which devel-
oped for this study, have RMSDs that range
from 0.14 to 0.18 eV . Lastly, SOS-RSX-QIDH
and its parent RSX-QIDH are placed in last po-
sition with RMSDs of 0.20 and 0.22 eV. respec-
tively. We conclude that almost every assessed
method performs fairly well compared to the
previously sets given that their RMSDs mostly
lie below 0.20 eV.

In general, the MDs are well-balanced for this
set, regardless of the use of SCS or SOS. Ex-
cept for SCS/SOS-B2PLYP21 and SCS-B2GP-
PLYP21 (MDs=0.15 eV), and SOS-RSX-QIDH
(MD=–0.10 eV), every other method has abso-
lute MDs below 0.1 eV.

5.4 The Thiel Benchmark Set

To keep investigating our new SCS/SOS meth-
ods’ capabilities a bit further, we also ana-
lyze parts of the popular benchmark set intro-

duced by Thiel and co-workers.27 The original
set comprises 167 valence excitations, 104 of
which are singlet-singlet excitations with var-
ious WFT reference values, out of which we
chose the CC3/TZVP115 ones in agreement
with previous works in Refs. 39,41. In order
to avoid duplication with previous sets, we only
analyze 36 local-valence singlet excitations from
8 different systems, namely: acetamide, ben-
zoquinone, imidazole, norbornadiene, octate-
traene, propanamide, pyridazine, and pyrimi-
dine.

This test set differs from previous ones given
the large RMSDs for every tested method. Af-
ter a closer inspection, we found that the 21Ag

state in octatetraene displays a very large over-
estimation, reaching more than 1 eV in some
cases. In 2011, Angeli and Pastore116 consid-
ered octatetraene as a somewhat complicated
system due to its high double-excitation charac-
ter. Previous work on TD-B2(GP-)PLYP also
showed this state to be problematic.28 In light
of this finding, we report the statistical results
by considering and excluding this state, where
the latter case is shown in parentheses (Fig. 4).

When considering all excitations, PBE-
QIDH’s SCS and SOS variants are in the lead,
closely followed by the unscaled B2GP-PLYP
and its SOS variant, all of them with RMSDs
slightly above 0.2 eV. Seven DHDFAs have
RMSDs between 0.26 and 0.29 eV; with the ex-
ception of PBE-QIDH, all methods have been
newly developed for this study. Five meth-
ods yield high RMSDs that range from 0.33 to
0.36 eV, namely, SCS/SOS-ωB2PLYP, RSX-
QIDH’s SCS and SOS variants, and ωB2GP-
PLYP’s SCS and SOS variants. Finally, the
RS-DH methods and the unscaled ωB2PLYP
have values of 0.40 eV, whereas ωB2GP-PLYP
and RSX-QIDH come last with RMSDs of 0.43,
and 0.54 eV, respectively.

When excluding the 21Ag state in octate-
traene, the ranking of methods changes. Now,
most of the SCS and SOS variants are placed
at the top. Compared to the analysis in the
previous paragraph, those methods with the
highest RMSDs benefit from a large reduc-
tion (on average 0.1 eV), whereas the ones
with the low RMSDs benefit from a smaller
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Figure 4: Statistical values (in eV) for the Thiel set, namely RMSDs (values shown over each bar), MADs, and MDs. Values in parentheses
are RMSDs after excluding the 21Ag state in octatetraene. The values for the RS-DH methods were taken from Ref. 80. The TZVP AO basis
set was used in all cases.

reduction (on average 0.05 eV). The three
best performers this time are PBE-QIDH’s
SCS and SOS variants and SCS-ωPBEPP86
with RMSDs below 0.2 eV. We also see im-
provements for various methods after exclud-
ing the 21Ag state in octatetraene, with re-
ductions in the RMSDs of up to 0.13 eV, such
as SCS-ωB2GP-PLYP, SCS/SOS-ωB2PLYP, or
the three RS-DH methods. They now all per-
form similarly to unscaled PBE-QIDH. Lastly,
the unscaled B2PLYP, ωB2PLYP, and ωB2GP-
PLYP also have improved values (RMSD = 0.33
eV in each case), whereas RSX-QIDH is still in
last place with a value of 0.45 eV. Overall, we
can conclude how most SCS/SOS variants show
superior performance for a set that seems to be
challenging to describe.

5.5 1La and 1Lb Transitions in
Linear Polycyclic Aromatic
Hydrocarbons

Linear polycyclic aromatic hydrocarbons
(PAHs) have gained particular interest due
to their possible applications in light-emitting
diodes or photovoltaics, to name two exam-
ples. According to the Platt nomenclature,
the two lowest singlet-singlet excitations are

usually called 1La and 1Lb.117 The former
exhibits a polarization along the short axis
of the molecule, whereas the second is polar-
ized along the long axis.118 It has also been
suggested that the 1La state has ionic char-
acter, while the 1Lb state has covalent char-
acter.119–121 Conventional TD-DFT fails to
describe both states with comparable accu-
racy; as shown in detail in Refs. 35,118 and
40, a good description of one state comes at
the cost of the other. In summary, LC-hybrid
functionals provide a better description of 1La

excitations, but they tend to overestimate the
1Lb ones.35,122 In 2011, it was shown for the
first time that global TD-DHDFAs partially
solved this problem compared to CC2 reference
data.35 In 2019, we confirmed this finding once
again when we analyzed the same 5 linear sys-
tems (from naphthalene to hexacene) with our
new TD-LC-DHDFAs40 but, in contrast to the
2011 work, we relied on high-level CR-EOM-
CCSD(T)123 data as well as the experimen-
tal reference values taken from Ref. 118. We
found that ωB2GP-PLYP was the best TD-
DFT method at that time with results that
were slightly better than CC2.40 Herein, we
re-analyze the same five systems with the same
high-level reference values. All calculations
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Table 6: Statistical results (in eV) for the 1La–
1Lb energy gap over the five linear polyacenes from naphthalene

to hexacene using TDA (left) and full TD algorithms (right).a

TDA-DHDFA TD-DHDFA
Method MD MAD RMSD Δerr Method MD MAD RMSD Δerr

SOS-RSX-QIDHb –0.03 0.03 0.03 0.01 SCS-ωB2GP-PLYP –0.02 0.03 0.03 0.08
SOS-ωB2GP-PLYP –0.08 0.08 0.08 0.05 SOS-ωPBEPP86 0.03 0.03 0.04 0.06

SOS-ωPBEPP86b –0.08 0.08 0.08 0.02 SOS-ωB2GP-PLYPb 0.02 0.03 0.04 0.09
SOS-ωB88PP86 –0.10 0.10 0.10 0.04 SOS-ωB88PP86 –0.04 0.04 0.04 0.06
SCS-ωB2GP-PLYP –0.11 0.11 0.11 0.03 SCS-ωPBEPP86 –0.07 0.07 0.07 0.05
SCS/SOS-ωB2PLYP –0.12 0.12 0.13 0.07 SOS-PBE-QIDH –0.08 0.08 0.08 0.02

SOS-PBE-QIDH –0.13 0.13 0.13 0.02 SCS-ωB88PP86b –0.09 0.09 0.09 0.05

SCS-ωB88PP86 –0.14 0.14 0.14 0.04 SCS/SOS-ωB2PLYPb –0.09 0.09 0.10 0.09
SOS-B2GP-PLYP21 –0.17 0.17 0.17 0.04 SCS-RSX-QIDH –0.13 0.13 0.13 0.03
SCS-ωPBEPP86 –0.17 0.17 0.17 0.01 SOS-RSX-QIDH 0.14 0.14 0.14 0.09
SCS-PBE-QIDH –0.18 0.18 0.18 0.02 SCS-PBE-QIDH –0.14 0.14 0.14 0.02
SCS-B2GP-PLYP21 –0.18 0.18 0.19 0.04 SOS-B2GP-PLYP21 –0.19 0.19 0.19 0.02
RS-B88-LYP –0.23 0.23 0.24 0.19 SCS-B2GP-PLYP21 –0.21 0.21 0.21 0.01
RS-PBE-PBE –0.23 0.23 0.24 0.20 ωPBEPP86 –0.23 0.23 0.23 0.05
RS-PBE-P86 –0.23 0.23 0.24 0.20 ωB88PP86 –0.26 0.26 0.26 0.03
SCS-RSX-QIDH –0.25 0.25 0.25 0.05 ωB2GP-PLYP –0.27 0.27 0.27 0.02
ωPBEPP86 –0.26 0.26 0.26 0.05 RSX-QIDH –0.31 0.31 0.31 0.03
ωB88PP86 –0.27 0.27 0.27 0.03 ωB2PLYP –0.32 0.32 0.32 0.04
ωB2GP-PLYP –0.28 0.28 0.28 0.01 B2GP-PLYP –0.35 0.35 0.35 0.05
ωB2PLYP –0.28 0.28 0.28 0.05 PBE-QIDH –0.38 0.38 0.38 0.04
SCS/SOS-B2PLYP21 –0.29 0.29 0.29 0.07 SCS/SOS-B2PLYP21 –0.43 0.43 0.43 0.01
RSX-QIDH –0.31 0.31 0.31 0.02 B2PLYP –0.44 0.44 0.44 0.03
B2GP-PLYP –0.33 0.33 0.33 0.04 RS-B88-LYPc – – – –
PBE-QIDH –0.36 0.36 0.36 0.03 RS-PBE-PBEc – – – –
B2PLYP –0.36 0.36 0.36 0.03 RS-PBE-P86c – – – –

a All calculations were performed with the cc-pVTZ AO basis set.The values for the RS-DH methods were taken
from Ref. 80. b These methods perform well for each one of the 1La and 1Lb states, as well as for the energetic

splitting. c TD-DHDFA data not available.

were performed with the cc-pVTZ AO basis
set. Due to the lack of high-level reference data
for triplet excitations in this test set, we present
results not only using the TDA-DHDFA scheme
but also for the full TD-DHDFA scheme, as no
triplet-instability problems are expected. This
allows us also to test the transferability of our
SCS/SOS parameters to the full TD-DHDF
scheme.

Regarding the energy splitting between the
two states we see an improvement when
SCS/SOS is applied, however, there are two
potential reasons for this observation: (a) ei-
ther both the 1La and 1Lb excitations improve
and, therefore, the energy gap between them
also agrees better with the reference, or (b) the
excitations to both states are shifted similarly
but their energy difference matches with the
reference. Ideally, the situation described in
(a) is more desirable than (b), however, the en-
ergy differences also provide information that is
as important and valuable as the values for the
individual states. Those methods that belong
to the situation described in (a) are highlighted
in footnote b in Table 6, where we present the
statistics for the energy gap over the five sys-
tems. The complete raw data and the statistics
for each of the 1La and 1Lb states can be found
in the SI.

Similar to previous test sets, most of our
SCS/SOS variants occupy the best positions
in the ranking, with the exception of SCS-
RSX-QIDH and SCS/SOS-B2PLYP21. For
the TDA-DHDFA scheme, we identify one and
three methods that fulfill the first and second
definition of “chemical accuracy”, respectively,
namely SOS-RSX-QIDH (RMSD = 0.03 eV),
SOS-ωB2GP-PLYP (RMSD = 0.08 eV), SOS-
ωPBEPP86 (RMSD = 0.08 eV), and SOS-
ωB88PP86 (RMSD = 0.10 eV). Amongst those
four methods, which all display outstanding re-
sults, we highlight SOS-RSX-QIDH and SOS-
ωPBEPP86 as functionals that satisfy the sit-
uation described in (a), i.e., the simultane-
ous improvement of both types of excitations.
Eight other methods follow with RMSDs be-
low 0.2 eV, the best of which are SCS-ωB2GP-
PLYP, SCS/SOS-ωB2PLYP, SOS-PBE-QIDH,
SCS-ωB88PP86. The three RS-DH methods
share an RMSD of 0.24 eV, followed by SCS-
RSX-QIDH with a value of 0.25 eV. Next,
we find the unscaled methods ωPBEPP86,
ωB88PP86 , ωB2GP-PLYP, ωB2PLYP, and
SCS/SCS-B2PLYP21, all of which are the re-
maining methods with RMSDs below 0.3 eV.

For the TD-DHDFA scheme, the picture is
not too different, since most of the SCS/SOS
methods are at the top of the ranking, with

17



SCS/SOS-B2PLYP21 being the only exception.
It is noteworthy that we now see eight methods
that fulfill the second definition of “chemical
accuracy”, of which the best-four methods also
fulfill the first definition (see Table 6); these
are: SCS-ωB2GP-PLYP, SOS-ωPBEPP86,
SOS-ωB2GP-PLYP, and SOS-ωB88PP86,
SCS-ωPBEPP86 , SOS-PBE-QIDH, SCS-
ωB88PP86 , and finally SCS/SOS-ωB2PLYP.
Among those methods, SOS-ωB2GP-PLYP,
SCS-ωB88PP86, and SCS/SOS-ωB2PLYP be-
long to category (a). Interestingly, SCS-RSX-
QIDH follows this time with a good RMSD
of 0.13 eV, closely followed by its SOS vari-
ant and SCS-PBE-QIDH. SOS-B2GP-PLYP21
is the last method with an RMSD below 0.2
eV. Similarly to the TDA-DHDFA analysis,
ωPBEPP86, ωB88PP86, and ωB2GP-PLYP
display RMSDs above 0.2 eV. The remaining
unscaled methods and SCS/SOS-B2PLYP21
yield RMSDs above 0.3 eV.

Regarding the correct energetic order of the
states, only a few methods give the wrong or-
der for anthracene with respect to the exper-
imental data, where the 1La–1Lb experimen-
tal gap is –0.04 eV. For the TDA-DHDFA
scheme, only three methods fail, namely, SOS-
ωB2GP-PLYP (gap of 0.01 eV), SOS-RSX-
QIDH (0.06 eV), and SOS-ωPBEPP86 (0.01
eV). For the TD-DHDFA scheme, seven meth-
ods fail in this regard: SCS- and SOS-ωB2GP-
PLYP (0.06 and 0.10 eV, respectively), SOS-
PBE-QIDH (0.01 eV), SOS-RSX-QIDH (0.21
eV), SOS-ωB88PP86 (0.04 eV), SCS- and SOS-
ωPBEPP86 (0.01 and 0.11 eV, respectively).
Note that the CR-EOM-CCSD(T) method also
yields the wrong order of states for anthracene
(0.10 eV) compared to experimental data.

In summary, to the best of our knowledge the
results for some of the new methods developed
herein constitute the best TD(A)-DFT results
published to date for these systems.

5.6 An Update on Charge-
Transfer Excitations

The LC methods were mainly developed with
the aim to solve the charge-transfer (CT) prob-
lem of TD-DFT, and we proceed with a full

assessment of our “updated” CT set presented
in Ref. 40. In 2020, we modified this set and
here we use the same systems again. Those are:
2,4-dichloro-6-p-N,N-diethylaminobiphenylyl-
1,3,5-triazine (DBQ),34 para-nitroaniline
(pNA),124 dimethylaminobenonitrile (DMABN),124

benzene-tetracyanoethylene complex (B-
TCNE),124 hydrogen chloride (HCl),113 a
dipeptide,125 a β-dipeptide,125 and finally
N-phenylpyrrole (PP).126 Similar to the pre-
vious set, we also present full TD-DHDFA
results due to the lack of data for singlet-
triplet excitations. The high-level reference
data used in this set are: theoretically back-
corrected from the experiment (DBQ), linear-
response CCSDR(3) (pNA and peptides),
EOM-CCSD(T) (DMABN and B-TCNE), and
linear-response CC3 (HCl), respectively (also
see SI).

When inspecting Table 7, it should not come
as a surprise that global TD(A)-DHDFAs are
not suitable for describing CT excitations. We
point out that the opposite has been claimed
in 202073 but disproven by us on three occa-
sions.40,41,43 This study constitutes the fourth
occasion. As already discussed by us for aryl-
TCNE complexes,43 we observe again that
global DHDFAs artificially benefit from the
TDA-DHDFA scheme thanks to a systematic
blue shift in the excitation energies. In addi-
tion, we see that the SCS or SOS variants of
global methods reduce the RMSD by half, e.g,
TD(A)-B2PLYP and TD(A)-B2GP-PLYP.

Inspecting the TDA-DHDFA results for
LC-DHDFAs, SOS-RSX-QIDH is the best
tested method with an RMSD of 0.20 eV,
closely followed by SOS-ωB88PP86 and SOS-
ωPBEPP86. Three more SCS/SOS LC-
DHDFAs follow before the first global DHDFA
appears in the ranking, namely, SCS-B2GP-
PLYP21 with an RMSD of 0.26 eV, sharing the
same value as SCS/SOS-ωB2PLYP. Next, we
have SCS-ωPBEPP86, SOS-B2GP-PLYP21,
PBE-QIDH’s SCS and SOS variants, alongside
SCS-RSX-QIDH with values ranging from 0.27
to 0.29 eV. Most of the remaining methods
display RMSDs that range from 0.30 eV (PBE-
QIDH, SCS-PBE-QIDH, and ωB88PP86) to
0.66 eV (B2PLYP).
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Table 7: Statistical results (in eV) for the full CT set using TDA (left) and full TD algorithms (right).a

TDA-DHDFA TD-DHDFA
Method MD MAD RMSD Δerr Method MD MAD RMSD Δerr

SOS-RSX-QIDH 0.05 0.17 0.20 0.70 SOS-ωB2GP-PLYP 0.03 0.12 0.15 0.47
SOS-ωB88PP86 0.05 0.15 0.21 0.80 SCS-ωB2GP-PLYP 0.00 0.12 0.16 0.57
SOS-ωPBEPP86 0.01 0.16 0.22 0.82 SCS/SOS-ωB2PLYP 0.07 0.12 0.16 0.48
SCS-ωB2GP-PLYP 0.11 0.17 0.23 0.75 SOS-ωB88PP86 –0.04 0.14 0.18 0.68
SOS-ωB2GP-PLYP 0.14 0.18 0.23 0.65 SCS-ωB88PP86 0.00 0.13 0.19 0.73
SCS-ωB88PP86 0.09 0.18 0.24 0.85 SOS-RSX-QIDH –0.06 0.16 0.19 0.53
SCS-B2GP-PLYP21 –0.08 0.19 0.26 0.94 SOS-ωPBEPP86 –0.08 0.16 0.20 0.69
SCS/SOS-ωB2PLYP 0.18 0.21 0.26 0.66 ωB2PLYP 0.15 0.18 0.23 0.61
SCS-ωPBEPP86 –0.03 0.21 0.27 1.02 ωB2GP-PLYP 0.15 0.19 0.23 0.64
SOS-B2GP-PLYP21 –0.13 0.21 0.28 0.95 ωB88PP86 0.01 0.17 0.24 0.92
SOS-PBE-QIDH –0.15 0.22 0.29 0.89 SCS-RSX-QIDH –0.03 0.18 0.24 0.87
SCS-RSX-QIDH 0.07 0.22 0.29 1.06 SCS-B2GP-PLYP21 –0.15 0.20 0.25 0.78
SCS-PBE-QIDH –0.15 0.23 0.30 0.95 ωPBEPP86 0.00 0.19 0.26 0.96
PBE-QIDH –0.05 0.24 0.30 1.07 SCS-ωPBEPP86 –0.12 0.21 0.27 0.89
ωB88PP86 0.09 0.24 0.30 1.04 SOS-B2GP-PLYP21 –0.20 0.23 0.29 0.79
ωPBEPP86 0.08 0.25 0.31 1.09 PBE-QIDH –0.08 0.23 0.29 0.92
SCS/SOS-B2PLYP21 –0.12 0.26 0.34 1.14 SOS-PBE-QIDH –0.18 0.23 0.30 0.81
ωB2GP-PLYP 0.26 0.30 0.34 0.84 SCS-PBE-QIDH –0.17 0.24 0.31 0.84
ωB2PLYP 0.27 0.29 0.35 0.80 RSX-QIDH 0.28 0.29 0.33 0.59
B2GP-PLYP –0.28 0.34 0.44 1.17 SCS/SOS-B2PLYP21 –0.20 0.27 0.34 0.98
RSX-QIDH 0.40 0.41 0.45 0.80 B2GP-PLYP –0.34 0.36 0.45 1.02
B2PLYP –0.53 0.57 0.66 1.33 B2PLYP –0.58 0.59 0.69 1.18

a The “dipeptide”, “β-peptide”, and PP calculations were performed with the cc-pVTZ AO basis set. The B-TCNE,
DMABN, pNA, and HCl calculations were performed with the aug-cc-pVTZ AO basis set. The DBQ calculation

was performed with the def2-TZVPP127 AO basis set.

For the TD-DHDFA results, it is noticeable
that ωB2GP-PLYP’s SCS and SOS variants
have significantly lowered their RMSDs com-
pared to the TDA-DHDFA values, namely from
0.23 to 0.15/0.16 eV, which position them as the
best TD-DHDFA methods. In total, there are
seven new SCS/SOS-LC-DHDFA methods that
all have RMSDs below 0.2 eV and surpass the
previously reported best results for ωB2PLYP
and ωB2GP-PLYP (RMSD = 0.23 eV). The re-
maining methods in this ranking are listed in
Table 7; similar to the TDA-DHDFA scheme,
TD-B2PLYP is the worst DHDFA with an
RMSD of 0.69 eV.

In Ref. 80, the RS-DH methods were as-
sessed on a slightly modified version of our CT
set40 and only for the TDA-DHDFA scheme.
Therein, our peptides were excluded from the
analysis. In order to compare our methods with
those, we included an additional analysis that
omits those systems in the SI. We briefly men-
tion that there is a small decrease in the RMSDs
for some methods, for instance, a reduction of
0.02 eV for SOS-RSX-QIDH, 0.03 eV for SOS-
ωB88PP86. However, the general trend re-
mains the same. The RS-DH methods are po-
sitioned after the SCS and SOS variants of our
own LC-DHDFAs, with RMSDs slightly above
0.30 eV.

6 Cross-Validation for Ver-

tical Singlet-Triplet Exci-

tations

After having presented promising results for
vertical singlet-singlet excitations, we shift our
attention to the discussion of vertical singlet-
triplet excitations. The first study of such exci-
tations was done in 2007 for the TDA-B2PLYP
functional,18 where Grimme and Neese exam-
ined 22 excitations in seven different systems
based on experimental data. In 2020, we
assessed the TDA-DHDFAs idea for the sec-
ond time and, for the first time, TD-DHDFAs
for such excitations in a more comprehensive
study.41 Our study showed that like other func-
tionals TD-DHDFAs are not useful for such ex-
citations, but that TDA-DHDFAs can provide
accurate results. Herein, we follow up on our
study from 2020 and present the first study of
such excitations with SCS and SOS techniques
applied to TDA-DHDFAs. Note that there is
no data available for such excitations for the
new RS-DH methods and they will not be con-
sidered in the following.

6.1 The Loos and Jacquemin
Benchmark Set

The original benchmark set by Loos,
Jacquemin, and co-workers comprises 47
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Figure 5: Statistical values (in eV) for the S0-TN transitions for
the Loos and Jacquemin set, namely RMSDs (values shown over each
bar), MADs, and MDs. The aug-cc-pVTZ AO basis set was used in
all cases.

singlet-triplet transitions, of which we selected
35 transitions (23 local valence, 12 Rydberg,
and one CT state) in 13 different molecules,
which have not been included in other herein
discussed sets. All references are of CC3/aug-
cc-pVTZ quality and taken from Ref. 113, ex-
cept for HCl, which was calculated by us and
reported in Ref. 41.

6.1.1 All Singlet-Triplet Excitations in
this set (S0-TN)

Fig. 5 shows the same trend as in the updated
Gordon set in Section 4.2.3, thus, confirming
the reliability of our new methods. Similar to
the updated Gordon set, our methods again
perform very well, with SCS-B2GP-PLYP21
being the first method in our ranking (0.15 eV),
closely followed by SCS/SOS-B2PLYP21, SOS-
B2GP-PLYP21, ωB88PP86, and SCS-PBE-
QIDH. Furthermore, ωPBEPP86, ωB2GP-
PLYP, SOS-PBE-QIDH, SCS-ωB88PP86, the
unscaled PBE-QIDH, and SOS-ωB2GP-PLYP
perform very well with RMSDs of about 0.18
eV. The last four methods with RMSDs be-
low 0.2 eV are B2GP-PLYP, SCS-ωB2GP-
PLYP, SOS-ωB88PP86, and SCS-ωPBEPP86.
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Figure 6: Statistical values (in eV) for the S1-T1 energy splitting
on the Loos and Jacquemin set, namely RMSDs (values shown over
each bar), MADs, and MDs. The aug-cc-pVTZ AO basis set was
used in all cases.

Other functionals are shown in Fig. 5 and
we just point out that we obtained the largest
RMSDs for SOS-RSX-QIDH, its unscaled vari-
ant RSX-QIDH, and B2PLYP with values be-
yond 0.23 eV. The MDs display the same trend
as in the updated Gordon set by showing a sys-
tematic underestimation for the S0-TN transi-
tions.

6.1.2 S1-T1 Analysis

Despite global DHDFAs leading the S0-TN
analysis, LC-DHDFAs are the best for the S1-
T1 energy splitting, as can be seen in Fig. 6,
where SOS-RSX-QIDH and SOS-ωPBEPP86
display very good RMSDs of about 0.12 eV,
slightly above the “chemical accuracy” thresh-
old. Besides those two, there are other 14
methods that perform very well with RMSDs
below 0.2 eV, six of which are SCS/SOS-LC-
DHDFAs (see Fig. 6). Surprisingly, there
are two SCS/SOS methods that are positioned
above 0.2 eV, namely, SCS/SOS-B2PLYP21
which was the second-best in the S0-TN analy-
sis, and SCS-RSX-QIDH. The worst performer
is the unscaled RSX-QIDH with an RMSD of
0.27 eV.
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Figure 7: Statistical values (in eV) for the S0-TN transitions for
the “Exotic-Molecules” set, namely RMSDs (values shown over each
bar), MADs, and MDs. The aug-cc-pVTZ AO basis set was used in
all cases.

The MDs follow the same trend as in the up-
dated Gordon set, with a systematic underesti-
mation in the excitation energies for the S0-TN
analysis, whereas there is a systematic overes-
timation for the S1-T1 energy splitting. In the
remaining sections, we will see that this is a
general trend and cease to comment on MDs.

6.2 The “Exotic-Molecules” Set

This set by Loos, Jacquemin, and co-workers114

consists of 11 singlet-triplet transitions of local-
valence character in seven different systems, all
of high-level CC3/aug-cc-pVTZ quality.

6.2.1 All Singlet-Triplet Excitations in
this set (S0-TN)

Similar to Section 6.1.1, the SCS and SOS vari-
ants of B2PLYP and B2GP-PLYP are also the
best methods here, with low RMSDs that range
from 0.07 eV for SCS/SOS-B2PLYP21 to 0.10
eV for SOS-B2GP-PLYP21 (Fig. 7). Somewhat
higher in energy, SCS- and SOS-PBE-QIDH,
B2GP-PLYP, and ωPBEPP86 share the same
RMSD of 0.15 eV. ωB2GP-PLYP’s SCS and
SOS variants, ωB88PP86, SOS-ωB88PP86, and
the unscaled ωB2GP-PLYP follow next in the
ranking. The last DHDFA with an RMSD be-
low 0.2 eV is SOS-ωPBEPP86 with an RMSD
of 0.19 eV. The remaining scaled and unscaled
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Figure 8: Statistical values (in eV) for the S1-T1 energy splitting
on the “Exotic-Molecules” set, namely RMSDs (values shown over
each bar), MADs, and MDs. The aug-cc-pVTZ AO basis set was
used in all cases.

methods display results that range from 0.20
eV (SCS/SOS-ωB2PLYP) to 0.25 eV (RSX-
QIDH).

6.2.2 S1-T1 Analysis

The S1-T1 splitting shows the same behavior
as in the previous set (Fig. 8). The SOS
variants of RSX-QIDH, ωB2GP-PLYP, and
ωPBEPP86 are the best three performers with
RMSDs within the chemical accuracy thresh-
old of 0.10 eV. Other methods that also dis-
play excellent results are SCS-ωB2GP-PLYP,
B2GP-PLYP, PBE-QIDH, and SOS-ωB88PP86
with values near 0.12 eV. SCS/SOS-ωB2PLYP,
SCS-PBE-QIDH, SCS-ωPBEPP86, and SCS-
ωB88PP86 perform similarly with RMSDs of
up to 0.15 eV. B2PLYP is the first unscaled
method in the list and shares the same RMSD
of 0.18 eV with SCS/SOS-B2PLYP21, B2GP-
PLYP, and ωPBEPP86. The remaining meth-
ods have RMSDs ranging from 0.20 eV (SCS-
RSX-QIDH) to 0.29 eV (RSX-QIDH).
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Figure 9: Statistical values (in eV) for the S0-TN transitions for
the Thiel set, namely RMSDs (values shown over each bar), MADs,
and MDs. The TZVP AO basis set was used in all cases.

6.3 The Thiel Benchmark Set

The original set by Thiel and co-workers com-
prises 63 triplet excitations with CC3/TZVP27

reference values. However, most of the
molecules have already been addressed in our
preceding analyses and therefore we decided to
study only six molecules that have not been
assessed before, namely, acetamide, benzo-
quinone, imidazole, naphthalene, norbornadi-
ene, and octatetraene. For these six molecules,
a total of 25 local-valence excitations need to
be analyzed.

6.3.1 All Singlet-Triplet Excitations in
this set (S0-TN)

The RMSDs are below 0.2 eV for almost ev-
ery tested method (see Fig. 9). SCS/SOS-
B2PLYP21 and the new unscaled DHDFAs,
ωB88PP86 and ωPBEPP86, are positioned as
the best three methods with RMSDs slightly
above the chemical accuracy threshold. There
are 13 methods with RMSDs below 0.2 eV, six
of which are SCS/SOS-LC-DHDFAs. Surpris-
ingly, we find ωB2GP-PLYP’s SCS and SOS
variants among the worst-performing methods
with an RMSD of 0.22 eV, followed by its un-
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Figure 10: Statistical values (in eV) for the S1-T1 energy split-
ting on the Thiel set, namely RMSDs (values shown over each bar),
MADs, and MDs. The TZVP AO basis set was used in all cases.
The methods are sorted according to their overall RMSDs by con-
sidering the singlet excited state of π – π∗ type (21A’ symmetry) in
imidazole. RMSDs based on the n – π∗ transition in imidazole are
shown in parentheses.

scaled parent ωB2GP-PLYP, RSX-QIDH, and
B2PLYP (more details in Fig. 9).

6.3.2 S1-T1 Analysis

Note that Thiel and co-workers argued that the
first singlet-singlet excited state in imidazole
was of n – π∗ type and has 11A” symmetry.27

However, after closer inspection of their CC3
reference data provided in the same work we
found that the first singlet excited state should
be of π – π∗ character and have 21A’ symmetry.
In light of this finding, Fig. 10 includes both
analyses with the values based on the n – π∗

transition given in parentheses.
The RMSDs for the S1-T1 splitting are higher

than in previous sets when the π – π∗ type sin-
glet excited state for imidazole is taken into
account: now the RMSDs range from 0.20
eV (SOS- and SCS-B2GP-PLYP21, SOS-PBE-
QIDH, and SOS-ωPBEPP86) to 0.36 eV (RSX-
QIDH). Nevertheless, most of the SCS or SOS
variants still display similar behavior as in pre-
vious sets, with SCS-RSX-QIDH being the only
exception with an RMSD of 0.30 eV. Similarly,
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the unscaled PBE-QIDH (0.28 eV), ωB2GP-
PLYP (0.28 eV), ωB2PLYP (0.30 eV), and
RSX-QIDH are positioned last.

If we now consider the n – π∗ type singlet
excited state in imidazole, the RMSDs (val-
ues in parentheses in Fig. 10) are greatly im-
proved by about 0.08 eV. In this picture, the
best six methods are all SOS variants with
RMSDs of 0.12-0.13 eV. Next, we identify an-
other six methods all of which are SCS variants
with RMSDs of up to 0.15 eV. ωPBEPP86 is
the first unscaled DHDFA and shares the same
RMSD as SCS/SOS-B2PLYP21 of 0.16 eV. The
unscaled DHDFAs ωB88PP86, B2GP-PLYP,
PBE-QIDH, ωB2GP-PLYP, and SCS-RSX-
QIDH are the last five methods with RMSDs
below 0.2 eV. Lastly, B2PLYP, ωB2PLYP, and
RSX-QIDH are positioned last.

7 Overall Performance

In the spirit of the GMTKN55 database for
ground state main-group thermochemistry, ki-
netics, and noncovalent interactions8 we per-
form two additional analyses that help iden-
tify those methods that distinguish themselves
from others according to their overall perfor-
mance and robustness. In order to achieve such
an analysis, we opted for two different strate-
gies: (a) we order the TDA-DHDFAs by their
RMSDs for each set and then rank them accord-
ing to how many times a certain method yields
the three best or three worst RMSDs and (b)
we rank them by their averaged MAD or RMSD
(MAD/RMSD) in the TDA-DHDFA framework
according to

MAD/RMSD =

∑16
i (MAD/RMSD)i

16
, (17)

where the sum runs over each of the 16 in-
dividual local-valence, Rydberg, and CT ex-
citation subsets and (MAD/RMSD)i is the
MAD/RMSD of the respective method for the
ith set. For those sets for which we broke down
previous analyses into overall, local-valence,
and Rydberg excitations, we have included the
statistics of the last two cases to avoid any bias
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Figure 11: Analysis of how many times a method yields the three
best and three worst RMSDs in a benchmark (sub)set.

due to possible double counting.

7.1 Top-Three Best/Worst Anal-
ysis

We begin with some general comments on how
this analysis was performed. In almost every
set we observed that multiple methods yielded
the same RMSD. For instance, in the local-
valence analysis of the ωB2(GP-)PLYP train-
ing set, there are four methods that share the
best RMSD of 0.10 eV (SOS-ωB88PP86, SOS-
PBE-QIDH, and ωB2GP-PLYP’s SCS and SOS
variants). Therefore, we assign the first position
to each of them. We repeat the same strategy
also for the second, third, and last three posi-
tions for every set. The outcome of our analysis
is shown in Fig. 11.

PBE-QIDH’s SCS and SOS variants are some
of the most robust functionals in this work,
where SCS-PBE-QIDH is on the top twelve
times and SOS-PBE-QIDH nine times, respec-
tively. However, we have to emphasize that
neither of these methods outperform TDA-LC-
DHDFAs for CT transitions, and the difference
is even larger if we consider the TD-LC-DHDFA
results (see Section 5.6 and SI). Our new SOS-
ωPBEPP86 is another well-performing func-
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tional and is one of the top-three methods eight
times. It also comes with the advantage of per-
forming well regardless of the type of excita-
tion, incl. CT ones. If the nature of the transi-
tion is unknown, SOS-ωPBEPP86 is therefore
robust enough to give reliable results. SOS-
ωB88PP86 and SOS-B2GP-PLYP21 can also
be recommended, keeping in mind that the
first outperforms the latter for CT transitions.
SOS-ωB2GP-PLYP and SOS-RSX-QIDH are
the first two methods that are somewhat less
robust given that they rank among the worst
three methods once and five times, respectively.
Some other methods that we recommend are
SCS-ωB88PP86, SCS-ωPBEPP86, SCS-B2GP-
PLYP21, ωPBEPP86, and ωB88PP86. Even
though they only rank in the top three five
times, they never appear among the worst.
From the unscaled PBE-QIDH onward, the
methods display less robust behavior and can
not be recommended for future applications to
unexplored problems if a functional of general
robustness is required.

7.2 Averaged MAD/RMSD Anal-
ysis

In Fig. 12, we present the MAD and RMSD
values for the present work. Their trends seem
to be similar to the previous analysis, where
SCS and SOS-PBE-QIDH are on top of the list
with good results of just 0.16 eV for RMSD,
followed by our new methods SOS-ωB88PP86
(0.17 eV), SCS-ωB88PP86 (0.18 eV), SOS-
ωPBEPP86 (0.18 eV), and SCS-ωPBEPP86
(0.18 eV). Other methods that we also rec-
ommend are SOS-B2GP-PLYP21, SCS and
SOS-ωB2GP-PLYP. Nevertheless, SOS-B2GP-
PLYP21 should be used with care due to its in-
ability to describe CT transitions. On the other
hand, ωPBEPP86 and ωB88PP86 still show
good results despite being unscaled methods
and are the last two with RMSD values below
0.2 eV. The remaining unscaled methods dis-
play values above 0.2 eV, with RSX-QIDH and
B2PLYP being the ones with the poorest results
of 0.31 and 0.33 eV, respectively. Even though
SCS and SOS-PBE-QIDH are at the top of the
list, our new SCS/SOS-LC-DHDFA methods
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Figure 12: MAD/RMSD analysis (in eV). The RMSDs are shown
as outlines and the MADs as solid bars. We also present their values
above each bar, with the MAD in parentheses. The methods are
sorted according to their RMSD.

have an increased RMSD of only 0.01 eV and
they can provide more reliable results for sys-
tems that might have mixed valence-CT char-
acter (see Fig. 12). Indeed, our SCS/SOS-LC-
DHDFAs are more accurate not only for CT
transitions but also for the PAHs.

8 Conclusions

This has been the second time that SCS and
SOS variants have been introduced and as-
sessed for double hybrid density functional ap-
proximations (DHDFAs) for the computation
of electronic excitation energies that follow the
initial definition by Grimme and Neese (see
Eq.7). The main differences to the first work
of this kind in 201739 are the incorporation
of the latest LC-DHDFAs40,80,97 and the anal-
ysis of singlet-triplet excitations. We remind
the reader that herein we already took into ac-
count the best TD(A)-DFT methods and im-
proving them further poses a major challenge.
We compared unscaled DHDFAs with new SCS
and SOS variants and tested those on six bench-
mark sets that comprised 203 excitations in
small to medium-sized molecules and different
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excitation types. While most of this work fo-
cused mostly on the Tamm-Dancoff approxima-
tion (TDA-DHDFAs), we also presented results
based on full TD-DHDFAs for the PAH and CT
benchmark sets.

We confirmed the good accuracy and robust-
ness of DHDFAs for the computation of elec-
tronic excitation energies. In general, they
showed the same accuracy as previous stud-
ies. The introduction of SCS and SOS caused a
systematic red-shift in the excitation energies,
contrary to the previous observations made by
Schwabe and Goerigk in 2017.39 Sometimes,
the red-shift eliminated extreme outliers in the
excitation energies, thus reducing error spans
by up to 0.3 eV. The only exceptions to this
are the BLYP-based global DHDFAs B2PLYP
and B2GP-PLYP, which displayed a blue-shift
in the excitation energies. One benefit of using
SCS and SOS is a more balanced description
compared to the reference values, with MDs
usually being closer to zero. Our SCS and SOS
variants also showed that it is not necessary to
include a long-range correction in the perturba-
tive part of a DHDFA to obtain reasonable re-
sults. In fact, the three methods following that
approach were outperformed by many of our
newly presented ones for singlet-singlet tran-
sitions (no data on those competing methods
were available for triplet transitions).

One important finding is that we did not see
any particular trend of when to prefer SCS
over SOS or vice-versa. In fact, SCS and
SOS variants present negligible differences in
the RMSDs of up to 0.03 eV when applied to
DHDFAs. Note that this is contrary to some
ground state wave function methods where SOS
can lead to inferior results compared to SCS,
compromising accuracy and efficiency.7,10 Ac-
curate SOS-DHDFAs provide faster calculation
of larger systems and might also open a route
to more efficient methods for the optimization
of excited-state geometries once the Laplace
transform is applied, similar to its wave func-
tion counterpart.

While unscaled TD(A)-DHDFAs already
constitute an improvement over conventional
TD(A)-DFT methods, as conclusively shown
in the literature,18,28,33–36,40,41 we recommend

specific new SCS- and SOS-based variants pre-
sented in this work for further testing and
subsequent applications. Based on our av-
eraged MAD/RMSD analysis, we highly rec-
ommend our SCS and SOS variants of PBE-
QIDH, ωB88PP86, and ωPBEPP86. That be-
ing said, SCS- and SOS-PBE-QIDH are not
suitable for the computation of CT excitations,
and the SCS/SOS-ωB88PP86 and SCS/SOS-
ωPBEPP86 should be employed instead. In-
deed, the latter four methods can provide accu-
rate excitation energies regardless of the type
of transition, making them more robust for real
applications to new systems. Finally, if only
unscaled DHDFAs are available to the user, we
strongly recommend ωB88PP86 as the best-
unscaled method, which outperformed some
other SCS and SOS methods presented in this
work.

Our work showed once more that TD(A)-
DHDFAs have their place in the treatment of
accurate electronic excitation energies. All our
newly presented methods will be available in
the upcoming release of ORCA5. Finally, we
would like to encourage the implementation of
TD(A)-DHDFAs with and without SCS/SOS
into other standard software packages.
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