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We present a new method of frequency analysis for Hamiltonian Systems of 3 degrees of freedom
and more. The method is based on the concept of instantaneous frequency extracted numerically
from the continuous wavelet transform of the trajectories. Knowing the time-evolution of the
frequencies of a given trajectory, we can define a frequency map, resonances, and diffusion in
frequency space as an indication of chaos. The time-frequency analysis method is applied to the
Baggott Hamiltonian to characterize the global dynamics and the structure of the phase space
in terms of resonance channels. This 3-degree-of-freedom system results from the classical
version of the quantum Hamiltonian for the water molecule given by Baggott [1988]. Since
another first integral of the motion exists, the so-called Polyad number, the system can be
reduced to 2 degrees of freedom. The dynamics is therefore simplified and we give a complete
characterization of the phase space, and at the same time we could validate the results of the
time-frequency analysis.

1. Introduction

The method of frequency analysis has been used
as a numerical tool to study the global dynam-
ics of systems of 3 degrees of freedom and more.
By the computation of the fundamental frequen-
cies associated to trajectories, this method allows
us to determine the existence of quasiperiodic and
chaotic zones in the phase space of a given dy-
namical system. The method was introduced by
Laskar to study the chaotic dynamics of the Solar
System [1990], and since then it has been widely
used in celestial mechanics and galactic dynamics.
Also, frequency analysis has been applied to Hamil-
tonian systems arising from the classical study of
polyatomic molecules [Losada et al., 1998; Martens
et al., 1987; vonMilczewski et al., 1997].
The frequencies associated to trajectories play

an important role in the description of the dynamics

of systems that are completely or nearly integrable.
In this work we introduce a new method of time-
frequency analysis based on wavelets that will allow
us to define the instantaneous frequencies of trajec-
tories for a large class of dynamical systems that
were not tractable with standard frequency anal-
ysis. The innovation of the time-frequency analy-
sis that we present is the assignment of frequencies
that evolve in time. With this approach we are able
to determine intrinsic resonances without any ref-
erence to the unperturbed Hamiltonian function or
the frequency of the periodic perturbation. This
new method will allow us to analyze trajectories of
strongly nonintegrable systems as well.
Consider first an integrable Hamiltonian system

with n degrees of freedom (dof), then in theory it
is possible to define action-angle coordinates (I, θ)
in such a way that the Hamiltonian function can be
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written as

H(I, θ) = H0(I) ,

and the equations of motion can be easily solved,

İk = 0 ⇒ Ik = constant ,

θ̇k =
∂H

∂Ik
(I) = ωk(I)⇒ θk(t) = ωk(I)t+ θ

0
k, k = 1, . . . , n .

The function I → ω(I) is called the frequency
map. If the frequency map is invertible, we can use
the values of the frequencies ωk as the coordinates
instead of the actions Ik.
Therefore, the dynamics of completely inte-

grable systems consists of quasiperiodic trajecto-
ries: the actions are constants of the motion and
the angles are linear functions of time. All trajec-
tories lie on invariant tori that are characterized by
the fundamental frequencies ωk.
If the frequency vector ω = (ω1, . . . , ωn)

satisfies a Diophantine condition then the KAM
theorem assures that the corresponding torus is
not destroyed under small perturbations, and the
trajectories are still quasiperiodic. Thus, the fre-
quency vector can be used to characterize most
of the trajectories of near-integrable systems, the
quasiperiodic trajectories that remain after the
perturbation.
Laskar’s approach of frequency analysis consists

of the numerical computation of the frequencies as-
sociated to a trajectory, therefore rendering a def-
inition of the frequency map inherent of the solu-
tions instead of the Hamiltonian function. With
frequency analysis one can identify and completely
characterize quasiperiodic trajectories (including of
course periodic trajectories.) The method of Laskar
for frequency analysis is based on Fourier analysis,
more precisely on the windowed Fourier transform.
Since the Fourier transform alone cannot account
for any transition in time of the spectral informa-
tion, the treatment of chaotic trajectories is not
clearly substantiated. The idea of Laskar was to
assume that the chaotic trajectories behave close
to quasiperiodic in short intervals of time and to
compute the frequency in successive intervals; the
nature of chaotic trajectories arises from the varia-
tion of the computed frequencies. Laskar’s method
can be viewed in terms of the Gabor transform,
where a continuous time parameter is introduced
besides the frequency parameter. The time param-

eter of the Gabor transform controls a sliding time
window that localizes the trajectory around this
parameter; however, Laskar uses disjoint intervals
of time, i.e. the time parameter is sampled to
obtain successive intervals.
Wavelet analysis provides better localization in

time of the spectral information of a trajectory than
the Gabor transform due to automatic adjustment
of the size of the time window according to the fre-
quency. This capability of the wavelet transform
permits the definition and computation of time-
varying frequencies. Therefore this method is much
more suitable for chaotic trajectories.
The method of time-frequency analysis based

on wavelets is such that:

1. it does not require near integrability, and
2. it does not require that the system be in action-
angle variables.

All rigorous notions of resonance in the mathe-
matical literature are based on frequencies in some
unperturbed or uncoupled systems. Our method
enables us to define frequencies, and therefore
resonances in strongly coupled and nonintegrable
systems.
With the wavelet approach of time-frequency

analysis, we can introduce a new definition of dif-
fusion of a chaotic trajectory that accounts for
the variation of the fundamental frequencies at all
times, in contrast to Laskar’s definition that uses
the difference of frequencies in two successive inter-
vals of time.
As an application of the method, we per-

formed time-frequency analysis of the Baggott
Hamiltonian.
The Baggott Hamiltonian is a quantum model

of the water molecule which was originally devel-
oped by Baggott [1988] using spectroscopic meth-
ods. It is a three-mode vibrational Hamiltonian
featuring 1 : 1 Darling–Dennison resonance between
the stretch modes and 2 : 1 Fermi resonance between
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the bend and stretches, where the symmetric x,K
constraints have been relaxed to obtain better fit-
ting to the experimental data. It has been used ex-
tensively in the literature in classical, semiclassical
and quantum contexts. The same kind of model has
been used for the description of triatomic symmet-
ric molecules such as D2O, NO2, ClO2, O3 and H2S
[Lu & Kellman, 1997]. In these models there ex-
ists a constant of the motion known as the Polyad
number, which will translate into an independent
first integral in the classical regime.
The classical version of the Baggott Hamilto-

nian is obtained using the Heisenberg correspon-
dence principle. It is a 3-dof Hamiltonian given in
action-angle variables, and as the quantum version,
contains 1 : 1 and 2 : 1 resonance couplings. The ex-
istence of the Polyad number allows the reduction
of the system to 2-dof, and the global dynamics can
be studied more easily.
In this work, we were interested in the case

of Polyad number P = 34.5, which corresponds
to the quantum Polyad 16. This value is used in
[Keshavamurthy & Ezra, 1997] to study the
quantum-classical correspondence of highly exited
states of the molecule.
In [Keshavamurthy & Ezra, 1997], a description

of the classical phase space was given in terms of
resonant two-dimensional tori and resonance chan-
nels calculated with the Chirikov resonance anal-
ysis. This procedure uses the integrable limits of
the Hamiltonian obtained when only one resonance
coupling is considered. The location of the reso-
nance channels was the basis for the classification
of the eigenstates of the Baggott Hamiltonian.
With the method of time-frequency analysis

presented here, we are able to locate exactly the
resonance channels and to show their angular de-
pendence. Therefore, the Chirikov analysis gives
only an approximation and the treatment of the
Baggott Hamiltonian as a near integrable one is not
so obvious.
We can also identify chaotic trajectories that

are trapped temporarily around a resonant chan-
nel, suggesting the concept of time-varying reso-
nances. This notion can explain how the energy
of the system is distributed and how it is trans-
ported along the resonances during the evolution in
time.
With the information of the resonances chan-

nels and the diffusion of the trajectories, we give
a complete characterization of the dynamics in the
phase space.

The organization of this paper is as follows: In
the second section, we give a general description
of the frequency analysis method based on Fourier
analysis, as proposed by Laskar. In Sec. 3 we intro-
duce the definition of time-varying frequency, and
describe how wavelet analysis can be used for the
computation of the evolution in time of the fre-
quency. In Sec. 4 we present the Baggott Hamil-
tonian, and describe the reduction of the system
to 2 degrees of freedom. The frequency analysis
based on wavelets was used to analyze the classi-
cal trajectories of this system, this is presented in
Sec. 5 together with the description of how the res-
onance structures determine the dynamics of the
system. We also identify the chaotic zones in the
phase space by numerically computing the diffusion
of the system. The conclusion is found in Sec. 6. In
the Appendix, we describe the transformations to
obtain the 2-dof Baggott Hamiltonian, and outline
the procedure for the computation of the frequency
map.

2. Laskar’s Frequency Analysis

The frequency analysis method implemented by
Laskar [Laskar et al., 1992, 1993] is based on the
fact that the fundamental frequencies of quasiperi-
odic motion remain constant in time. It uses
Fourier analysis to obtain good approximations of
quasiperiodic solutions by finite series of complex
exponentials of the form

∑N
j=0 cje

2πiωjt, cj ∈ C.
For a nearly integrable system of n degrees of

freedom in the action-angle-like coordinates (I, θ),
I = (I1, . . . , In) and θ = (θ1, . . . , θn), Laskar’s fre-
quency analysis consists of the numerical computa-
tion of the fundamental frequency ωk associated to
each degree of freedom zk =

√
2Ike

iθk of a given tra-
jectory (z1, z2, . . . , zn)(t), and of the approximation
of the solution by an iterative scheme, giving

zk(t) ≈ c1e2πiωkt +
N
∑

j=2

cjke
2πiωj

k
t .

If the given solution is quasiperiodic, a good
approximation can be achieved and the value of
the frequency vector ω = (ω1, . . . , ωn) is close to
the actual rotation vector of the trajectory. Thus,
with this method we can determine and analyze
quasiperiodic motions in the phase space. For
instance, one can identify resonant regions when
we have a set of initial conditions for which their
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frequency vector ω satisfies a resonance equation
k · ω = 0 for some integer vector k.
On the other hand, if the trajectory is chaotic,

the approximation with a quasiperiodic series is
compromised due to the evolution in time of the
fundamental frequencies. The main idea of Laskar’s
approach when dealing with chaotic trajectories is
to compute the fundamental frequencies in time in-
tervals of the form [τ, τ + T ] for different values of
τ , and observe how they evolve. This approach has
been used extensively in the literature: Chaotic re-
gions are thus detected when the frequencies associ-
ated to a set of initial conditions vary greatly with
respect to time and with respect to initial condi-
tions. However, the selection of τ and T is a very
sensitive part of the procedure, because we have
to assume that the trajectory is regular enough in
each interval [τ, τ+T ] to obtain reliable information
from the complex exponential expansions.
In this work, we will make use of the concept

of instantaneous frequency based on wavelet anal-
ysis to obtain the evolution with respect to time
of the frequencies associated to trajectories. This
time-frequency analysis based on wavelets will be
described in Sec. 3. Here we outline the method
of Laskar as a motivation, and refer the reader to
[Laskar et al., 1992, 1993] for a detailed description
and the numerical implementation; also see [Laskar,
1999] for the analysis of the algorithm and its
convergence.
To describe the frequency analysis method

based on Fourier analysis, let us see how it works
for a periodic function f(t) = aei2πω0t, a ∈ C,
t ∈ [−T, T ].
The Fourier series of f is given by

f̃(t) =
∞
∑

−∞

cne
iπnt/T

where the coefficients are

cn = 〈f, eiπnt/T 〉

(the inner product between two 2T -periodic func-

tions is defined by 〈f, g〉 = (1/2T )
∫ T
−T f(t)g(t)dt).

For this particular f , the expression for the
Fourier coefficients is given by

cn = a
sinπ(2ω0 − n/T )T
π(2ω0 − n/T )T

;

then the frequency ω0 is approximated by n/2T ,
where n is the integer for which cn has maximum

amplitude. Note that the error of this approxima-
tion is 1/2T .
With this method, it has to be assumed that

the original function f is 2T -periodic for the valid-
ity of the Fourier expansion.
The main idea behind Laskar’s method allows

us to disregard this assumption, considering that
the exact value of the frequency ω0 can be recov-
ered as the maximum of the function

φ(s) = |〈f, ei2πst〉| = |a|
∣

∣

∣

∣

sin 2π(ω0q − s)T
2π(ω0 − s)T

∣

∣

∣

∣

.

For the quasiperiodic function f(t) = a1e
iω1t +

a2e
iω2t, we proceed in a similar way. The maximum

of

φ(s) = |〈f, ei2πst〉| = |a1〈eiω1t, eist〉+ a2〈eiω2t, eist〉|

will be close to the frequency with greater ampli-
tude, slightly distorted by the existence of the other
frequency. The precision is good when the two fre-
quencies are sufficiently far apart.
Thus, the procedure to find the fundamental

frequency of a quasiperiodic function f is to find
the maximum of the function

φ(s) = |〈f, ei2πst〉| .

Note that with this method, instead of using the
functions einπ/T for the approximation of f , the ba-
sis functions have been changed to a more suitable
set of exponentials ei2πst.

3. Time-Frequency Analysis
Using Wavelets

Fourier Analysis yields a frequency representation
of a time-dependent function or signal. However,
Fourier methods require that the original function is
periodic or quasiperiodic. Furthermore, frequency
representation does not reflect at all any change
in time of the spectral information of the function.
Several attempts have been made to obtain a time-
frequency representation of functions, most of them
having their origin in signal processing. Researchers
in that field have addressed the concept of in-
stantaneous frequency from the representation of a
function f in the form

f(t) = a(t)eiφ(t) ,

and then defining the frequency as the derivative
of the phase function φ (up to a factor of 2π).
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However, this representation is far from unique.
See [Carmona et al., 1998] for a more detailed
discussion.
Wavelet analysis has been a successful alter-

native to Fourier analysis for the representation
of functions that possess time-varying frequencies.
The innovation of this approach is the introduc-
tion of a second parameter that localizes in time
the spectral properties of the analyzed function in
a convenient way.
In this method, the idea is to express a func-

tion f(t) in terms of basis functions constructed
as translations and dilations of a so-called mother
wavelet ψ:

ψa,b(t) = a
−1/2ψ

(

t− b
a

)

.

The function ψ ∈ L2(R) must satisfy the admissi-
bility condition 0 < cψ = 2π

∫∞
−∞(|ψ̂(ω)|2/ |ω|)dω <

∞, where ψ̂ is the Fourier transform of ψ; to be use-
ful the mother wavelet has to have compact support
or to decay to 0 rapidly for t→∞ and t→ −∞.
The coefficients of this expansion are given by

the wavelet transform of f , defined as

Lψf(a, b) = 〈f, ψa,b〉 = a−1/2
∫ ∞

−∞
f(t)ψ

(

t− b
a

)

dt,

for a > 0 and b ∈ R.
The wavelet transform can be viewed as a time-

frequency representation of f in the following sense:
If the wavelet ψ has compact support, the param-
eter b shifts the wavelets so that the local infor-
mation of f around the time t = b is contained in
Lψf(a, b); the parameter a, called scale, is directly
related to the frequency, therefore Lψf(a, b) gives
the frequency content of f over a small interval of
time around t = b. The wavelet transform can also
be viewed as a function of the time variable b and
frequency variable (actually scale variable) a.
We want to consider local information of f in

time intervals that yield spectral information on any
desirable range of frequencies (or frequency band.)
For high-frequency spectral information, the time
interval should be small; for low-frequency spectral
information, the time interval should be wide. The
wavelet transform possesses this property, called the
“zoom-in” and “zoom-out” capabilities. This fact
will be clear from the determination of the time win-
dow and frequency window on which the wavelet
transform is localized; for this we need to introduce
some concepts.

The center and radius of the wavelet are defined
(respectively) by

t∗ =
1

||ψ||22

∫ ∞

−∞
x|ψ(x)|2dx ,

and ∆ψ =
1

||ψ||2

(∫ ∞

−∞
(x− t∗)2|ψ(x)|2dx

)1/2

.

Assume ψ and its Fourier transform ψ̂ are
wavelets, with centers and radius t∗, ω∗, ∆ψ, ∆ψ̂.

Then, the wavelet transform Lψf(a, b) localizes the
function within a time window of the form

A = [b+ at∗ − a∆ψ, b+ at∗ + a∆ψ] .

Since the value of the frequency is proportional
to 1/a, the time window automatically narrows
for high frequency (a small) and widens for
low frequency (a large); this is the “zoom in”
and “zoom out” capabilities that we mentioned
above.
Now, let η(ω) = ψ̂(ω+ ω∗), the center of η is 0

and its radius is ∆ψ̂. Using Parseval’s identity, we

obtain that

Lψf(a, b) =
a|a|−1/2
2π

∫

∞

−∞

f̂(t)eiωbη

(

a

(

ω − ω∗

a

))

dω,

then the same quantity Lψf(a, b) gives localized in-

formation of the spectrum f̂(ω) within a frequency
window

B =

[

ω∗

a
−
∆ψ̂
a
,

ω∗

a
+
∆ψ̂
a

]

,

(with the exception of multiplication by a|a|1/2/2π
and a linear phase shift of eiωb).
Therefore, Lψf(a, b) localizes f in the time-

frequency window A×B.
The wavelet transform produces a complex sur-

face as a function of the variables a and b. A com-
mon representation of this surface is a density plot
of the modulus of Lψf(a, b), with b as the horizontal
axis (time) and ln(a) as the vertical axis. However,
since the frequency is proportional to the inverse of
the scale (1/a) we opted for the frequency ω as the
vertical axis.
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Fig. 1. Density plot of the modulus of the continuous
wavelet transform of a function with time-varying frequency.
The darker gray zones correspond to larger modulus of the
wavelet transform.

Figure 1 shows the real part of a function with
linearly increasing frequency, and the density plot
of its wavelet transform. Note the exact correspon-
dence of the local frequency content of f with the
modulus of its wavelet transform. This fact is the
basis for the time-frequency analysis that we pro-
pose in this work.
The mother wavelet that we use through-

out this work is the Morlet–Grossman wavelet
[Carmona et al., 1998], given by

ψ(t) =
1

σ
√
2π
e2πiλte−t

2/2σ2 .

The parameters λ and σ can be tuned to improve
the resolution, in our case we used mostly the values
1 and 2 respectively.
Let us describe now how we can use the wavelet

transform to recover the variation in time of the fre-
quency of a function f .
As a first example, consider a periodic function

f(t) = ei2πω0t, for which the wavelet transform can
be obtained analytically as

Lψf(a, b) = a
−1/2

∫ ∞

−∞
ei2πω0tψ

(

t− b
a

)

dt

= a1/2
∫ ∞

−∞
ei2πω0asei2πω0bψ(s)ds

= a1/2ei2πω0bψ̂(ω0a) ,

where ψ̂ is the Fourier transform of ψ. As we
should expect the modulus of Lψf(a, b) depends

only on the scale a, and it is independent of the time
variable b.
Particularly for the Morlet–Grossman wavelet,

the modulus of this transform is given by

η(a) = |Lψf(a, b)| =
√
aψ̂(ω0a) ,

with ψ̂(ω) = e−2π
2σ2(ω−λ)2 . η(a) has a global

maximum, in other words, ψ̂ is well localized in
frequency. The maximum is at aω0 = (1/2)(λ +
√

λ2 + (1/2π2σ2)). Therefore, we can define the
frequency variable (for the Morlet–Grossman
wavelet) as

ω =
1

2a

(

λ+

√

λ2 +
1

2π2σ2

)

,

and the value of the frequency ω0 can be recovered
from the scale a that maximizes the modulus of the
wavelet transform.
The power of the wavelet transform is that this

procedure can be extended immediately for oscilla-
tory functions for which the value of the frequency
is not constant in time. The maximum of the mod-
ulus of the wavelet transform at each b gives the
frequency content of f over a time window about
b by means of the frequency variable given before.
So we can determine the frequency of f in terms of
the time variable t = b.
However, one has to remember that the local-

ization in both time and frequency is limited by the
uncertainty principle (see for instance [Gasquet &
Witomski, 1998, p. 197].)

4. Baggott Hamiltonian

The classical version of the quantum Hamiltonian
for the water molecule by Baggott [1988] is given
by

H = H0 +H
1:1 +H2:2 +H2:11 +H

2:1
2 , (1)

H0 = Ωs(I1 + I2) + ΩbI3 + αs(I
2
1 + I

2
2 )

+αbI
2
3 + εssI1I2 + εsbI3(I1 + I2) ,

H1:1 = (β12 + λ
′(I1 + I2)

+λ′′I3)(I1I2)
1/2 cos(θ1 − θ2) ,

H2:2 = β22I1I2 cos 2(θ1 − θ2) ,
H2:11 = βsb(I1I

2
3)
1/2 cos(θ1 − 2θ3) ,

H2:12 = βsb(I2I
2
3)
1/2 cos(θ2 − 2θ3) ,
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Table 1. Parameters of
the Baggott Hamiltonian.

Ωs 3885.57 (cm−1)

Ωb 1651.72

αs −81.99

αb −18.91

εss −12.17

εsb −19.12

β12 −112.96

λ′ 6.04

λ′′ −0.16

β22 −1.82

βsb 18.79

where (I1, I2, I3, θ1, θ2, θ3) are action-angle
coordinates.
The Baggott Hamiltonian is a 3-degree-of-

freedom (dof) system exhibiting 2 : 1 resonance be-
tween the bend and stretch modes, and 1 : 1 and 2 : 2
resonances between the two stretch modes. There
is a permutation symmetry between the indices 1
and 2, and also note that the Hamiltonian is not
differentiable at I1 = 0 or I2 = 0. The values
of the parameters are obtained to fit the exper-
imental spectra. We used here the notation in
[Keshavamurthy & Ezra, 1997]. See Table 1.
The system possesses a first integral which is

the classical expression of the quantum Polyad num-
ber of the system. It is given by

P = 2(I1 + I2) + I3 . (2)

This constant of motion P is related to the quantum
Polyad P by P = 2P+5/2 [Keshavamurthy & Ezra,
1997]. Note Eq. (2) implies that the values of the
actions are bounded: 0 < I1 < P/2, 0 < I2 < P/2
and 0 ≤ I3 < P .
In this work, we study the Polyad number

P = 34.5, that corresponds to the quantum Polyad
number P = 16. This is the same value used in
[Keshavamurthy & Ezra, 1997] to study highly ex-
cited states of the molecule. We will use time-
frequency analysis based on wavelets to give a more
accurate and complete characterization of the phase
space for this Polyad number.
Taking the angles θ1 = θ2 = θ3 = 0, the in-

tersection of the energy surfaces H = H0 with the
plane P = 34.5 can be drawn as contours projected

4
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5

5.2

x 10
4

2 4 6 8 10 12 14 16

2

4
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12

14

16

I
1

I 2

Fig. 2. Energy levels for a slice of the phase space corre-
sponding to θ1 = θ2 = θ3 = 0, projected onto the action
plane (I1, I2), with I3 = P − 2(I1 + I2), and P = 34.5.

to the plane I1, I2, since I3 is obtained from Eq. (2).
These contours are represented in Fig. 2.
Equation (2) will allow us to reduce the

Baggott Hamiltonian to a 2-dof system. Via suc-
cessive canonical transformations we obtain first
the Hamiltonian in normal coordinates, and then
a system in action-angle variables — (N1, N2,
N3, ψ1, ψ2, ψ3) for which the third action satisfies

N3 = P ,

and the conjugate angle ψ3 does not appear explic-
itly in the Hamiltonian, as we should expect. The
details of these transformations can be found in the
Appendix.
Therefore, for a fixed value of P , the system

can be considered as a 2-dof system in the variables
(N1, N2, ψ1, ψ2), and afterwards we can solve for
the third angle ψ3.

Table 2. Parameters of the 2-dof Hamil-
tonian (in cm−1) for P = 34.5.

α1 −112.96 − 0.16 P = −118.48

α2 525.65 + 56.44 P = 2472.83

α3 1651.72 P−18.91 P2 = 34476.71

β1 26.5731

β2 −76.8150

β3 73.1750

β4 79.5350

β5 −78.7125
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Fig. 3. Poincaré sections for P = 34.5, ψ1 = 0, ψ̇1 > 0.

The 2-dof Hamiltonian is given by

H = α1N1 + α2N2 + α3 + β3N
2
1 + β4N1N2 + β5N

2
2

+β1
√

N1 +N2(−2N2 + P ) cosψ2

−β2(N21 +N1N2) cos 2ψ1 . (3)

For the Polyad number P = 34.5 the values of the
parameters are given in Table 2.

Since the Baggott Hamiltonian can be re-
duced to a 2-dof system, it is possible to construct
Poincaré maps to obtain a global view of the dy-
namics for P fixed and a particular value of the
energy H = H0.
In action-angle coordinates (N1, N2, ψ1, ψ2),

the Poincaré section we defined is:

Σ = {(N2, ψ2) : H(N1, N2, ψ1, ψ2)
= H0, ψ1 = 0, ψ̇1 > 0} .
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The plots of the Poincaré maps for P = 34.5
and different values of the energy H0 are shown in
Fig. 3. We can observe alternation between chaotic
and regular motions, and the chaotic motion pre-
dominates for higher values of the energy.

5. Wavelet Time-Frequency
Analysis of the Baggott
Hamiltonian

For completely integrable Hamiltonians in action-
angle variables H(I, θ) = H0(I) the frequency map
is defined by

I → ω(I) =
∂H0
∂I

.

This map characterizes trajectories for nearly inte-
grable systems as well, since the nonresonant tori
are preserved under small perturbations, according
to the KAM theorem.
The computation of time-varying frequencies

enables the assignment of frequencies even for non-
nearly-integrable cases. The time-frequency analy-
sis we present relies on a frequency map computed
numerically with the wavelet approach described in
Sec. 3.
We perform time-frequency analysis of the

Baggott Hamiltonian for the case P = 34.5.
To define the frequency map we proceed as

follows: Constrain the initial conditions to a par-
ticular slice of the phase space given by

0 < I1 < P/2, 0 < I2 < P/2, I1 + I2 ≤ P/2 ,
I3 = P − 2(I1 + I2) ,
θ1 = θ2 = θ3 = 0 ,

(4)

(see Fig. 2).
For a given initial condition (I01 , I

0
2 ) in this

slice, we obtain numerically the trajectories over
the time interval [0, T ] and express them in com-
plex coordinates zk(t) =

√

2Ik(t)e
iθk(t), k = 1, 2, 3,

for t ∈ [0, T ]. We then obtain the evolution in time
of the associated fundamental frequencies ωk(t) for
t ∈ [0, T ], by computing the maximum of the mod-
ulus of the wavelet transform (see Sec. 3). The
frequency map is then defined as:

(I01 , I
0
2 , I

0
3 ) −→ (ω1, ω2, ω3)(t), t ∈ [0, T ] .

A more detailed description of the computation
of the frequency map can be found in the Appendix.
Some examples of time-frequency analysis for

the Baggott Hamiltonian are shown in Fig. 4.

The reduction to 2-dof of the Baggott Hamilto-
nian allows us to compare the frequency map anal-
ysis with the Poincaré map for each trajectory. In
this way we can decide whether a given trajectory
is quasiperiodic or chaotic, and see that there is an
exact correspondence with time-frequency analysis:
quasiperiodic trajectories have frequencies that re-
main constant in time, whereas chaotic trajectories
have frequencies with large variation in time.
Time-frequency analysis based on wavelets has

the obvious advantage over Poincaré maps of be-
ing applicable to any number of degrees of freedom;
besides it provides a quantitative as well as a qual-
itative method to characterize quasiperiodic, reso-
nant and chaotic motions. The advantage over the
Laskar approach of frequency analysis, described in
Sec. 2, is the improved resolution of the evolution
in time of the frequencies associated with the tra-
jectory. Due to the “zoom in” and “zoom out”
capabilities of wavelets (see Sec. 3) we do not have
to assume slow transition of the frequencies or to
propose a priori the size of the interval in which the
trajectory behaves close to quasiperiodic, which is
a sensitive part of the Laskar approach.
With time-frequency analysis, quasiperiodic

trajectories can be identified due to the small de-
viation of ωk(t) from its mean value ω̃k. This mean
value is actually the value that we would obtain
with the method of Laskar; thus we can recover the
results obtained with that approach. We can define
a “mean frequency vector” (ω̃1, ω̃2, ω̃3) that corre-
sponds to the fundamental frequency in the case of
quasiperiodic solutions.
With this in mind we can compute the Arnold

web, which is the mapping of the actions to the
frequency ratios:

(I01 , I
0
2 ) −→

(

ω̃1
ω̃3
,
ω̃2
ω̃3

)

.

For a grid of evenly spaced initial condi-
tions (I01 , I

0
2) in the slice (4), we performed time-

frequency analysis and plotted the Arnold web in
Fig. 5.
We can observe the lines corresponding to

resonance equations:

k1ω̃1 + k2ω̃2 + k3ω̃3 = 0 ,

for some integers k1, k2, k3. Therefore, the main
resonances found are the ones we expected for the
form of the Hamiltonian: 1 : 1 resonance between
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I1 and I2 (stretches), and 2 : 1 resonance between
I1 and I3, and between I2 and I3 (stretch-bend).
We found also higher order resonances, all of them
intersecting at the same point. See Fig. 5.
Note in Fig. 5 that the resonance line ω̃1 = ω̃2

(the 45◦ line) is rather isolated, yielding to the
conjecture that this resonance exists but it does
not have a large effect on the quasiperiodic motion
nearby. On the contrary, the 2 : 1 resonance lines
(the vertical line ω̃1/ω̃3 = 2 and the horizontal line
ω̃2/ω̃3 = 2) are surrounded by many dots, indicat-
ing that the 2 : 1 resonance has a strong effect on the
motion for this particular slice of the phase space.
With time-frequency analysis we can locate the

resonant trajectories, i.e. initial conditions for which
their mean frequencies satisfy a given resonance
equation up to certain accuracy. Inverting the fre-
quency map, we can find the resonant regions in

the phase space; the results for the Baggott Hamil-
tonian are presented in Fig. 6. We can see that the
predominant resonances are in three areas, one cor-
responding to 1 : 1 resonance on the symmetry line
I1 = I2, and two regions corresponding to the 2 : 1
resonances. There are also higher order resonances,
as indicated in the Fig. 5.
We also plotted in Fig. 6 some invariant two-

dimensional stable tori with initial conditions in the
slice. The tori were found as stable fixed points of
the Poincaré maps of the 2-dof system (3): these
points correspond to stable periodic orbits for the
four-dimensional system, and these periodic orbits
correspond to stable 2-tori of the six-dimensional
Baggott Hamiltonian (1). We can see in Fig. 6 that
the resonant tori are at the center of the so-called
resonance channels, i.e. initial conditions strongly
affected by the existence of the resonance.



Time-Frequency Analysis of Polyatomic Molecules 1369

0
�

1 2 3
✁

4 5
✂

6
✄

7 8
☎

9
✆0

�

1

2

3
✁

4

5
✂

6
✄

7

8
☎

9
✆

ω✝
1
/

✞
ω✝

3

ω✝
2/

✞

3

ω✝
1
=ω✝

2
 

ω✝
2
=2ω✝

3
 

ω✝
1
=2ω✝

3
 

3
✁

ω✝
2
-2 ω✝

1
=2ω✝

3
 

3
✁

ω✝
1
-2 ω✝

2
=2ω✝

3
 

2
✟

ω✝
1
+✠ ω✝

2
=6ω✝

3
 

2ω✝
2
+✠ ω✝

1
=6ω✝

3
 

ω✝
1
+✠ ω✝

2
=4ω✝

3
 

∼∼

∼∼∼

∼∼

∼∼∼

∼∼∼

∼ ∼ ∼

∼∼

∼∼∼

∼∼

ω✝∼ ∼

Fig. 5. Arnold web of the Baggott Hamiltonian for P = 34.5.

0 2 4 6 8 10 12 14 16
0

2

4

6

8

10

12

14

16

I
1

I 2

ω
1
=ω

2
 

ω
1
=2ω

3
 

ω
2
=2ω

3
 

ω
1
+ω

2
=4ω

3
 

3ω
1
−2ω

2
=2ω

3
 

2ω
1
+ω

2
=6ω

3
 

3ω
2
−2ω

1
=2ω

3
 

ω
1
+2ω

2
=6ω

3
 

Fig. 6. Resonance channels. Stable 2-tori are indicated in black circles.



1370 L. V. Vela-Arevalo & S. Wiggins

In [Keshavamurthy & Ezra, 1997], they con-
sider the H0 part of (1) as the unperturbed Hamil-
tonian, and the remaining terms as small perturba-
tions. Then, they define the frequencies as in the
near-integrable case, i.e. as the partial derivatives
of H0 with respect to the actions. These frequen-
cies were used to determine the classical resonances.
They also obtained the resonance channels using
the Chirikov analysis, a procedure that uses the in-
tegrable limits of the Hamiltonian, i.e. when some
terms are neglected.
Figure 1 in [Keshavamurthy & Ezra, 1997] has

some similarities with our Fig. 6, regarding the loca-
tion of the main resonances, the resonant tori, and
the resonance channels. However, the results of the
time-frequency analysis we present correspond to
the full Hamiltonian (1), and not only to the inte-
grable approximations used in [Keshavamurthy &
Ezra, 1997].
We can observe in Fig. 5 that all the res-

onances intersect at the same point. This can
be seen also in Fig. 6, since around the point
(I1, I2) = (7.2703, 7.2703) the resonance channels
overlap. We will show in Sec. 5.2 that there is
a periodic orbit passing through this point, that
corresponds to the intersection of the two main
resonances, 1 : 1 and 2 : 1.

Diffusion

The concept of diffusion of a trajectory is used
generally to describe a drift in the action vari-
ables and characterize unstable motion in the phase
space. This concept can be translated to a variation
in frequencies using the method of time-frequency
analysis.
We explained before that the chaotic motion is

characterized by the variation in time of the fre-
quencies with respect to their mean value. The size
of this variation is closely related to the drift of the
trajectory in action space, this is something that we
can check again by looking at the Poincaré map. If
the trajectory is strongly chaotic, i.e. if it fills up
a big area of the Poincaré section in a short time,
there is a large deviation of the frequencies from
their mean value. This motivated our definition of
diffusion of a trajectory in terms of the frequencies:

Definition 1. For a trajectory with initial condi-
tions (I0, θ0), time-frequency analysis provides the
evolution in time of its fundamental frequencies:
ω1, ω2, ω3 in [0, T ]. Then we define the diffusion

of the trajectory over the interval [0, T ] by

diffusion(I0, θ0) = dev1 + dev2 + dev3 ,

where

devk =
1

T

∫ T

0
|ωk(t)− ω̃k|dt .

Laskar [1993] used an approximation of the
second derivative of the frequency map with respect
to initial conditions as an indicator of the chaotic
behavior of the trajectory. He also showed some ex-
amples for which this approximation is proportional
to the derivative of the frequency map with respect
to time, calculated as the difference of the frequency
in two successive intervals of time. Arguing that
this relation is characteristic of diffusion, he used
these approximations interchangeably as a mea-
sure of the diffusion of the trajectory in frequency
space.
Our definition of diffusion also makes use of this

correspondence between chaotic trajectories and
variation of the frequencies. However, we include
all the spectral information of the trajectory in the
interval [0, T ], given by the frequency map. Mean-
while, Laskar used only the “mean frequencies” in
two successive intervals. It is clear that the better
resolution we achieve with frequency analysis based
on wavelets yields a more dynamic indicator of the
diffusion.
We compute the diffusion of the Baggott

Hamiltonian in the slice (4) with the frequency map
described above. Therefore, to each initial con-
dition in the slice, we associate the diffusion and
plot a density graph corresponding to this slice of
the phase space. The results of these computa-
tions are shown in Fig. 7. This figure renders the
symmetry of the system with respect to I1 and I2,
(recall that the initial conditions were taken sym-
metric, θ1 = θ2.) The quasiperiodic areas (low
diffusion) and chaotic areas (high diffusion) are well
distinguished. We can observe that for low values
of the energy (see also Fig. 2) most initial condi-
tions have low diffusion; however, as the energy
increases, we observe alternation between low and
high diffusion, showing the coexistence of regular
motion and strongly chaotic motion. When the en-
ergy is close to the maximum (around the point
(I1, I2) = (7.2703, 7.2703)) large diffusion predom-
inates but it is not as large as in some other regions,
indicating that all trajectories are chaotic but they
do not have much room to wander.



Time-Frequency Analysis of Polyatomic Molecules 1371

Figure 7 confirms the results in Fig. 6: The
resonance channels have zero or very low diffu-
sion, that is, the values of the frequencies remain
fairly constant in time and therefore the motion is
quasiperiodic in those areas. The symmetry line
I1 = I2, corresponding to the 1 : 1 resonance, is sur-
rounded by quasiperiodic motion for low values of
the energy (up to 46500 cm−1). For higher values
of the energy the symmetry line is surrounded by
trajectories with large diffusion (strongly chaotic)
therefore, the 1 : 1 resonance channel is very thin in
this slice, basically it includes only the line I1 = I2.
On the contrary, the 2 : 1 resonance channels cor-
respond to a large region with low diffusion, then
the resonant 2-tori are surrounded by quasiperiodic
trajectories strongly affected by the resonance.
All the results in the diffusion plot corre-

spond exactly to the analysis of the Poincaré maps
(Fig. 3.) We have picked some points in Fig. 3 on
the line ψ2 = 0, and the same points have been
plotted in the original coordinates in Fig. 7 with
their corresponding energy contours. This allows
us to compare the dynamics in both figures, as we

do in the following. Note we only plotted points
with I1 < I2; the symmetric points with I1 > I2
correspond to a different Poincaré section and the
analysis is analogous.
For low values of the energy H0, all the tra-

jectories are quasiperiodic (see points A1, A2, A3.)
WhenH0 increases, chaotic motion appears (see the
point B1) alternating with regular motion.
In the Poincaré sections we can observe

quasiperiodic trajectories for large values of N2
(points B3, C3, D3,) some of them in resonant is-
lands (points A3, E3.) For all these trajectories, the
value of I3 is small, or equivalently I1 + I2 ≈ P/2;
physically this corresponds to initial conditions with
the bend mode close to equilibrium.
The 2 : 1 resonance channel corresponds to the

large regular area at the center of the Poincaré
sections, appearing for the first time around
48800 cm−1. This regular area remains up to val-
ues of the energy around 53100 cm−1, for instance
between the points C1 and C2 and between the
points D1 and D2; the closed curves we see in the
Poincaré sections between these points correspond
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to quasiperiodic trajectories lying on invariant
3-tori of the 3-dof system, these trajectories form
the resonance channel, since they have frequencies
close to the 2 : 1 resonance.
Note in both Figs. 6 and 7 that the boundary

of the 2 : 1 resonance channel has some “fingers” or
gaps. These are consequence of the alternation be-
tween small regular islands and chaotic regions that
we can observe in the Poincaré sections. The islands
correspond to higher order resonances that we did
not plot.
At the point E2 in Fig. 7 the 2 : 1 resonance

channel breaks. This can be seen also in the
Poincaré section for H0 = 53100 cm

−1: Instead

of the regular region, there is a saddle point sur-
rounded by chaotic trajectories. The corresponding
2-torus is unstable.
For H0 = 53600 cm

−1 we find several reso-
nances, the point F1 is in the 2 : 1 resonance be-
tween I1 and I3, and the point F3 is in the 2 : 1
resonance between I2 and I3. There is also a small
quasiperiodic region with 1 : 1 resonance. All these
resonances alternate with chaotic trajectories.
The quasiperiodic regions disappear completely

around 53900 cm−1, and from here to the maxi-
mum (54340 cm−1) all trajectories have large diffu-
sion, corresponding to Poincaré sections filled with
chaotic trajectories.
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Comparing the resonance plot and the diffusion
plot (Figs. 6 and 7) we observe some quasiperiodic
areas which are not close to resonance (for instance
the region around points B3 and C3). These areas
may act as boundaries for the diffusion of trajecto-
ries. To explain this with an example, in Fig. 8 we
plot different representations of one chaotic trajec-
tory: (a) the Poincaré map, (b) its frequency evo-
lution in time, and (c) the frequency ratios (dark
line) on top of the Arnold web (dots). Note there is
an accumulation of points around a resonant island
of the Poincaré section, corresponding in (b) to the
beginning where the trajectory is close to the 2 : 1
resonance. After certain time the trajectory leaves
this resonance, but we can observe that it wan-
ders around the resonances 2 : 1 and 1 : 1. This is
more clear in (c), the trajectory passes by the three
main resonance lines; however, it remains around
the point (ω̃1/ω̃3, ω̃2/ω̃3) = (2, 2), and never
goes to the regions corresponding to quasiperiodic
trajectories.
This particular trajectory is not the exception,

it can be observed in many chaotic trajectories
that their frequencies wander around the main reso-
nances when they evolve in time. This suggests the
concept of time-varying resonances, i.e. trajectories
for which their frequencies are trapped temporarily
around a resonance, but they leave for another res-
onance and so forth. Energy transport between the
different modes of the motion can occur in this way
via chaotic trajectories.

5.1. Two more slices of the
phase space

All the analysis that we have done so far was for
the particular slice of the phase space given in (4).
We have shown how frequency analysis allows a
complete description of the phase space for initial
conditions in that particular slice.
To obtain a more complete analysis of the phase

space, we consider two different slices, and per-
form time-frequency analysis on them with the same
procedure as before. Figures 9 and 10 show the
resonance channels and the diffusion plot for ini-
tial conditions evenly spaced in action space, and
angles given by

θ01 = π, θ02 = 0, θ03 = 0 ,

and

θ01 = π, θ02 = π, θ03 = 0 ,

respectively.
Observe that Fig. 9 is no longer symmetric as

a result of nonsymmetric initial conditions. In this
slice we can observe that the 1 : 1 resonance between
the stretches (I1 and I2) is predominant, and the
2 : 1 resonance between I1 and I3 is not present.
This shows how the Chirikov resonance analysis
performed in [Keshavamurthy & Ezra, 1997] dis-
regards the angular dependence of the resonance
channels. The structure of the phase space can
hardly be understood with the integrable approxi-
mations of the Hamiltonian. The Baggott Hamilto-
nian cannot be treated as nearly integrable without
losing important features of the dynamics.
In Fig. 10 the initial conditions are symmet-

ric, however we can observe new higher order
resonances occupying large regions of the slice,
showing a different structure from that of (4).

5.2. Some more phase space
structure

It is still interesting to look at the symmetry line
I1 = I2. This line corresponds to N1 = 0 in the
reduced coordinates (3) and is invariant under the
2-dof flow. In the full six-dimensional phase space,
this invariant surface is two-dimensional when the
energy is fixed.
We can study the flow on this surface by look-

ing at the intersection of the set N1 = 0 with a
constant energy surface H = H0. The intersection
can be expressed as the invariant curve

Q1 = {(0, N2, 0, ψ2) : α3 + α2N2 + β5N22
+β1

√

N2(−2N2 + P ) cosψ2 = H0} ,

(where to avoid the indefinition of the angle ψ1 for
N1 = 0, we have fixed it arbitrarily as 0). The
curves for several values of H0 can be observed in
Fig. 11.
Note that the fixed points of the 2-dof

system in Q1 correspond to periodic orbits when the
third angle ψ3 is considered, therefore they are pe-
riodic orbits of the full 3-dof system (1). The fixed
point at ψ2 = 0, N2 = 14.5406 is a center-saddle
point for the 2-dof system, therefore the correspond-
ing periodic orbit of the 3-dof system has a three-
dimensional center manifold, a two-dimensional
unstable manifold and a two-dimensional stable
manifold. Its coordinates in the original variables
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Fig. 9. Resonance channels and diffusion plot for the slice θ1 = π, θ2 = θ3 = 0, I3 = P − 2(I1 + I2), P = 34.5.

are expressed as I1 = I2 = N2/2 = 7.2703, I3 =
P − 2N2, θ1 = θ2 = 2ψ3, θ3 = ψ3.
Furthermore, this periodic orbit can be found

directly in the original coordinates (1) if we solve
for the intersection of the resonance channels 1 : 1
and 2 : 1; that is, solving the equation θ̇1 = 2θ̇3 for
I1 considering I1 = I2 and θ1 = θ2 = 2θ3. We
have to note that this periodic orbit is located at
the global maximum of the energy H restricted to
the slice (4).

Since most of the curves Q1 are closed (ψ2 is an
angle in [0, 2π]) they correspond to two-dimensional
tori in the six-dimensional system. Observing that
the line ψ2 = 0 in Fig. 11 corresponds exactly to
the line I1 = I2 with I1 = N2/2, then we can con-
clude that this line is foliated with invariant 2-tori
(with the exception of the periodic orbit we just
mentioned above).
Another invariant surface of the 2-dof flow (3)

is given by N2 = P/2, since for this value Ṅ2 = 0.
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This surface corresponds to the invariant set I3 = 0

in the original coordinates (1), in other words, the

bend mode is in equilibrium. This is the case of

a system with only the 1:1 stretch coupling that

can be reduced to 1-dof, therefore completely inte-

grable. In [Xiao & Kellman, 1989], this problem

is studied and a complete characterization of the

phase space in terms of P is given.

The intersection of the surface N2 = P/2

with a constant energy manifold can be written as

Q2 =

{(

N1,
P

2
, ψ1, ψ2

)

: α3 + α2
P

2

+β5
P 2

4
+

(

α1 +
β4
2
P

)

N1 + β3N
2
1

−β2N1
(

N1 +
P

2

)

cos 2ψ1 = H0

}

.

The intersection of this surface for a given value of
H0 with a plane ψ2 = constant is represented by a
curve in Fig. 12.
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Fig. 11. Invariant curve Q1 = {N1 = 0}. Each curve corre-
sponds to a given value of the energy H0.
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Fig. 12. Intersection of the invariant surfaces Q2 = {N2 =
P/2} with a plane ψ2 = constant, for different values of H0.

The expression of Q2 we obtained here corre-
sponds exactly to the normal mode representation
of the Hamiltonian in [Xiao & Kellman, 1989]. In
that work, they propose a reparametrization of the
trajectories such that the phase space is a sphere
with constant Polyad number. We refer the reader
to that work for a detailed explanation of the bifur-
cations in the phase space.
We’ll see that Q2 is a two-dimensional mani-

fold in the phase space. Since I3 = 0, the conjugate
angle θ3 must be fixed arbitrarily to avoid indefi-

nition, say θ3 = 0. After the coordinate transfor-
mations, this implies ψ3 = 0. For H0 fixed, Q2
is two-dimensional manifold when ψ2 is considered.
More precisely the closed curves in Fig. 12 are 2-tori
for the 2-dof system. Since the third angle ψ3 = 0,
they are also 2-tori in the full six-dimensional phase
space.
The fixed points in Q2 are actually periodic

orbits of the 2-dof system (ψ2 ∈ [0, 2π]). Again,
since ψ3 = 0, they are periodic orbits for the full
six-dimensional system. The fixed points at N1 =
−8.59, ψ1 = 0, π are elliptic, then the correspond-
ing periodic orbits are stable and they can be ex-
pressed in the original coordinates as I1 = 17.2499,
I2 = 0.00004, I3 = 0, θ1 = θ2 = ψ2, θ3 = 0, and the
symmetric point I1 = 0.00004, I2 = 17.2499.
In the intersection ofQ1 andQ2 there is another

periodic orbit, with coordinates N1 = 0, N2 = P/2,
ψ1 = 0 and ψ2 ∈ [0, 2π]. The coordinates of
this orbit in the six-dimensional phase space are
I1 = I2 = P/4, I3 = 0, θ1 = θ2 = ψ2, θ3 = 0. This
periodic orbit is unstable.
Some fixed points of (3) not lying in the invari-

ant surfaces can be found by solving numerically
the equations ψ̇1 = 0, ψ̇2 = 0 with ψ1 = 0, π and
ψ2 = 0. These points correspond to periodic orbits
for the six-dimensional phase space, since the third
angle ψ3 is a parameter in [0, 2π]. Their coordinates
in the original variables are I1 = 10.27, I2 = 0.0009,
I3 = 13.9504, θ1 = θ2 = 2ψ3, θ3 = ψ3; and its corre-
sponding symmetric point, I1 = 0.0009, I2 = 10.27;
the orbits are stable.

6. Conclusion

The method of frequency analysis based on wavelets
that we have presented is a good alternative to
study a wide range of dynamical systems. Since
wavelet analysis allows simultaneous localization in
frequency and time, we can compute time-varying
frequencies associated to trajectories, and in this
way characterize the motion of systems with oscil-
latory trajectories.
Time-frequency analysis based on wavelets

proved to be very suitable for the Baggott Hamil-
tonian due to the vibrational character of the so-
lutions. For this system, the fundamental frequen-
cies are obtained with great accuracy in the case of
quasiperiodic solutions.
And due to the capability of adjusting the time

window automatically for every frequency, with the
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wavelet approach we compute more reliable in-
formation about the variation in time of the fre-
quencies of chaotic trajectories. This is the main
advantage with respect to the frequency analysis
of Laskar, where a fixed interval of time is used,
disregarding the possibility of rapid transition in
the frequencies.
Also, the definition of diffusion we present

seems more adequate than the one that is given by
Laskar. Since we are capable to compute the vari-
ation with respect to time of the frequencies, we
obtain an indicator of the diffusion every time.
With frequency analysis based on wavelets we

were able to characterize the phase space of the
Baggott Hamiltonian for the Polyad number P =
34.5. We have located the resonance channels, the
quasiperiodic motion and the regions with large
diffusion, producing an exact picture of the global
dynamics of the system. We also showed the angu-
lar dependence of the resonance channels, conclud-
ing that the system cannot be treated as a nearly
integrable one.
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Appendix A

Reduction to 2 degrees of freedom

The following transformations of variables were
performed first to obtain a normal form of the
Hamiltonian (1), and then to reduce the system to
2 degrees of freedom using the Polyad number (2).
With complex coordinates defined by the

canonical transformation

zk =
√

2Ike
iθk , zk =

√

2Ike
−iθk ,

the Hamiltonian function (1) can be rewritten as,

H = H0 +H1 +H2 ,

where

H0 =
Ωs
2
(|z1|2 + |z2|2) +

Ωb
2
|z3|2 +

β12
2
Re(z1z2) ,

H1 =
βsb
23/2
[Re(z1z

2
3) + Re(z2z

2
3)] ,

H2 =
αs
4
(|z1|4 + |z2|4) +

αb
4
|z3|4 +

εss
4
|z1|2|z2|2

+
εsb
4
|z3|2(|z1|2 + |z2|2)

+

(

λ′

2
(|z1|2 + |z2|2) +

λ′′

2
|z3|2

)

1

2
Re(z1z2)

+
β22
4
Re[(z1z2)

2] .
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And Eq. (2) in these coordinates is

P = |z1|2 + |z2|2 +
|z3|2
2

.

In order to diagonalize the quadratic terms of
this Hamiltonian, the following symplectic change
of coordinates is defined,

z1 =
1√
2
(x1 + x2), z1 =

1√
2
(x1 + x2),

z2 =
1√
2
(x1 − x2), z2 =

1√
2
(x1 − x2),

z3 = x3, z3 = x3.

The expressions in the Hamiltonian become,

H0 =

(

Ωs
2
+
β12
4

)

|x1|2 +
(

Ωs
2
− β12
4

)

|x2|2

+
Ωb
2
|x3|2 ,

H1 =
βsb
2
[Re(x1x

2
3)] ,

H2 =
αs
8
[(|x1|2 + |x2|2)2 + 4(Re(x1x2))2]

+
εss
16
[(|x1|2 + |x2|2)2 − 4(Re(x1x2))2]

+
εsb
4
|x3|2(|x1|2 + |x2|2) +

αb
4
|x3|4

+

(

λ′

2
(|x1|2 + |x2|2) +

λ′′

2
|x3|2

)

× 1
4
(|x1|2 − |x2|2)

+
β22
16
[(|x1|2 − |x2|2)2 − 4(Im(x1x2))2] ,

and

P = |x1|2 + |x2|2 +
|x3|2
2

.

Action-angle variables can be defined by

xk =
√

2Jke
iφk , xk =

√

2Jke
−iφk ,

that yield to the following form of the Hamiltonian

function:

H = H0 +H1 +H2 ,

H0 = a1J1 + a2J2 + a3J3 ,

H1 = b1J
1/2
1 J3 cos(φ1 − 2φ3) ,

H2 = b2J1J2 cos 2(φ1 − φ2) + b3J21 + b4J1J2
+ b5J

2
2 + b6J1J3 + b7J2J3 + b8J

2
3 ,

where the coefficients are given by

a1 = Ωs +
β12
2

b1 =
√
2βsb

a2 = Ωs −
β12
2

b2 = αs −
εss
2
+
β22
2

a3 = Ωb b3 =
αs
2
+
εss
4
+
λ′

2
+
β22
4

b4 = 2αs − β22

b5 =
αs
2
+
εss
4
− λ′

2
+
β22
4

b6 = εsb +
λ′′

2

b7 = εsb −
λ′′

2

b8 = αb .

The Polyad number is expressed analogously:

P = 2(J1 + J2) + J3 .

The system in this form also exhibits 1 : 1 and 2 : 1
resonance couplings, but it is no more symmetric
with respect to the indices. However we have re-
duced the number of terms in the Hamiltonian and
we are left with a diagonal quadratic part. Actu-
ally, this form corresponds to the so-called “normal
mode” Hamiltonian by Baggott [1988].
We can obtain integrable limits of this Hamil-

tonian if we neglect either the coefficient b1 or b2,
i.e. when only one resonance coupling is considered.
In this case, the system can be reduce to a 1-dof
Hamiltonian, therefore integrable. For instance, the
truncated Hamiltonian H = H0 +H2 is completely
integrable with first integrals given by H, J3 and
J1 + J2, this is what we expect for the case of a
single resonance.
To reduce the system to 2 degrees of free-

dom, we use the symplectic linear transformation
(J, φ)→ (N, ψ) defined by

ψ = Uφ, N = (UT )−1J ,
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where

U =







1 −1 0

1 0 −2
0 0 1






, (UT )−1 =







0 −1 0

1 1 0

2 2 1






.

We obtain N3 = P , the Polyad number. Then we
are left with a 2-degree-of-freedom system in the
variables (N1, N2, ψ1, ψ2). The Hamiltonian can
be written as

H = H0 +H1 +H2 ,

H0 = α1N1 + α2N2 + α3 ,

H1 = β1
√

N1 +N2(−2N2 + P ) cos ψ2 ,

H2 = −β2(N21 +N1N2) cos 2ψ1 + β3N21
+β4N1N2 + β5N

2
2 .

Note that since J1 > 0 and J2, J3 ≥ 0, it turns out
that the feasible region in the new variables is given
by 0 ≤ −N1 < N2 ≤ P/2.

Appendix B

Frequency map of the Baggott
Hamiltonian

The evolution in time of the fundamental frequen-
cies associated to classical trajectories was obtained
with the following numerical procedure.

1. Grid of initial conditions.
We choose a particular slice in the phase space:

P = 34.5 ,

θ1 = θ
0
1, θ2 = θ

0
2, θ3 = θ

0
3 ,

0 < I1 ≤ P/2, 0 < I2 ≤ P/2 ,

I1 + I2 ≤ P/2 ,

I3 = P − 2(I1 + I2) .

The initial conditions are evenly spaced in the
coordinates (I1, I2) in the form:

I01 = 0.1 ∗ k, k = 1, . . . , 172

I02 = 0.1 ∗m+ .01, m = 1, . . . , 172− k .

2. Numerical integration of the trajectories.
For each initial condition, the trajectory is nu-
merically integrated over a time interval [0, T ],

T = 5.7. We use a Runge–Kutta method
of order 7–8, with automatic step-size control
(approx. 100 000 iterations.) The trajectory is
expressed in complex coordinates:

zj =
√

2Ije
iθj , j = 1, 2, 3 .

The step-size is small to ensure small error of the
integration method. For the computation of the
frequency, the complex time series z1, z2, z3 are
sampled leaving their lengths of approximately
10000 points not equally spaced in time. This
sampling does not have an effect on the accuracy
of the method, and reduces the computational
time due to less multiplications in the evaluation
of the wavelet transform.

3. Computation of the frequency.
For each time series z1, z2 and z3, we compute
a series corresponding to the evolution in time
of the fundamental frequencies ω1, ω2 and ω3.
The frequency is obtained from the scale produc-
ing the maximum modulus of the wavelet trans-
form at each time point. This was done with the
routine Wavelet.

Description of the Wavelet routines

Routine Wavelet.

For each time point b:

First it computes two values of the scale a1,
a2 that approximate the largest modulus of
the wavelet transform in a range of scales. It
calls the function abswav to evaluate the mod-
ulus of the wavelet transform at given values
of time b and scale a.

a1 and a2 are the input for the subrou-
tine fmnbrak that brackets the maximum of
abswav.

Then the subroutine fmaxim isolates the scale
a that produces the maximum of abswav.

This scale is related to the frequency of z
about the time b by ω = cons/a.

The frequency is stored in omega. The in-
formation of omega(j) is used to obtain
omega(j+1), accelerating the procedure.

input:
ti, array that holds the time points of
the time series,
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z, array containing a complex time series
evaluated at each time
point in ti: z(j) is a point of the time
series that corresponds to
time ti(j),
n, number of points in the time series.

output:
omega, array containing the frequency
value at each point b in ti.

parameters:
cons, constant that relates the frequency
with the scale: ω = cons/a.

Function Abswav. It computes the modulus of
the continuous wavelet transform of z:

Lψz(a, b) = 〈z, ψa,b〉

= a−1/2
∫ ∞

−∞
z(t)ψ

(

t− b
a

)

dt .

The Morlet–Grossman wavelet is

ψ(t) =
1

σ
√
2π
e2πiλte−t

2/2σ2 .

The modulus of the continuous wavelet trans-
form is computed at a given scale a and time
b, for the complex time series z evaluated at
the points in ti. The subroutine uses the
Simpson formula for numerical integration of
the product between z and ψab, over the time
interval [b−3

√
2σa, b+3

√
2σa] (effective sup-

port of the Morlet–Grossman wavelet).

input:
a, scale,
b, time,
ti, z, n, time points, values and number
of points of the time series.

output:
abswav, modulus of the wavelet trans-
form.

parameters:
sigma, lambda, variance and frequency
of the Morlet–Grossman wavelet.

Subroutine fmnbrak.

Routine that brackets the maximum of a
function. Given two initial values a1, a2, the
routine searches for the uphill direction and
returns new points a1, a2, a3 that bracket the
maximum (i.e. a1 < a2 < a3 and f(a2) is
greater than both f(a1) and f(a3)).

It is used to find points of scale a that bracket
the maximum of abswav at each time b.

input:
a1, a2, initial values of the scale a,
b, time,
ti, z, n, time points, values and number
of points of the time series.

output:
a1, a2, a3, points of the scale that
bracket the maximum,
f1, f2, f3, evaluation of abswav at the
points a1, a2, a3.

Subroutine fmaxim.

Routine that finds the maximum of a function
given three abscissas that bracket the maxi-
mum. This routine isolates the maximum to
a fractional precision using Brent’s method.

It finds the scale a producing the maximum
modulus of the wavelet transform abswav for
the time series z at each time point b with
tolerance 10−8.

input:
a1, a2, a3, points that bracket the
maximum,
b, time,
ti, z, n, time points, values and number
of points of the time series.

output:
x, point where the maximum is located,
fx, value of the maximum.


