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Abstract This modeling study quantifies the daytime low-latitude vertical E × B drift changes in

the longitudinal wave number 1 (wn1) to wn4 during the major extended January 2006 stratospheric

sudden warming (SSW) period as simulated by the National Center for Atmospheric Research

thermosphere-ionosphere-mesosphere electrodynamics general circulation model (TIME-GCM), and

attributes the drift changes to specific tides and planetary waves (PWs). The largest drift amplitude change

(approximately 5 m/s) is seen in wn1 with a strong temporal correlation to the SSW. The wn1 drift is primarily

caused by the semidiurnal westward propagating tide with zonal wave number 1 (SW1), and secondarily by

a stationary planetary wave with zonal wave number 1 (PW1). SW1 is generated by the nonlinear interaction

of PW1 and the migrating semidiurnal tide (SW2) at high latitude around 90–100 km. The simulations

suggest that the E region PW1 around 100–130 km at the different latitudes has different origins: at high

latitudes, the PW1 is related to the original stratospheric PW1; at midlatitudes, the model indicates PW1 is

due to the nonlinear interaction of SW1 and SW2 around 95–105 km; and at low latitudes, the PW1 might

be caused by the nonlinear interaction between DE2 and DE3. The time evolution of the simulated wn4 in

the vertical E × B drift amplitude shows no temporal correlation with the SSW. The wn4 in the low-latitude

vertical drift is attributed to the diurnal eastward propagating tide with zonal wave number 3 (DE3), and the

contributions from SE2, TE1, and PW4 are negligible.

1. Introduction

In the last several years stratospheric sudden warmings (SSWs) have gotten special attention from the iono-

spheric community. The Sun was extremely quiet during the last extended solar minimum period and more

ionospheric observations were available, which made it possible to discover and quantify effects of strong

meteorological disturbances such as SSW on the ionosphere. The variation of solar radiation and geomag-

netic forcing could not explain the magnitude of the day-to-day ionospheric variability, and the variability

of the lower atmosphere was proposed to be another source of ionospheric variability, e.g., Rishbeth [2006].

SSWs are one of the most dramatic events in the winter middle atmosphere. They are caused by large

planetary waves originating in the troposphere and propagating into the stratosphere. There, they inter-

act with the eastward mean flow, causing a deceleration or reversal of the polar stratospheric winter jet.

The weakening of the polar winter jet leads to downward winds in the stratosphere, and therefore adia-

batic heating, while in the mesosphere the upward winds cause adiabatic cooling [Matsuno, 1971]. These

changes to the background atmosphere modulate atmospheric tides that propagate into the middle and

upper atmosphere.

During the prolonged stratospheric warming in 2006 a very disturbed vertical temperature structure was

observed [e.g.,Manney et al., 2008; Smith et al., 2009; Siskind et al., 2010]. The stratopause reformed much

higher up, around 80 km, with a temperature increase of up to 70 K at these heights, while there was a

strong cooling at the normal stratopause height (i.e., approximately 50 km). The 2006 major SSW was

associated with a very large amplitude stationary planetary wave with zonal wave number 1 (PW1) in the

stratosphere [Manney et al., 2008].

Goncharenko and Zhang [2008] linked the ion temperature signals to the disturbed stratosphere dur-

ing the January 2008 SSW event. For the same event, the prenoon vertical E × B plasma drift increases

at Jicamarca correlated well with the enhanced total electron content (TEC) in the equatorial ionization

anomaly (EIA) region, suggesting an electrodynamic coupling between the lower atmosphere and the F

region [Chau et al.,2009]. At low latitudes a 50%–150% increase in prenoon total electron content (TEC), and
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an approximately 50% decrease in the afternoon TEC in the EIA region, was observed during the 2009 SSW

period [Goncharenko et al., 2010a]. Numerous studies focused on the SSW signals in the ionospheric obser-

vations [e.g., Goncharenko et al., 2010b; Pedatella and Forbes, 2010; Yue et al., 2010; Pancheva et al., 2012;

Lin et al., 2013], in the low-latitude vertical drifts [e.g., Chau et al., 2010; Anderson and Araujo-Pradere, 2010;

Rodrigues et al., 2011], and in the equatorial electrojet [e.g., Sridharan et al., 2009; Sripathi and Bhattacharyya,

2012; Park et al., 2012]. In parallel, numerical modeling studies reproduced the observations and were used

to examine possible underlying mechanisms [e.g., Fuller-Rowell et al., 2010; Fang et al., 2012; Jin et al., 2012;

Wang et al., 2011; Liu et al., 2013a; Pedatella and Liu, 2013]. For a more complete review of the effects of SSW

events on the ionosphere we refer to Chau et al. [2012, and references therein].

Several studies have examined the tidal changes in the E region neutral atmosphere during SSW periods

[e.g., Fuller-Rowell et al., 2010;Wang et al., 2011; Fang et al., 2012; Jin et al., 2012; Liu et al., 2013b]. Fang et al.

[2012] examined the effect of migrating tidal components on the low latitude vertical E × B drift using

the Whole Atmosphere Model (WAM) and the Coupled Thermosphere-Ionosphere-Plasmasphere elec-

trodynamics model, showing that the migrating components are responsible for the shift of the daytime

upward vertical drift peak to earlier local times, but without attributing it to a specific tidal component.

The ionospheric effects of SSW were decomposed into both migrating and nonmigrating tidal harmon-

ics by Pedatella and Forbes [2010], Pancheva et al. [2012], Lin et al. [2013], and others to examine a possible

connection with the thermospheric tidal changes. At least two mechanisms can be responsible for the

atmosphere-ionosphere coupling [e.g., Chau et al., 2012; England, 2012]: (1) direct propagation of tides into

the upper thermosphere and/or (2) indirectly through changes in the electric fields associated with wind

modifications in the ionospheric dynamo region.

In this study we focus on the indirect coupling mechanism via electrodynamics and examine the changes

in the neutral winds and low-latitude vertical E × B drift. The effect of changes in the vertical drift on the

ionospheric density will form the basis for a separate study. The goal of the present study is to quantify the

influence of different tidal and planetary wave (PW) components on the low-latitude vertical drift changes

during a SSW period as simulated by the thermosphere-ionosphere-mesosphere electrodynamics general

circulation model (TIME-GCM).

To quantify the SSW effects we examine the amplitudes of the different longitudinal wave numbers in the

vertical drift at different local times, rather than decomposing the vertical drift into tidal harmonics with

specific periods and zonal wave numbers. Tidal harmonics of the vertical drift components have limited

utility, since they are produced by the combinations of multiple tidal neutral wind components from differ-

ent latitudes and heights interacting with the strong diurnal and longitudinal variations of the ionospheric

conductivity, and have a signature of the geomagnetic main field variation included. Therefore, we do not

expect to see a one-to-one correspondence between harmonics of the neutral winds and of the vertical

E × B drift.

Throughout this study the vertical drift components are expressed in longitudinal wave numbers, hereafter

wn, at specific local times or local time bins, while all neutral wind components are specified by the zonal

wave number s and frequency n (per day). Our wave naming convention is as follows. For the tidal compo-

nents we use: D for diurnal (n = 1), S for semidiurnal (n = 2), and T for terdiurnal (n = 3), and eastward (s <0)

or westward (s >0) propagating tides are denoted by E or W, respectively, with the zonal wave number s,

e.g., DW1 is the diurnal westward propagating tide with zonal wave number 1. If s = n, the wave is called

“migrating” since it is moving with the apparent motion of the Sun, e.g., DW1, SW2, and TW3. If the zonal

wave number is s = 0, it is called a “standing” wave denoted by an S, e.g., DS0. Waves which do not have a

period (frequency n = 0) are called stationary planetary waves with zonal wave number s e.g., PW1 for s = 1.

At a particular universal time (UT), a wave can be observed with smaxima along a latitude circle, while from

a fixed local time perspective, the observed longitudinal wave number (wn) is |s − n|.

The tidal spectrum during SSW periods can change, among other reasons, due to the changes in the back-

ground atmosphere, in the ozone distribution which forces tides in the middle atmosphere, or by nonlinear

wave-tide and tide-tide interaction. Liu and Roble [2002] demonstrated the importance of gravity waves,

planetary waves, the background atmosphere and tides, and their interplay by analyzing TIME-GCM simula-

tions for a stratospheric warming event. In this study we focus on the tidal changes between approximately

70 and 130 km and do not examine what causes the neutral wind changes below. However, we are aware

that some wave/tidal changes are due to the nonlinear interaction with the strong stationary planetary
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wave and therefore happen even before the warming itself, while other changes might be attributed to

the disturbed middle atmosphere. To emphasize that the warming peak does not cause all the dynamical

changes we refer in the following to the “SSW period” or period with “strong planetary wave activity.”

It has been known for a long time that lunar tides can produce lunar semidiurnal signatures that impact

the ionosphere, e.g., in the ionospheric current, equatorial electrojet, and vertical plasma drift [e.g., Stening,

1986; Stening and Fejer, 2001]. Recently, the enhancement of the lunar semidiurnal tide during SSW event

was observed in the ionospheric drifts, equatorial electrojet, and ground magnetic perturbations [e.g., Fejer

et al., 2010, 2011; Park et al., 2012]. Pedatella and Liu [2013] demonstrated with numerical experiments using

the TIME-GCM and results from the Whole Atmosphere Community Climate Model (WACCM) that the lunar

tide can contribute up to 30% to the ionospheric SSW response. However, the magnitude and the sign of

the lunar contribution depend on the phase of the lunar tide with respect to the SSW timing. Pedatella and

Liu [2013] found that a phase shift of the SW2 tide is responsible for a significant part of the ionospheric

changes leading to an increase in the vertical E × B drift in the morning and a decrease in the afternoon.

This is aligned with the findings of Fuller-Rowell et al. [2010] who could reproduce the vertical drift and iono-

spheric signal for the 2009 SSW using the Whole Atmosphere Model (WAM) without including lunar tides.

Lunar tides are not included in the present simulations. In a follow-on study we will pursue the comparative

role of the lunar gravitational tide.

The paper is structured as follows. In section 2 we introduce the TIME-GCM used to simulate the 2006 SSW

period. The SSW characteristics and the prevailing geospace conditions are described in section 3. The simu-

lated ionospheric SSW signals are discussed in section 4. In section 5 we focus on the simulated low-latitude

vertical drift changes and examine the causes of the wn1 and wn4 vertical drift changes in sections 5.1

and 5.2, respectively. We conclude the paper with a summary of the main findings in section 6.

2. Model Simulation

For this study we used the National Center for Atmospheric Research

thermosphere-ionosphere-mesosphere electrodynamics general circulation model (TIME-GCM). The most

important characteristics of the model are summarized below. The TIME-GCM is a three-dimensional,

time-dependent general circulation model that simulates the dynamics, temperatures, composition, and

electrodynamics of the middle and upper atmosphere, including the ionosphere, from first principles. The

TIME-GCM is described by Roble [1995, 1996] and uses the electrodynamics as described by Richmond and

Maute [2013]. The upper boundary ranges between 450 and 650 km, depending on the 10.7 cm solar radio

flux (F10.7), which is a model input. The O+ flux and electron heat flux are prescribed at the upper boundary.

To simulate the geomagnetic variability for 2006 we used the 3-hourly Kp index to drive the high-latitude

convection pattern from Heelis et al. [1982], and to calculate the hemispheric power of total particle precipi-

tation. The studied January–March 2006 period was geomagnetically quiescent with low F10.7 (average of 78

sfu (solar flux unit); 1 sfu = 10−22 W∕m2∕Hz) and an average Kp of 1.5.

We perturbed the lower boundary of the TIME-GCM (i.e., approximately 30 km) with monthly tidal clima-

tology as specified by the Global Scale Wave Model (GSWM-02) [Hagan and Forbes, 2002, 2003]. GSWM-02

provides tidal perturbations of the geopotential height, neutral temperature, and the zonal and merid-

ional neutral winds. GSWM-02 includes eastward and westward propagating diurnal and semidiurnal tides

with zonal wave number 0 to 6. The TIME-GCM background atmosphere at the lower boundary is specified

by daily averaged European Centre for Medium-Range Weather Forecasts (ECMWF) data of the geopoten-

tial height, the neutral temperature, and the horizontal neutral winds. Using daily averaged ECMWF data

ensures that the tides are solely specified by the GSWM-02, while the background atmosphere and the

planetary waves associated with the 2006 SSW are quantified by the ECMWF data.

A consequence of using daily averaged ECMWF data with tidal climatology given by GSWM-02 is that we

neglect plausible SSW changes in the tidal components originating below 30 km. Although these might

have an effect, the advantage of using tidal climatology is that we can more easily delineate the tidal and

planetary wave effects. We performed two TIME-GCM simulations with different lower boundary forcing:

one includes and the other excludes planetary wave forcing with the background atmosphere specified by

the ECMWF data. In the following we will refer to the simulation with the ECMWF data at the lower boundary

as the case “with planetary wave forcing” for short. The simulation using the default TIME-GCM seasonally
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Figure 1. Zonal mean neutral temperature between 70◦ and 80◦ geographic latitude as simulated by TIME-GCM (top) with and

(bottom) without planetary wave activity at the lower boundary. The maximum temperature in height is indicated by the dashed

black line (left y axis), and the average PW1 amplitude of the zonal wind (m/s) between 70◦ and 80◦ geographic latitude at 32.5 km

is illustrated by the solid black line (right y axis); the black arrow at day of year (DOY) 16 indicates the time after which the Northern

Hemisphere polar PW1 amplitude is decreasing.

varying empirical background atmosphere we refer to as “without planetary wave forcing” or the “base

case.” The comparison of the two simulations enables us to quantify the effects of the strong January 2006

planetary wave activity and the associated SSW on the middle atmosphere, the lower thermosphere, and

the electrodynamics.

3. The 2006 SSW

The evolution and characteristics of the 2006 SSW period in the stratosphere and lower mesosphere are

described by, e.g.,Manney et al. [2008], Smith et al. [2009], and Siskind et al. [2010] and are briefly summa-

rized in the following. The 2006 SSW is caused by a stationary planetary wave 1 (PW1) in the northern polar

stratosphere. Its temporal evolution is shown by the solid black line in Figure 1 (top). The stratospheric PW1

was already large in December with further enhancement in January. Between days 5 and 10, and after day

16, a stationary planetary wave with zonal wave number 2 (PW2) was enhanced due to the distortion of the

polar vortex [Manney et al., 2008]. The strong stratospheric planetary wave activity led eventually to a sud-

den warming in the stratosphere, and a reversal of the zonal mean zonal wind at 60◦ geographic latitude

and 10 hPa on 21 January [Manney et al., 2008].

The SSW in January 2006 is characterized as a major, prolonged event. Smith et al. [2009] analyzed Sound-

ing of the Atmosphere using Broadband Emission Radiometry (SABER) nighttime neutral temperatures

averaged between 70◦N and 83◦N showing the disappearance of the warm temperatures at approximately

50 km at day 25, the reformation of the temperature peak at 80 km 5 days later, and the long recovery phase

lasting till the end of March. The SABER neutral temperature variation agrees well with the evolution of the

stratopause in the TIME-GCM shown in Figure 1 (top), with the same discontinuity and long recovery phase

as shown by Smith et al. [2009]. This confirms that our simulated background atmosphere is realistic, which

is important because the tidal and wave propagation depends, among other things, on the background

conditions. Without planetary wave forcing at the lower boundary (Figure 1, bottom), the stratopause is very

stable at approximately 50 km, and the temperature changes are due to the seasonal variation.

4. Signals of SSW in the Ionosphere

Goncharenko and Zhang [2008] first reported on the link between stratospheric changes and ionospheric

variability during the 2008 SSW period. In a later study, Goncharenko et al. [2010a] observed 50–100% GPS
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Figure 2. Peak electron density in the F region (NmF2) (#∕cm3) as simulated by the TIME-GCM for 14 LT and 0◦ geographic longitude

(top) with and (bottom) without planetary wave forcing; the 3-hourly Kp and the daily F10.7 radio flux (10−22 W m−2 Hz−1) variations
are indicated by the black lines in Figures 2 (top) and 2 (bottom), respectively; the black arrow at DOY 16 indicates the time after which

the Northern Hemisphere polar PW1 amplitude is decreasing.

total electron content (TEC) changes in the EIA region during the 2009 SSW. The general low-latitude iono-

spheric SSW signal is described as an enhancement of the EIA in the morning and a suppression in the

afternoon, with a few days delay after the SSW warming [Goncharenko et al., 2010b]. Correspondingly, the

vertical equatorial drift shows an enhanced upward drift in the morning and a reduction in the afternoon

[Chau et al., 2009]. Several studies provided observational confirmation [e.g., Anderson and Araujo-Pradere,

2010; Rodrigues et al., 2011; Chau et al., 2010; Goncharenko et al., 2010b; Yue et al., 2010] and numerical sup-

port [e.g., Fuller-Rowell et al., 2010, 2011; Pedatella et al., 2012a; Fang et al., 2012; Jin et al., 2012; Liu et al.,

2013a] of this local time behavior.

In the following we focus on the peak F region electron density (NmF2) during January to March 2006

to examine the simulated ionospheric effect of the disturbed middle atmosphere. The NmF2 is shown in

Figure 2 at 14 local time (LT) and 0◦ geographic longitude with planetary wave forcing in Figure 2 (top) and

without it in Figure 2 (bottom). Including the planetary wave at the lower boundary increases the NmF2 and

moves the equatorial ionization anomaly slightly more poleward. Analyzing the difference of the simula-

tions reveals that from day 15 to day 30, the EIA NmF2 is increased between 20–60% at low latitudes while

the enhancements are around 20% from day 30 to day 55 at 14 LT and 0◦ geographic longitude compared to

the base case. The model shows larger changes in the Northern Hemisphere as compared to the Southern

Hemisphere changes, which is similar to the TEC observations [Goncharenko et al., 2010b]. The magnitude

of the change is smaller than what was observed for the 2009 SSW but comparable to the 2008 SSW period

when an approximately 60% change in EIA TEC was observed [Goncharenko et al., 2010b]. The maximum

change in the simulated NmF2 is at day 25, which is 4 days after the polar jet reversal and within 3–6 days of

the observed ionospheric response time [Goncharenko et al., 2010b].

Although this TIME-GCM simulation reproduced the observed global ionospheric features during SSW peri-

ods, the local time variation in NmF2 or TEC does not agree well with previously reported observations. The

observations show an increase in TEC before noon and a decrease in the afternoon, corresponding to the

observed increase in vertical drift before noon and a decrease in the afternoon [Chau et al., 2009]. This local
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Figure 3. Simulated equatorial diurnal vertical E × B drift variation at 0◦ geographic longitude and 0◦ geomagnetic latitude versus

DOY for the case (top) with and (bottom) without planetary wave forcing; the local time variation of the daytime vertical drift peak is

depicted by the dashed line with a 1 h time resolution.

time change has been attributed to a change in the semidiurnal tide and the lunar tide [e.g., Stening and

Fejer, 2001; Fejer et al., 2010; Forbes and Zhang, 2012; Pedatella and Liu, 2013]. The present simulation does

not include the effects of the lunar tides and uses climatological tidal forcing. Figure 3 depicts the equatorial

diurnal vertical drift variation at 0◦ geographic longitude for the simulation with (Figure 3, top) and without

(Figure 3, bottom) planetary wave forcing. In general, the daytime vertical drift peak occurs between noon

and 14 LT for the case with planetary wave forcing, while quiet day observations and the base case exhibit

the peak before [e.g., Fejer and Scherliess, 2001] and at noon, respectively. The reason for this difference is an

approximately 1.5 h change in the migrating semidiurnal phase in the planetary wave forcing case which

moves the daytime vertical drift peak to later local times. However, the daytime vertical drift peak is mov-

ing to earlier local times during the SSW period in the planetary wave forcing case, but not to 9–10 LT as

observed at Jicamarca during the 2008 and 2009 SSW periods [Chau et al., 2009, 2012]. Consequently, the

diurnal NmF2 and TEC variations do not exhibit the observed strong increase before noon and decrease

after noon. With planetary wave forcing the daytime vertical drift peak is reduced by approximately

2.5 m/s compared to the base case, which is opposite to what would be expected if only the strength of

the equatorial plasma fountain changed. Other mechanisms than the fountain effect must exist to increase

NmF2. Plausible mechanisms include reduced recombination due to changes in thermospheric compo-

sition or changes in the vertical or meridional wind fields. A detailed analysis is beyond the scope of the

present study.

One of the suggested coupling process between the stratospheric changes and their ionospheric signals is a

modified neutral wind system which couples to the ionosphere via the ionospheric wind dynamo. We depict

representative quantities of the suggested coupling chain in Figure 4 for the January to March 2006 period

as simulated by TIME-GCM. The panel shows the changes in the longitudinal variation for the low-latitude

zonal wind at 110 km, the vertical E×B drift, and the NmF2 at 12 LT without (Figures 4a, 4d, and 4g) and with

(Figures 4b, 4e, and 4h) planetary wave forcing. The zonal wind and the NmF2 are averaged between 0◦ and

16◦ geographic and geomagnetic latitude, respectively, to focus on the signal in the northern low-latitude

region. The vertical E × B drift is averaged between −10◦ and 10◦ geomagnetic latitude. The temporal

variation of the longitudinally averaged zonal wind, vertical E × B drift, and NmF2 at 12 LT is presented in

Figures 4c, 4f, and 4i. Note that at a particular local time, the longitudinal average of the migrating tidal

components does not vanish.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4. Variation in magnetic longitude and day of the year in the (a–c) zonal wind at 110 km (m/s) averaged between 0◦ and 16◦ geographic latitude, (d–f ) equatorial vertical E× B
drift (m/s) averaged between −10 and 10◦ magnetic latitude, and (g–i) F region peak electron density (NmF2) log10 (#∕cm3) averaged between 0◦ and 16◦ geomagnetic latitude as

simulated by the TIME-GCM for 12 LT without planetary wave forcing (Figures 4a, 4d, and 4g) and with planetary wave forcing (Figures 4b, 4e, and 4h), and the longitudinal average

for 12 LT (Figures 4c, 4f, and 4i) for zonal wind (m/s) (Figures 4a–4c), vertical E × B drift (Figures 4d–4f), and NmF2 (Figures 4g–4i); the black arrows at DOY 16 indicate the time after

which the Northern Hemisphere polar PW1 amplitude is decreasing.

Due to the planetary wave forcing the temporal variability with timescales of days and longer increases

especially for the zonal wind, and to a lesser extent for the vertical E × B drift and the NmF2. In the following

we compare the longitudinal variation with and without planetary wave forcing for each quantity and find

in general that the differences are largest in January.

The longitudinal four peak structure in the zonal wind at 110 km (Figure 4b) is already disturbed from day 1

of 2006 when the planetary wave 1 is strong (see Figure 1). The recovery from the disturbed middle atmo-

sphere due to the SSW does not happen until approximately day 50–60 when the longitudinal structure of

the simulation with planetary wave forcing approaches that of the base case. Note that the longitudinally

averaged zonal wind at 12 LT is different for the whole January to March period.

In January the longitudinally averaged vertical drift at 12 LT with planetary wave forcing is up to 6 m/s

smaller than without planetary wave forcing and exhibits the largest difference at the time of the strato-

spheric PW1 decrease (marked by the arrow in Figure 1) and the stratospheric warming. The vertical

drift decrease is at least partly due to the phase shift in the migrating semidiurnal tide in the disturbed

atmosphere, which moves the daytime peak in the case of planetary wave forcing to later local times

(see Figure 3).
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Figure 5. Temporal variation of zonal wind amplitude (m/s): PW1 at 100 km and 40◦ geographic latitude, DW1 at 105 km and 30◦

geographic latitude, SW2 at 110 km and 50◦ geographic latitude, TW3 at 120 km and 50◦ geographic latitude, SW1 at 100 km and 70◦

geographic latitude, DE2 at 110 km and 5◦ geographic latitude, and DE3 at 115 km and 5◦ geographic latitude (top) with and (bottom)

without planetary wave forcing at the lower boundary.

In the disturbed ionosphere the daily maximum NmF2 is larger in January and February (DOY 1 to DOY 59)

compared to the base case. And even during the moderate geomagnetic storm at day 27 (Kp = 5), the

ionospheric response in NmF2 with planetary wave forcing is more intense than for the base case. This indi-

cates that the SSW response in the NmF2 is still important during the minor storm. A control simulation

(not shown here) with average January 2006 geomagnetic forcing confirms that the main signal in the iono-

sphere around day 27 is caused by the SSW and not by the geomagnetic activity. Based on the longitudinally

averaged NmF2 (Figure 4i), it takes until day 70 for the ionosphere to recover from the SSW impacts. At 12 LT

the recovery time in NmF2 is slower than in the vertical drift, which indicates that other mechanisms are

present, e.g., possible in situ wind effects.

To better understand the changes in the vertical E × B drift in the simulations we first examine the tidal and

PW components in the E region. Figure 5 shows some of the major tidal and PW zonal wind components

at E region heights from the simulations with and without planetary wave forcing at Figures 5 (top) and 5

(bottom), respectively. We illustrate the various PW and tidal components at locations of large amplitudes.

Their temporal evolution is described in the following and compared to published results.

First, the PW1 at 100 km and 40◦ geographic latitude is increased by over 30–50 m/s starting around day 10.

Note that the midlatitude PW1 component at 100 km has a different time variation than the northern polar

stratospheric PW1 (see Figure 1). The PW1 time variation will be examined and discussed in section 5.1.

The zonal wind amplitude of the migrating diurnal component (DW1) at 110 km and 30◦ geographic latitude

decreases due to the planetary wave forcing by approximately 5–10 m/s. The meridional neutral wind com-

ponent of DW1 (not shown here, around 25 m/s at 15◦ geographic latitude for the simulation with planetary

wave forcing) agrees well with the simulation results from Liu et al. [2013b] for the 2006 SSW period (24 m/s

at 10–12◦ geographic latitude). The zonal wind amplitude of the migrating semidiurnal (SW2) component

averaged over January at 110 km and 50◦ increases slightly compared to the simulation without planetary

wave forcing and has a negative correlation with the PW1 time variation at 110 km. A large SSW signal which

correlates well with the E region midlatitude PW1 component can be seen in the westward propagating

semidiurnal tide with zonal wave number 1 (SW1). The increase in the SW1 zonal wind amplitude is up to

35 m/s compared to the base case. The SW1 increase agrees with the statistical results from Pedatella et al.

[2012a] using WACCM. The zonal wind amplitude of the eastward propagating diurnal tide with zonal wave

number 2 (DE2) is not increasing with respect to the base case, but it is rather modulated. The magnitude of

the DE2 amplitudes agrees with the modeling studies of, e.g., Liu et al. [2013b] and Fuller-Rowell et al. [2010].

The eastward propagating diurnal tide with zonal wave number 3 (DE3) zonal wind amplitude is approx-

imately 10 m/s smaller at 115 km and 5◦ geographic latitude as compared to the base case. For the

January–February 2006 SSW period Liu et al. [2013b] reported on an average simulated DE3 zonal wind
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amplitude of 7 m/s with 3.5 m/s standard variation. In the present study the equatorial DE3 zonal wind

amplitude is much larger with 35 m/s and 1.5 m/s standard deviation. Talaat and Lieberman [2010] using

Wind Imaging Interferometer measurements reported on zonal wind amplitudes for a wave number 4 of

20 m/s in the E region which they interpreted as a DE3 component. Oberheide and Forbes [2008] developed a

climatology based on Hough Mode Extension and using SABER and Thermosphere Ionosphere Mesosphere

Energetics and Dynamics (TIMED) Doppler Interferometer (TIDI) measurements with DE3 zonal wind ampli-

tudes of approximately 6 m/s in January at 100 km. Hagan et al. [2009] studied the September middle and

upper atmosphere with TIME-GCM using GSWM-02 climatology at the lower boundary and noted that the

DE3 component is around 50% larger than observed, which can be attributed to the overestimation of DE3

in GSWM-02, but they also suggested that tidal dissipation in the TIME-GCM upper mesosphere and lower

thermosphere may be underestimated. The DE3 component in GSWM-02 is overestimated in the January to

March time period compared to CHAMP observations [Häusler et al., 2010]. The influence of the increased

DE3 amplitude that characterizes our findings will be discussed in section 6.

Recently, Fuller-Rowell et al. [2010] reported on a significantly increased terdiurnal migrating tidal compo-

nent (TW3) during a self-simulated minor SSW with the Whole Atmosphere Model (WAM). Since we will

not discuss the TW3 tide in connection with the vertical drift, we briefly digress to compare the simula-

tions with respect to the TW3 tide. The findings of Fuller-Rowell et al. [2010] contradict the decrease TW3

amplitude in the TIME-GCM simulation with planetary wave forcing. The difference in TW3 cannot entirely

be attributed to the differences in the SSW characteristics. The amplitude of the TW3 in the midlatitude

100–150 km region in WAM is around 15–20 m/s before the SSW event, which is smaller than in the present

base simulation, but similar to the magnitude of our TW3 of the planetary wave forcing case with 25 m/s

at the beginning of January. During the warming event, a 50% (approximately 10 m/s) increase of the TW3

amplitudes is observed in WAM [Fuller-Rowell et al., 2010] compared to a 10 m/s decrease in the TIME-GCM.

Smith and Ortland [2001] examined, among other things, the origin of the TW3 tidal component and

found that it is mainly forced by solar heating in the middle atmosphere and that nonlinear tidal interac-

tion between DW1 and SW2 being strongest at low latitudes plays a secondary role. Analyzing the time

evolution of the height variations of the TIME-GCM tides suggest that the DW1 and SW2 tides interact in

the middle atmosphere to generate a component of the TW3 tide. The decrease in the TW3 amplitude

in TIME-GCM might be due to nonlinear interaction of DW1 with other tidal and wave components, e.g.,

DW1+PW1 and DW1+DE3, with DW1 losing momentum and energy, and rendering it unable to generate

the larger TW3 component associated with the base case simulation. This is supported by the fact that DW1

is comparatively weaker during January in the case of planetary wave forcing.

5. Causes of the Vertical E × BDrift Changes

In this section we examine the importance of the neutral wind variations in generating the low-latitude

daytime vertical E × B drift changes as simulated by TIME-GCM. As can be seen in Figure 4, the longitudinal

variation of the low-latitude vertical E × B drift is disturbed during January (DOY 1 to DOY 30). We first deter-

mine the temporal variation of particular longitudinal wave number (wn) amplitudes in the low-latitude

vertical E × B drift at specific local times via Fourier analysis. For example, to get the average low-latitude

amplitudes of the vertical E×B drift waves at 12 LT in Figure 4, a Fourier analysis was performed for each day

and each magnetic latitude between −10◦ and 10◦. The latitudinal averaging has no significant influence

on the result, indicating that the vertical E × B drift varies little between −10◦ and 10◦ magnetic latitude.

The local time bins for extracting the longitudinal wave number in vertical E × B drift are selected such that

changes in the longitudinal wave number amplitude are maximum. The vertical drift amplitudes are aver-

aged over the local time bin. We focus on wave numbers 1 (wn1) to 4 (wn4) since ionospheric changes up to

wave number 4 have been reported [e.g., Immel et al., 2006; Kil et al., 2007; Lin et al., 2007; England, 2012].

Figure 6 depicts the resultant latitudinal and local time averaged amplitude of the January vertical E × B

drift for wn1 to wn4. The strongest SSW signal can be found in wn1 between 12 and 15 LT. Starting around

day 15, the increase in vertical E × B drift wn1 amplitude is up to 5 m/s compared to the base case (blue

curve). The increase coincides with the time of the stratospheric polar PW1 decrease and the warming in

the stratosphere. The wn2 amplitude in the 14–16 LT bin increases by approximately 3 m/s compared to

the base case (Figure 6, top right) and peaks at day 15. The amplitude change in the 10–12 LT bin in the

wn3 vertical E × B drift is around 1.5 m/s, and smaller than the wn1 and wn2 changes, but has a similar
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Figure 6. Amplitude of vertical E × B drift averaged between −10◦ and 10◦ geomagnetic latitude with planetary wave forcing (red

dashed line), without planetary wave forcing (blue dotted line): (top left) wn1 for 12–15 LT, (top right) wn2 for 14 to 16 local time,

(bottom left) wn3 for 10–12 local time, and (bottom right) wn4 for 11-13 local time.

temporal variation peaking around day 15 and remaining high till day 20. The exception in the temporal

variation is the wn4 amplitude. A SSW signal can neither be seen in the 15–16 LT bin nor at other local times

(not shown here).

The vertical E × B amplitude changes contribute to the variability in the vertical E × B drift in the correspond-

ing local time bin. At local noon the vertical drift variability is around 35% of the average vertical E × B drift

between day 12 and 20, while without planetary wave forcing, the variability is only 18% of the correspond-

ing average vertical E × B drift. This is larger than the simulated variability of 16% by Liu et al. [2013b] over

Jicamarca, Peru, using TIME-GCM nudged with WACCM/Modern-Era Retrospective Analysis for Research

and Applications (MERRA) results for the 2006 SSW period. The different magnitude might be caused by the

geomagnetic and the longitudinal variability which are accounted for in the present study. If we assume

that the longitudinal and geomagnetic variability is similar for the simulation with and without planetary

wave forcing, and that to a first approximation the longitudinal and geomagnetic variability is linear, we can

then attribute the difference of the variability of the case with and without planetary waves to the planetary

wave activity. The estimate of 17% for the variability due to the planetary wave activity in the present study

compares favorably with the finding of Liu et al. [2013b].

To study the effects of certain wave and tidal neutral wind components on the vertical E × B drift, we solve

the standard ionospheric electrodynamo equation [seeMaute et al., 2012, equation (1)] as a postprocessing

step without any feedback to the thermosphere-ionosphere system. We include a limited number of non-

migrating tidal and PW components of the neutral wind forcing in the electrodynamo equation but always

include the background neutral wind as well as the migrating diurnal, semidiurnal and terdiurnal tidal com-

ponents. The geomagnetic main field, the conductivities, and the high-latitude ion convection patterns are

identical with the self-consistent simulation. We neglect the electric fields generated by the plasma pressure

gradient and gravity-driven ionospheric current since our focus is on the influence of the neutral winds. This

ionospheric current was included in the self-consistent simulations, but its influence is negligible during the

day [e.g., Eccles, 2004;Maute et al., 2012]. The electric potential is calculated every 10 min.

5.1. Wave Number 1 Amplitude in the Vertical E × B Drift

The simulated changes in the wn1 vertical drift amplitude are the largest and are discussed in this section.

The most likely cause of the wn1 amplitude variation in January is the change in the neutral wind, as seen in
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Figure 7. The wn1 amplitude of vertical E × B drift averaged between

−10◦ and 10◦ geomagnetic latitude and 12–15 LT for January 2006 for

different wave components (all cases include the same background winds

and migrating tides): total wind field (red, solid line), migrating components

(blue, solid line), DW2 (black, long dashed), SW1 (purple short dashed), DS0

(brown, dash-double dotted), and PW1 (green, dash-dotted) components.

Figure 7, which shows the amplitude of the

wn1 in the vertical E × B drift due to the dif-

ferent neutral wind components. A wn1 can

be generated by a PW1, a diurnal standing

tide (DS0), a diurnal westward propagating

tide with zonal wave number 2 (DW2), and

a semidiurnal westward propagating tide

with zonal wave number 1 (SW1). We did

not consider other tides with smaller peri-

ods and larger wave numbers since these

have smaller amplitudes and are less effec-

tive in the ionospheric wind dynamo, e.g.,

TW2, TW4, and SW3. As a reference, we

show in Figure 7 the case with only migrat-

ing tides and the case with all the wave and

tidal components included in the neutral

wind. The contribution of a specific compo-

nent is the difference between the curve for

the migrating case and the curve for that

specific component.

The largest contribution to the wn1 vertical E × B drift variation associated with the SSW is from the SW1

(purple short dashed line) with almost 3 m/s, followed by the PW1 (green dash-dotted line) with approxi-

mately 1 m/s. Including the neutral wind components from DW2 (black long dashed line) and DS0 (brown

dashed-double dotted line) does not significantly increase the wn1 amplitude compared to the migrating

case (blue solid line).

We already saw in Figure 5 that both E region zonal wind amplitudes of SW1 and PW1 increased after day

10 compared to the base case. Figure 8 gives a more detailed picture by showing the zonal wind ampli-

tude at 110 km of SW1 (Figure 8, top), PW1 (Figure 8, middle), and SW2 (Figure 8, bottom) for the simulation

with (without) planetary wave forcing at the lower boundary in Figures 8 (right) and 8 (left), respectively.

Without planetary wave forcing, there is a small increase in SW1 at high latitude of approximately 10 m/s

(Figure 8, top left) due to ion-neutral coupling introduced by the offset of the geomagnetic and geographic

pole [Jones et al., 2013]. But in the case of planetary wave forcing, the amplitude increase is up to 40 m/s in

the Northern Hemisphere and extends equatorward to 30◦ geographic latitude (Figure 8, top right).

Analyzing the latitudinal and height variations of the neutral wind PWs and tides over time indicates that

the Northern Hemisphere SW1 increase is caused by the wave-tidal interaction of SW2 and PW1 around

90–100 km and poleward of approximately 75◦ geographic latitude [e.g., Smith, 2012]. The nonlinear

tide-wave interaction generates a SW1 and SW3 component, as suggested by Forbes et al. [1995]. The

decrease in the SW2 amplitude in the Northern Hemisphere provides evidence of this interaction.

It is also very interesting that a strong enhancement of SW1 (Figure 8, top right) of 25–35 m/s in the prox-

imity of −60◦ geographic latitude is present in the Southern Hemisphere which seems to be anticorrelated

with the SW2 temporal variation in the Southern Hemisphere. Pedatella et al. [2012a] reported on the SW1

enhancement in the Southern Hemisphere of about 50% of that in the Northern Hemisphere. It might be

possible that the Southern Hemisphere SW1 increase is partly caused by the same nonlinear interaction

between PW1 and SW2, which is supported by the fact that the simulated SW2 and SW1 temporal variations

are anticorrelated. Another possibility of generating an additional SW1 component is due to the DW1 and

DS0 interaction. Pedatella et al. [2012a] showed that in WACCM, the simulated meridional DS0 amplitude in

the E region undergoes significant changes at −60◦ geographic latitude during SSW periods. Further studies

are needed to examine SSW signals in the Southern Hemisphere.

The PW1 amplitude in Figure 8 (middle) at 110 km has a very complex latitudinal structure with distinct

bands. In the polar region, the increase of PW1 is linked to the original PW1 activity in the stratosphere

[Liu and Roble, 2002; Smith, 2003]. Analyzing the temporal evolution of the height structure of PW1 (not

shown here) indicates that the PW1 enhancement around 40◦ to 60◦ geographic latitude is only partly

due to the upward propagation of the planetary wave, and only weakly linked to the polar region. Tidal
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Figure 8. Zonal wind amplitude at 110 km for January (left) without planetary wave forcing and (right) with planetary wave forcing for

(top) SW1, (middle) PW1, and (bottom) SW2 components.

and PW diagnostics which are not presented here suggest that the SW1 and SW2 tidal components at

95–105 km generate a PW1 around 40◦ to 60◦ geographic latitude. In the case of the simulation without

planetary wave forcing, an enhancement of the PW1 amplitude (Figure 8, middle left) by 5–10 m/s can be

seen at 50◦ to 60◦ geographic latitude which might be caused by the same nonlinear interaction of the SW2

and SW1 tidal components, only that the SW1 tidal component is much weaker at high latitudes resulting in

a smaller PW1 component.

The third latitudinal band of PW1 amplitude is around the equator. The contribution from ion-neutral cou-

pling generating a PW1 at the equator should not vary significantly during the month [Jones et al., 2013].

The smooth temporal variation for the base case with a PW1 peak amplitude in the middle of January sug-

gests that the nonlinear interaction between tidal components DE2 and DE3 generates the equatorial PW1
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Figure 9. The wn4 amplitude of vertical E × B drift averaged between −10◦ and

10◦ geomagnetic latitude and 15–16 LT for January 2006 for different wave com-

ponents (all cases include the same background winds and migrating tides): total

wind field (red, solid line), migrating components (blue, solid line), TE1 (black,

long dashed), SE2 (purple, short dashed), DE3 (brown, dash-double dotted), and

PW4 (green, dash-dotted) components.

component. The equatorial PW1 ampli-

tude of the simulation with planetary

wave forcing has a higher day-to-day

variation. In section 5.2, we will present

results alluding to the connection of the

temporal variation of the equatorial PW1

amplitude to that of DE2 and DE3.

We want to point out that the presented

wave and tidal wind diagnostics are

not able to explain why these differ-

ent tidal and wave interactions happen

in TIME-GCM. However, the TIME-GCM

diagnostics can offer some insights

into what the model suggests could be

observed if wind observations became

available. The TIME-GCM diagnostics

cannot explain why the contribu-

tion of SW1 to the wn1 vertical drift is

larger than that of the PW1 component

although the maximum amplitudes at 100 km are similar. A possible cause might be the very different lat-

itudinal structure. We did not examine the influence of the height and latitude variation, and/or of the

meridional wind component. Further numerical testing would be needed to shed light on the relative

importance of the SW1 and PW1 components. It is important to note that the component with the largest

neutral wind amplitude in the E region is not necessarily the most efficient one in generating low-latitude

vertical drift changes.

5.2. Wave Number 4 Amplitude in the Vertical E × B Drift

As shown in Figure 6, there is no SSW signal in the wn4 vertical E × B drift although SSW signals were found

in wn1 to wn3. In the following we examine why the wn4 vertical drift response to the SSW is different. A

wn4 in the vertical E× B drift at a specific local time can be produced by a DE3, SE2, TE1, or PW4 component.

Several studies [Hagan et al., 2009; Oberheide et al., 2011; Pedatella et al., 2012b] noted that, in addition to

the DE3, PW4 and SE2 should be considered for the electrodynamic coupling between E and F region. We

examine the influence of each of these PW and tidal components on the vertical drift in Figure 9 for the

15–16 LT bin. As for the wn1 amplitude, we neglect the components with higher zonal wave numbers or

smaller periods, e.g., DW5 and SW6. Independent of the local time considered (not shown here), we find that

DE3 is the major contributor to the wn4 in the daytime vertical E × B drift.

The temporal variation of DE3, SE2, and PW4 zonal wind amplitudes (Figure 5 (top) black line for DE3; SE2

and PW4 are not shown here) does not indicate a significant variation in January, in contrast to the tempo-

ral evolution of PW1 and SW1 zonal wind amplitudes. The SE2 and PW4 components are mainly generated

through nonlinear interaction between DW1 and DE3 [Hagan et al., 2009], and since DE3 does not exhibit

a SSW signal, no SSW signal in SE2 and PW4 can be observed. The zonal wind amplitudes for PW4 and

SE2 based on 2008 TIDI/TIMED measurements presented by Oberheide et al. [2011] are approximately 50%

smaller than in this model study, which is probably due to the above mentioned overestimation of the

simulated DE3 component.

In the following we focus on DE3 as the main contributor to the wn4 generation in the vertical drift. In

Figure 5, the E region DE3 zonal wind amplitude is smaller in the simulation with planetary wave forcing

than in the base case. Figure 10 illustrates the zonal wind amplitudes of DE2 (Figure 10, top), PW1 (Figure 10,

middle), and DE3 (Figure 10, bottom) for the simulation with (without) planetary wave forcing in Figures 10

(right) and 10 (left), respectively. Without planetary wave forcing, the DE3 zonal wind amplitude varies

smoothly in time and is almost 10 m/s larger than for the case with planetary wave forcing. The model

results suggest that the DE3 is weakened because of the nonlinear interaction with the equatorial PW1 at

70–80 km altitude, which generates a DE2 and a DE4 component. Since in the simulated low-latitude meso-

sphere, PW1 is strong all through January (see Figure 10, middle right), there is no strong temporal variation

associated with the SSW in the DE3 component.
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Figure 10. Zonal wind amplitude for (top) DE2 at 110 km, (middle) PW1 at 0◦ geographic latitude, and (bottom) DE3 at 110 km for the

simulation (right) with and (left) without planetary wave forcing.

The DE2 zonal wind amplitude is shown at 110 km in Figure 10 (top). Without planetary wave forcing, the

DE2 amplitude varies smoothly over the month of January, with a peak in the middle of the month which is

associated with the GSWM-02 monthly climatology at the lower boundary. Adding planetary waves at the

lower boundary does significantly change the temporal variation and latitudinal structure of the DE2 zonal

wind amplitude. The model results indicate that one possible source of the additional DE2 variation without

a change in magnitude is the modulation of the upward propagating DE2 component due to the nonlinear

interaction between DE3 and PW1.

Further, the model diagnostics suggest that a second mechanismmight take place weakening the DE3 com-

ponent. In the equatorial E region, the DE3 and DE2 components are still strong. The height variation of PW1

(Figure 10, middle right) depicts larger amplitudes around approximately 70–90 km and a second increase

in the PW1 amplitude from 110 km upward, which can only partly be explained by an upward propagat-

ing PW1 component. The strong correlation in the temporal variability of the PW1 and the DE2 amplitudes
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around 110 km in the simulation indicates that the nonlinear interaction between DE3 and DE2 could gener-

ate an equatorial PW1 component. The same nonlinear interaction between DE3 and DE2 takes place in the

simulation without planetary wave forcing, probably leading to the slight PW1 amplitude peak (Figure 10,

middle left) in the middle of January which coincides with the time of the DE2 and DE3 peak amplitudes.

This second nonlinear interaction might additionally weaken the DE3 component.

The suggested nonlinear interactions do not explain why the wn4 in the vertical drift with planetary waves

in the 15–16 LT bin is similar in magnitude to the base case (see Figure 6), even though the DE3 zonal wind

amplitude is smaller for the case with planetary wave forcing. We examined the local time variation of the

wn4 amplitude in the vertical E × B drift for both simulations (not shown here). The base simulation has the

largest wn4 amplitude in the vertical E × B drifts around 12–13 LT, while for the case with planetary wave

forcing, the maximum wn 4 amplitude is shifted to later local time, around 15–16 LT. This 3 h local time shift

cannot be explained alone by the difference in the DE3 phase of approximately 1.5 h. In addition, the SW2

experiences an average phase shift of approximately 1.5 h in January due to the planetary wave forcing,

which leads to a shift of the daytime vertical E × B drift peak to later local times (see Figure 3).

We conducted a numerical experiment to confirm that in the model, the local time of the maximum wn4

amplitude due to DE3 depends on the local time of the daytime vertical drift peak, i.e., the phase of the

SW2. We used the identical DE3 neutral wind component from the simulation with planetary wave forcing

combined with either the SW2 neutral wind component from the base case or the SW2 component from

the planetary wave forcing case. In the base case, SW2 phase is shifted by approximately 1.5 h to earlier local

times, and the peak of the wn4 vertical drift amplitude moves to earlier local times, too, even though an

identical DE3 tidal component was used. This confirms that in the simulation with planetary wave forcing,

the phase shifts in the SW2 and in the DE3 neutral wind components are mainly responsible for the shift of

the wn4 amplitude maximum to later local times.

The DE3 behavior described in the previous section explains why the wn4 magnitude in the vertical E × B

drift at 15–16 LT is similar in magnitude for the planetary wave forcing case and the base case (Figure 6)

even though the DE3 amplitude is reduced due to the presence of a planetary wave. This decrease is offset

by the SW2 phase shift which moves the daytime vertical drift peak to later local times, and a correspond-

ingly larger wn4 vertical drift amplitude at later local times is generated. As expected, the magnitude of the

wn4 vertical drift amplitude of the base simulation at 11–13 LT (not shown here) is 1 m/s larger than for the

simulation with planetary wave forcing.

We briefly summarize below the causes for the amplitude changes in the wn2 and wn3 as simulated by

TIME-GCM and shown in Figure 6. The amplitude changes in wn2 in the vertical E × B drift is mainly caused

by a PW2 which contributes approximately 1.5 m/s and a semidiurnal standing tide (SS0) with a roughly

0.5 m/s contribution. The weak SSW signal of 1.5 m/s in the wn3 in the vertical E × B drift can be attributed

to changes in the planetary wave with zonal wave number 3 (PW3) (1 m/s) and the eastward propagating

semidiurnal tide with zonal wave number 1 (SE1) (0.5 m/s).

6. Summary

In this study we quantified the TIME-GCM changes in the low-latitude vertical E × B drift associated with

specific tidal and PW neutral wind components due to a realistic daily varying background atmosphere with

planetary wave specification at the lower boundary representative of January 2006 conditions. The main

findings are summarized in the following:

1. TIME-GCM can simulate the disturbed middle atmosphere during the prolonged 2006 SSW period as

observed by SABER [Smith et al., 2009]. Simulating a realistic background atmosphere is important since

the wave and tidal propagation is influenced by the background atmosphere.

2. Due to the planetary wave forcing at the lower boundary, the NmF2 in the EIA region at 14 LT is increased

by 20–60% between days 15 and 30. From days 30 to 55, the NmF2 enhancements are approximately

20%. The magnitude of the changes is consistent with the observed TEC changes during the 2008 SSW

event [Goncharenko et al., 2010b]. The NmF2 peak in the EIA region moves to higher latitudes. The peak

increase in the NmF2 occurs 4 days after the polar jet reversal, agreeing with the observed delay in the

ionospheric response of 3–6 days [Goncharenko et al., 2010b]. The low-latitude vertical E×B drift variability
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between days 12 and 20 increases from 18% to 35% at 12 LT due to the planetary wave activity at the

lower boundary, which is similar to the findings of Liu et al. [2013b].

3. The strongest SSW low-latitude vertical E × B drift response in the simulation was found in the wn1

component, with an increase of up to 5 m/s, which contributes to the ionospheric variability. Numerical

tests showed that this increase is mainly caused by the SW1 neutral wind tide (approximately contribut-

ing 3 m/s) and the PW1 component (contributing roughly 1 m/s). The SW1 neutral wind component in

the Northern Hemisphere is increased due to the nonlinear interaction between SW2 and PW1 in the

high-latitude polar region around 90–100 km [see Smith, 2012, and references therein]. TIME-GCM results

suggest that the reverse nonlinear interaction between SW1 and SW2 around 95–105 km at midlatitude

generates a PW1 component which peaks between 50◦ and 60◦ geographic latitudes. This is to our knowl-

edge the first evidence of this nonlinear interaction. These interactions can explain the weakening of the

SW2 component in the E region, which is correlated to the strengthening of the SW1 and PW1 compo-

nents. The simulation indicates that the contributions from the DS0 and DW2 neutral wind components

to the wn1 in the low-latitude vertical E × B drift is negligible. The SSW signal in the wn1 vertical E × B

drift is strong because SW1, which is the major driver, is generated by the enhanced winter polar PW1

component interacting with SW2.

4. No SSW signal was found in the wn4 component of the low-latitude E × B drifts in TIME-GCM. Numerical

experiments showed that the wn4 is largely attributable to the DE3 neutral wind tide, confirming sug-

gestions of, e.g., Immel et al. [2006], Hagan et al. [2007], and Pedatella et al. [2008] and that the SE2 and

PW4 contributions are negligible. The DE3 zonal wind amplitude in the E region is decreased by 5–10 m/s

in January due to the planetary wave activity. The model results indicate that in the mesosphere, DE3

interacts nonlinearly with the PW1 component at low latitudes to generate a DE2 component, which will

modulate the upward propagating component of DE2. The strong temporal variation in the DE2 com-

ponent, which is similar to the variation of the DE3 and PW1, supports the mechanism of the nonlinear

interaction between PW1 and DE3. At E region heights and low latitudes, the TIME-GCM results indicate

that the DE3 and DE2 components generate an equatorial PW1 component. The similarity between the

temporal variations of the DE2 and PW1 zonal wind amplitudes in the E region indicates the presence

of this mechanism. The nonlinear interactions between both DE3 and DE2, and between DE3 and PW1,

can decrease and/or module the DE3 component. At mesospheric/lower thermospheric heights and low

latitudes, all of these components (DE3, DE2, and PW1) are present from the beginning of January, and

further, they do not exhibit a SSW signal during January. Therefore, the wn4 of the low-latitude vertical

E × B drifts does not have a strong temporal variation due to the SSW.

5. The TIME-GCM local time variation of the low-latitude vertical drift does not capture the observation that

the daytime peak moves to prenoon local times during the SSW but rather reveals peaks between noon

and 13 LT. One reason is that the modeled SW2 zonal wind phase at 110 km is shifted by approximately

1.5 h to later local times, moving the daytime vertical E × B drift peak to later local times in the case of

the planetary wave forcing. Surprisingly, this shift of the daytime vertical drift maximum also influences

the local time of the peak in the wn4 vertical drift amplitude. Numerical experiments show that the maxi-

mum of wn4 vertical E × B drift will occur later in local time if the SW2 has a phase shift to later local time.

Therefore, in the simulation with planetary wave activity, the wn4 peak occurs later in local time than in

the base case. Further studies are needed to better understand this behavior.

6. In the TIME-GCM simulation, a TW3 is generated internally by direct solar forcing and nonlinear interac-

tion between DW1 and SW2 [Smith and Ortland, 2001]. Contrary to the results of Fuller-Rowell et al. [2010],

who reported a 50% increase in the TW3 amplitude during the SSW period, the TIME-GCM results indicate

a decrease in the TW3 amplitude in the E region. The TIME-GCM DW1 and SW2 neutral wind tides exhibit

a decreased amplitude during the SSW period, which may explain the decreased TW3 amplitude in our

January simulation. The results suggest that DW1 might be weaker due to nonlinear interaction with the

PW1 generating a DW2 in the lower atmosphere [Hagan and Roble, 2001]. The SW2 amplitude might be

reduced due to the nonlinear interaction with PW1 around 90–100 km in the polar region. The possibility

that a modification in stratospheric ozone contributes to the TW3 modification remains and is beyond the

purview of our report.

Using the GSWM-02 tidal climatology in the TIME-GCM lower boundary forcing leads to an overestimation

of the DE3 zonal wind component in the E region by a factor of about 50% compared to, e.g., Oberheide

and Forbes [2008], Talaat and Lieberman [2010], and Liu et al. [2013b]. A smaller DE3 forcing would lead to
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a smaller wn4 component in the simulated vertical E × B drift. The model results suggest that the relative

importance of the tidal contributions from PW4, SE2, DE3, and TE1 to the wn4 amplitude in the vertical E × B

drift may still be valid since all of these components with the exception of SE2 are generated through non-

linear interactions of DE3 with another wave or tide. PW4 is generated by the nonlinear interaction between

DW1 and DE3 [Hagan et al., 2009]. The same nonlinear interaction also generates a SE2 component; how-

ever, SE2 also has a tropospheric contribution [Hagan and Forbes, 2002; Oberheide et al., 2007]. The SE2

component is most likely smaller than the DE3 component and more antisymmetric about the equator, and

therefore less effective in the generation of the vertical E × B drift [Forbes et al., 2008; Oberheide et al., 2011].

This modeling study provides a perspective about the importance of the different tidal and wave compo-

nents in attributing to the vertical E × B drift changes in the presence of a strong and persistent planetary

wave with zonal wave number 1 and a stratospheric sudden warming.
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