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The Center

The Center for Social Organization of Schools has two primary objectives:

to develop a scientific knowledge of how schools affect their students, and

to use this knowledge to develop better school practices and organization.

The Center works through three research programs to achieve its objectives.

The School Organization Program
investigates how school and classroom organiza-

tion affects student learning and other outcomes. .Cui-rent studies focus on

parental involvement,
microcomputers, use of time in schools, cooperative

learning, and other organizational factors. The Education and Work Program

examines the relationship between schooling and students' later-life occupational

and educational success. -Current projects include studies of the competencies

required in the workplace, the sources of training and experience that lead to

employment, college students' major field choices, and employment of urban minority

youth. The Schools and Delinquency Program researches theNproblem of crime,

violence, vandalism, and disorder in schools and the role that schools play in

delinquency. Ongoing studies address the need to develop a strong theory of

delinquent behavior while examining school effects on delinquency and evaluating

delinquency prevention programs in and outside of schools.

The Center also supports a Fellowships in Education Research program that

provides opportunities for talented young researchers to conduct and publish

significant research and encourages the participation of women and minorities

in research on education.

This report, prepared by the School Organization Program, describes

theoretical views and reviews the results of major studies of time and learning,

especially studies of time-on-task.



Abstract

This report summarizes and evaluates
existing studies of time use

in schools, with particular emphasis on the more recent studies of class-

room time use and student time-on-task.

The first section of the report briefly describes theoretical views of

time and learning. The second section reviews the major empirical studies

--

of time and learning, concentrating primafily on more recent studies of the

effect of time-on-task. The final section discusses two elements which

have been given scant attention in past studies of time-on-task--the

conditioning effect of classroom/school organizational variables and the

dynamic nature of teaching ancrlearning.
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TIME IN SCHOOL

Introduction

How time is used in school is a critical topic of practical

and research concern. Of particular current interest is the

effect that student attention, or time-on-task, has on achieve-

ment. Recent studies have suggested the importance of time-on-

task for predicting student achievement and have documented spe-

ciflc classroom and student variabres which are related to

variations in timeTon-task.

Results from these studies have been accorded special signifi-

cance because time factors, unlike many other significant educa-

tional variables, are viewed as nanipulable facets of school and

classroom life. Although time factors may have relatively sma1-1

impacts on achievement compared to other factors such as family

background, they are very significant in a practical way because,

time is a resource that educators_can control (at least in prin-

ciple). Consequently, the findings connecting time and learning

have been widely discussed and accepted. Specific policy recom-

mendations on the basfs of this research urge that: "We must now

develop effective programs to give teachers both preservice and

inservice training in skills and strategies that will increase

the time students devote to relevant academic learnin " (Borg,

1980, p. 63).

On the surface, training teachPrs in effective time use seems

to offer a practical way to improve learning in classrooms. If
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spending more time will produce proportionately more learning,

advice to increase learning time seems sound, practical and

likely to improve achievement.

In practice, training teachers in skills and strategies to

increase learning time may not produce the predicted result--more

effective teaching. Translating research into practice is an un-

certain endeavor at best. Successfql improvements to practice

occur most often when Eased on programmatic, careful research

that produces consistent findings replicated in a number of set

tings. It is not clear if the studies to date of time and learn-

ing meet this standard.. We need to assess the research carefully

to determine what results have actually been found, ho4 cOrais-
z-

tently they have been found, and the likelihood that alterations

to practice on the basis of the research wi11produce the desired

effects. These issues need to be addressed before the develop-
,

ment of inservice or other programs aimed directly at altering

practice.

The purpose of the present paper is to summarize and 'evaluate

existing studies of time use in schools, with particular emphasis

on the more recent studies of classroom time use and student

time-on-task.

This paper has three sections. The first section briefly

describes theoretical views of time and learning. The second

reviews the major empirical studies of time and learning, concen-

trating primarily on more recent studies of the effect of time-

C
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ontask. The final section dis.cusses two elements which have

been given scant attention in past studies of time-bntask,

namely the conditioning effect of classroom/school organizational

variables and the dynamic nature of teaching and learning.

THEORIES OF TIME AND LEARNING O

The major theories that incorporate time as a variable in

learning are based on two broad perspectives: an economic one,

in which time appears as a resource to the educational process;

and a psychological one, in which time appears as a mediating

,element in the teaching/learning process.

Economic Perspective

An economist sees time as a school resource which, in combina

tion with other resources or inputs, determines the productivity

of the school. The problem to be solved is how to allocate

resources to maximize productivity given budgetary and other

constraints (Thomas, 1971; Brown and Saks, 1980). Student time

is a resource, not because there is a purchase cost associated

with it, but because it could be used for other activities, such

as leisure, afterschool activities, or (for older students)

employment, although child labor laws and compulsory schooling

laws limit the sphere of alternative activities. Student time

should be used efficiently because time can be used .otherwise and

because there is a finite amount of time'which can be devoted to

schooling. The goal of economic analyses, then, ig to determine
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the appropriate mixture of educational resources, including stu-
-.

dent time, ,which will maximize the productivity of the school.

Knowledge about the effects of alternate ways to allocate time

is important because ti',fie use, in contrast to other inputs, is a

resource over which eduzators have discretionary control. More:-

over, there is often greater flexibility in alternative uses of

time lhan there, is in the alternative use of other resources.

-Thus, frOm a practical viewpoint of maximizing school efficiency

in the production of learning, time factors occupy a special

potential role.

Psycholpgical Perspective

Time has also played an important role in the development

modeLs of classroom learning (Carroll, 1963; Harnischfeger and

Wiley, 1975; Bloom, 1976; KarWeit, 1978). These models differ in

the4r specific details, but are all primarily derived from Car

roll's formulation of the dependence of learning on time spdtt

and time needed for instruction.

<4.

Carroll's focus on time as a key element for understanding

differences in learning outcomes grcw out of his work with for

eign language acquisition. He observed that aptitude for foreign

language determined both the level of proficiency attained and

the rate at which the level was reached. Thus, the time needed

to attain a certain level was in effect a measure of aptitude for

the task. But, time needed was modified by the quality of
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instruction and by the ability to benefit from or understand the

instruction. The time spent in learning was dependent upon the

amount of time the student was willing to spend (perseverance)

and the amount of time allocated to the task (the opportunity for

learning).

Combining thtese elements, Carroll derived a mode. (see Figure

1) in which the degree of learning was determined by the ratio of

the time needed to the time spent. In turn, the quality of

instruction and student aptitude affected the time needeAV'while
A

the time spent-was influenced by the time allocated and tx moti-

vation of the student.

FIGURE 1 ABOUT HERE

Carroll's model bcates that learning is jointly determined by

time spent and by time needed. Although this model has been very

influential in focusing attention in empirical studies on the use

of time, most assessments of the effects of rime have not exa.-

mined time use in terms of the twin components of time needed Etrid

time spent. Instead, most studieg have focused either on docu-

menting the sources of variation in learning time or in simply

documenting the existence of a positive correlation-between time
a

spent'and learning. The empirical-workis only loosely connected

to the theoretic-it endeavors, thin, by a common concern with the

importance of time spent.
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In the next pages, a review of thes,2 empirical time studies is

presented, concentrating''on two issues: the sources of variation

in learning time and the effects of learning ti.ae on achievement.

Following this review, a discussion of possible'future research

directions,for studies of time and learning is undertaken. This

discussion emphasizes the need to incorporate both measures of

time needed and time spent in future research.

SOURCES OF LEARNING TIME

The amount of time a stedent is actively engaged with instruc-

\
tion is the re ult of a complex chain of legal, institutional and

individual desions. Figure 2 suggests how scheduling decisions

may be modified by a variety of factors, reducing the Amount of

allocated time to the amount act,2111y used for instruction. The

next paragraphs describe the range ):1, varlItion in scheduled time

and the manner.in which particulr fLctor, redce this time to

the time actually available for instrLation.

FIGURE 2 ABOUT HEkE

Scheduled and Actual Days er School Year

State laws prescribe the number of school days per year.. The

days ,scheduled per school

/

year are fairly uniform across states,

4with a range of 175 to 1 days and an average of about 179 days.

This scheduled number ofj days per year is reduced by student

absence, teacher 4trikes, school closings due to fuel shortages,

financial difficulties, or inclement weather.
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Student absenteeism id a major factor reducing the scheduled

schdol term. The extent of student absence varies by the age and

sex of the student (Levanto, 1973), by the location of the school

(Statistics of State School Systems, 1978), by the size of the

school (Lindsay, 1982) and by the grade organization of the

school (e.g. middle schools vs. junior high schools, see Slavin

and Karweit, 1982). For most urban school districts, student

absenteeism has been and continues to be a major 'educational'dis-

ruption. . In many urban secondary schools, more students may be

absent than present on a given day (Karweit, 1973), For example,

in Baltimore in 1973-1974, over one-third of the students were

absent forty or more days. This high absenteeism creates serious

problems for instructional time use. In addition to the obvious

fact that absent students are not exposed to school instruction,

there is the secondary consequence of their absence on the

instructional time of their'classmates ts teachers must take time

to reintegrate the absent students into the classroom.

another way that the school term is shortened is by teacher

strikes.and by school closings due to financial or energy crises.

Specific school systems appear to have a, history of work stop-

pages. For example, Philadelphia has had three teacher strikes

from 1973 to 1980, one lasting 51 days, one six days, and one 22

days. Other large city systems have been similarly embroilecria

teacher strikes or in financial crises necessitating early school

closings. The loss of school days ,:iue to'strikea, financial dif-

ficulties and high stwdent absence are often combined in urban
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school settings and produce, on the average, markedly different

amounts of exposure to instruction for these students. However,

no syematic evidence --concerning the-severity of this loss for

urban schools or any other school system has been documented.

Scheduled and Actual Instructional Time Per Subject

Length of School Day

Given that school is in session, and that a student is in

attendance, the next major determiner of learning time is the

number of hours in each school day. The minimum length of the

school day is prescribed by state law. Deviations from that

minimum occur in response to community or other needs. For exam-

ple, double shifts may be instituted as a response to overcrowd-

ing, shortening the school day. The school day may also be unof-
_

ficially lengthened for some students by the provision of

after-school day care which has an academic focus, after-school

tutoring programs, summer schools and the like.

There is little detailed description of the present variation

in the length of the school day. An earlier study by Reuter

(1963) documents that the length of the elementary school day

varied from four to six hours. More recent estimates fix the

elementary school day as lasting closer to six hours, depending

upon the grade level. For example, the Beginning Teacher Evalua-

tion Study, or BTES (Fisher, Dishaw and Marliave, 1978) indicates

that second graders are in school for about five and one-half

hours while fifth graders are in school six hours. High school
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and junior high schools have somewhat longer school days, 'but

again the data on the length of the school day is surprisingly

limited.

Scheduled Time for Instruction

The amount of time school is in session and the attendance of

the students set the maximum amount of possible instructional

time a student can receive. Within this maximum, the scheduling

practices of schools and classrooms appear to differ, with no

precise amount of time set aside for instructional and nom-in-

structional activities. One recent study of elementary time use

(BTES) suggests that of the typical six-hour school day, four

hours are scheduled for instruction With the remaining time sche-

duled for lunch, recess, breaks and non-instructional activities.

Of the four hours scheduled for instruction, three are typically.

scheduled for academic activities while the remaining hour is

used for art, music and physical education (Rosenshine, 1980).

The amount of time devoted to a particular topic also varies

as classroom teachers have considerabLe autonomy to decide what

topics and subjects to emphasize.(Smith, 1977). For example,

within one school in Maryland, the time allocated to mathematics

instruction ranged from two hours and fifty minutes per week in

one classroom to five hours and fifty-five minutes per week in

another. Over 'a year's time, this weekly time difference means

that some students receive over 100 hours more math instruction

than their schoolmates (Karweit and Slavin, 1981).
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Within the scheduled time, the curriculum is certainly not

standard. The BTES study (Cahen and Fisher, 1978) for example,

documents up to. seven fold differences in time allocation to spe-

cific content areas. Such differences could arise because the

students already knew the material, because students were not

prepared for it, or because the teacher thought it non-'essential.

Thus, the content of the curriculum.may vary substantially from

plce to place, depending on individual teachers' perceptions of

what is important to teach (Smith, 1977).

In secondary schools, there is considerable latitude in what

courses must be taken to receive a secondary school diploma.

Obviously, curricular track placement affects the choice of

courses but within each track there is still appreciable varia-

tion in formal and informal requirements for high school gradua-

tion. For example, a college preparatory program in one school

may require two years of foreign language; in another school it

may require none. For a particular student, the requirements of

the college that he or s e hopes to attend may be the most impor-

tant determinant of what courses are taken.

.Actual. Time Available per Subject

The length of the school day and the length of time to be

scheduled for instructional and non-instructional activities com-

prise the broad framework for decisions concerning daily time use

in classrooms. These scheduled times represent the maximum

amount of in school time for instruction. Several factors affect
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how much of this scheduled time is actually used for instruction.

First, the time scheduled for instruction may be used for another

purpose, such as a field trip, standardized testing and special

school assemblies. Second, .the time scheduled may be routinely

reduced by late starts or early endings. For example, in one math

class in a Maryland school which was scheduled for the hour

before lunch, the first ten minutes were typically used to col

lect lunch money while the last ten wele used to line the stu

dents up for lunch. Third, the manner in which classes are sche

duled for instruction may reduce the amount of scheduled time.

In particular, the change in recent years in elementary schools

from a selfcontained classroom structure to a departmentalized

structure reduces the amount of time available for instructiOn

because it takes time to move students, especially young stu

dents, from one part of the school to another. These transition

times typically come out of time once reserved for instruction.

Available Minutes and Time Used for Instruction

Once instruction is underway, the actual minutes that instruc

%

tion is delivered depends upon how the classroom is organized for

instruction, including the grouping practices, the instructional

strategies, the size and ability distribution of the class and

other factdrs such as the number and lengt.h of interruptions and

the teacher's skill as a classroom manager. To illustrate how

these factors may work together to determine the amount of

instructional time to which a student is exposed, we present
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hypothetical time usages for a classroom using whole group and

sub groups or instruction ( see'Figure 3).

FIGURE 3 ABOUT EERE

During whole class instruction, non-instructional time is used

primarily to prepare students for the day's lesson, to handle

interruptions or disciplinary problems, and to prepare students

for the transition to the next activity. The use of subgroups

entails a somewhat different use of time as procedural time must

be used to regroup students and for the teacher to switch across

groups.

This example points out how grouping practices affect the use

oftinstructional time. This example also raises the question,

which is considered in more detail later in this paper, of how

time use may provide insights into understanding the effective-

ness of various instructional strategies. As will be discussed

subsequently, knowledge about the appropriateness of the time use

as well as the duration of time is needed to inform this discuss-

sion.

Studies of the amount of instructional time used suggest 'that

instruction may oocupy at most 60 percent of the school day.
`.1

Conant (1973) suggests that about 92 of the 300 minutes per

school day were actually used for instruction. Park (1976) docu-

ments that somewhere between 21 to 69 percent oI the school day

was use& for instruction in the classes he observed.
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Cusick (1973) found that over 200 minutes of the school day in

one high school were spent on procedural or maintenance tasks.

Summarizing the dearth of academic activity, Cusick states that

"the time spent actively engaged with some tea-cher over a matter

of cognitive importance may not exceed twenty minutes a period

for five periods a day. This is a high estimate. I would say

that if an average student spent an'hour to one- and-a-half hours

involved on subject matter7-that was a good day" (Cusick,

1973:56).

Frederick (1977) documents that interruptions, procedural

activities and other non-academic matters are extremely time con-

suming within the classroom. He points out that low achieving

classes are more likely than high achieving classes to be

involved in these non-academic uses of time.

Instructional Time and Student'Engagement

Student On-Task Behavior

Given that instruction is actually taking place, the final

determinant of learning time is the amount of time a student pays

attention. Interest in student attention dates back at least to

the studies of classroom and teacher efficiency in the 1920's.

These early attention studies used group attention scores,

obtained by watching the eye involvement of the stu62nt with the

teacher, and were intended to rate teacher effectiveness. Shan-
()

non (1941) questioned this teihnique and conducted an experiment

to test the fallibilty of the connection between attention and

1 0
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learning. An unfamiliar story was read to the class and atten-

tion was observed at the exact time that key ideas were pre-

sented. Examining the correlation between answers on multiple

choice items designed to test these key-ideas and attention dur-

ing presentation, Shannon concluded that group attention scores

were not valid indices of student learning or teacher effective-

ness.

One reason for this may simply be that eye involvement of the

student may be a misleading indicator of actual involvement.

Students can have their eyes on the teacher and still not be pay-

ing attention. Overt measures of student attention made by beha-

vioral observers cannot readily distinguish between this situa-

tion and the one in which the student is actually learning

something. Covert measures at specific critical junctures, which

ask.the student to recall what the lesson was about (such as sti-

mulated recall techniques) get around this problem. Anderson

(1973) compared the estimates of on-taskness obtained with overt

and covert measures and found a reasonable correspondance between

the two. However, Anderson notes that the correspondence was

influenced by the mode of instruction--agreement was highest dur-

ing teacher lecture and lowest during seatwork.

Variations in On-Task Behavior
-

Several recent obs-ervational studies suggest that students pay

attention to instructional activities about seventy to seventy-

five percent of the time. ETES observers coded whether a student
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was on or off task during instruction and obtained on-task behav-

ior estimates of .70 and .7.3 for grade 2 Mathematics and reading

respectively and .73 and .75 for grade 5 mathelnatics and reading.

Similarly, Karweit and Slavin (1981) report engagement rates of

.78 during mathematics instruction for both their grade 2 'and

grade 5 samples. Good and Beckerman (1978) found rates between

.66 and .78.

Variations in the amount of time-on-task occur across days,

across students, and across classrooms. The critical question

is--how much of the variation in on-task behavior is due to dif-

ferences between students, differences between classroom prac-

tices or due to day-to-day fluctuations? Surprisingly little

evidence exists on this important topic, probably because of the .

shortage of adequate data with which to addres$ the issue. The

BTES data, which include multiple observations of a sizable num-

ber of classrooms and students on multiple occassions, could be

used to determine the relative impact of day, student, and class-

room factors, but such analyses.to our knowledge have not yet

been undertaken.

Student-tm-Student Variation

Students differ in the amdunt of time that they spend engaged

in learning. We know little about individual characteristics

related to high or low on-task behaviors, except for the influ-

ence of aptitude and sex of student. A positive association be-

tween intelligence or ability and on-task behavior has been docu-

4A,
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mented many times .(e.g. Lahaderne, 1967). Other studies have

shown a positive correlation'between pre-test score (e.g. Karweit

and Slavin, 1981) and on-task behavior, which suggests the con-
)

nection between on-task behavior and aptitude. In elementary

schools, at least, girls have been found to be on-task more than

boys. The scarcity of information about the relationship of

individual factors to attention may simply:reflect the view that

the most important sources of student engagement are located

elsewhere---such as in classroom organizational arrangements and

teacher management practiees.

Day-to-Day Variation

In an observational study of fifth grade mathematics classes,

Karweit and Slavin (1981) found that students' time-on-task var-

ied markedly from d y to day. Some of this variation may be due/

to differences in classroom organization or content of instruc-

tion, but not all of it. Certain periods of the year, such as

before or after holidays, may ,show marked differences from other

times of the year. Students may be more distractible on days

when there is an important school event (for.example a school

assembly or spor"ts event). For older students, Mondays and Fri-

days may exhibit peculiar "warming and "winding down" pat-

terns, as do adult work "weeks. Although this variation may be

simply treated statistically as random noise, it is an important

consideration for the sampling scheme used in observational stu-

dies (see Karweit and Slavin, 1982). For exaMple, not all obser-

4
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vations should be conducted on the same weekday because it is

likely that day of the week contributes to the variation in

engagement.

Classroom-to-Classroom Variation

The BTES study (Fisher et al, 1980) documents that some

classes show average attentiveness rates of 50 percent while oth-

ers have averages as high as 90 percent. TeAcher managerial com-

petencies, the composition of the classroom and mode of instruc-

tion are some classroom factors affecting variations in on-task

behavior. Because the mode of instruction is a manipulable fea-

ture of classroom orzanization, the differences in on-task behav-

ior here are especially noteworthy. Rosenshine, also using the

BTES data, found that engagement was 70 percent during unsuper-

vised seatwork and 84 percent during teacher-led discussion.

These differences are of some consequence because most of the

time (about 70 percent) in elementary classrooms is spent doing

seatwork. This large amount of .seatwork is necessitated, at

least in part by grouping practices in which the teacher works

with a subgroup while other students work independently. These

findings have beer interpreted to mean that whole group instruc-

tion is preferable to subgroup group instruction. But whether

whole or small group instruction is better depends upon whether

the losses in time through grouping are made up for by qualita-

tive differences in instruction. If the activities undertaken

during seatwork are trivial or inappropriate, and if instruction

in a smaller group is no better than instruction in a larger
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group, then grouping probably has negative results. On the other

hand, if grouping permits a better.match of pace of instruction

to student aptitudes and if seatwork is appropriately designed,

then there are probably benefits of grouping.

The Relative Impact of Days, Hours and Eagagement Rates on

Learning Time

As Figure 2 depicts, lelarning time results from the conversion

of the number of days allotted to the number of days attended,

from the reductiod of the length of the school day to the frac

tion of the day used for instruction, and from the shrinkage of

allocdted instructional time in a subject,to the time engaged in

learning. Each of these conversions reduces learning time 'appre
,.

ciably. Because discussions of engagement with learning focus on

the individual student, it sometimes inappropria-..ely appears that

the major source of variation in engagement is the individual

student. However, student engagement is the final point in a

long chain of educational events which produce variation in

learning time. Figure 4 illustrates how variations in the amount

of specific time factors affect the amount of learning time avai

lable.

Assuming that a school day of six hours was held for 180 days,

the maximum amount of instructional time would be 1,080 hours.

In the second column of Figure this figure is reduced by

ttendance of 140 days (top) and 170 days (bottom), yielding 840

hours and 1020 hours respectively. Next, the time is reduced by
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the noninstructional uses of school time, including scheduling

of'other events, interruptions, and any other practice which

reduces time available, either intended or not. Using estimates

of instructional time of 3 and 4 hours of the sixqbnd attendance

of 140 and 170 days, produces a range of instructional hours from

420 to 680 per year. Finally, to see the effect of engagement

with.learning on the number of hours of instruction, we set the

engagement rate et) be .75 and .90. These engagement rates pro

duce a range of le4fttning time from a ldw of 310 to a high of 612

hours per year. The last column indicates the fraction of the

total time represented by ontask time. f

FIGURE 4 Ap0OUT HERE

This conversion exercise emphasizes the multiplicity of fac

tors that produce student learning time. In miny respects, stu

dent timeontaEk, despite ouT present focus on it, may be the

least interesting policy variable of the lot. Many factors which

affect a student's engagement with learning--such as sex, apti

tude, and interest in the subject--are either not possible to

change or are difficult to change. Moreover, instructional prac

tices, organiTAtional arrangements and student absenteeism are

shown to have quite sizable influences on the amount of learning

time available.
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STUDIES 'OF TIRE AND LEARNING

Although engagement time or time-on-task may not be the onky

time-variable of interest, mbst rece.nt studies of time and learn-

ing have focused exclusively on engaged time. In part, this

interest in student engagement reflects an awareness of the dif-

fitulties inherent in detecting effects for such global time mea-

sures as days in the school year and hours in the school day. It
P

also reflects a very strong convictiofi that the amount of time

actively engaged with learning must be an important predictor of
.24

the amount of learning which occurs. For example, Harnischfeger

and Wiley state "it is inconceivable that more schooling, other

relevant variables being considered, will, not produce more learn-

ing" (Harnischfeger and Wiley, 1976, P. 18). For many, the evi-

dence linking time-on-task.to achievement is a closed issue.

Thus, Borg's review of the Beginning Teacher Evaluation Survey

(BTES) study concludes "There can hardly be any doubt, however,

\ that a significant effect is present." Similarly, Sirotnik

(1982) examined teacher practices that promoted high time-on-task

and asserted that "..:the link-up between achievement outcomes

and quantity of instruction will not be investigated here; it has

already been documented elsewhere." Perhaps Brophy best summar-

izes the acceptance of this fact and the impatience to move on to

new research endeavors as he urges us to "move beyond the now
.

well established relation between time-on-task/student engage-

ment/teacher management skills and student learning...at this

point we no longer need to replicate these findings; instead we

need to go beyond them in order to observe other relations."

9-
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Frederick and Walberg,

reviewing the existing studies of time and learning suggest a

rather temperate view of the importance of time: "time devoted

to school learning appears to be a modest predictor of achieve-

mewt." Kepler, evaluating the utility of the influential BTES

study, suggests that because of "the limited vision inherent in

the study and the inconclusive nature of the findings, a legiti-

mate response would be to postpone discussion until further

research is completed" (Time to Learn, p. 153). Earlier studies

suggested that the time and learning linkage was conditional

(Busen, 1971) or questionned the magnitude of the importance of

time factors (Karweit, 1976).

Thus, although there is considerable evidence and support

favtoring the view of the importance of time-on-task, there is

enough reasonable doubt about the generalizability of these stu-
c,

dies and the magnitude of the effects to warrant a carefUl review

of the evidence and an evalution of the methodology that produced

it. This is the purpose of the next section.

--,

The Beginning Teacher Evaluation Study (BTES)

The Beginning Teacher Evaluation Study (BTES) is probably the

most widely known study to examine the effects of time on learn-

ing. Because of the importance of this study and its findings,

we will address this study first and in some detail. Details of

the original statistical analyses are not presented in the usu-

ally referenced summary repOrt (Time to Learn), we therefore pro-

vide these details in tables 1-4 in Appendix A.

2u
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During the six-year project, four separate samples were stu-

died (known as Phase II, Phase III-A, Phase III-A Continuation

and Phase III-B). The last of these field studies is the one to

be considered here., From a set of volunteer teachers, classrooms

yere selected which fell into the 30th to 60th percentile range

on read,ing and mathematics tests that were designed specifically

for this study. Within these classrooms, six students (three

males, three females) were selected fdr observation, producing a

final sample of 139 second-grade students in 25 classrooms and

122 fifth-grade students in 21 classrooms. Achievement data were

collected in October 1976, December 1976, May 1977, and Sepvember

1977. The inter-t3st period, October to December, is referred to"

as the A-B period. From December to May is referred to as the

B-C period. The results from the B-C period are of primary

interest here. During this,seventeen-week period, time allocated

to reading and mathematics instruction was documented in teach-

ers logs. Specific content categories within subject matters

were coded (e.g. mathematics speed test, decoding consonant

blends). The teachers recorded the allocated time per content

and per student for each school day during the 85-day inter-test

period.

Observations of selected students within classrooms took place

for a complete day. In most instances; each classroom was

observed Ahput 15 times. Targeted students were observed once

every four minutes to gauge the activity, the content area, 'the

student's engagement, and fevel of success.
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The obtained engagement rate and succeas rates are global mea

sures of student engagement during reading and language arts or

mathematics and not during specific subcontents. Thus, engage

ment rate and percent easy and hard are the same within each

grade x subject quadrant for a particular student.

The post and pretests were designed especially for this study

to test what wes taught during the interlest period. The allo

cated minutescare the number of minutes,, from teachers' logs,

that instruction occurred in the particular subtests. To covert

these minutes into the number of minutes per day it is necessary

divide by the number of data days in the study. Although

there were 85 possible data days during the BC period, the

actual number of days with data in appreciably smaller. For

grade 2 reading, there were 71.5 data days, fol. grade 2 mathemat

ics there were 656, for grade 5 reading there were 55.7 data

days, and for grade 5 mathematics there were 52.8 data days.

This loss of days came about either because scheduled instruction

did not take place due to field trips or other events, or because

-

observation did not take place.

The major findings of the-BTES study which are of interest

here are:

1) The amount of time that teachers allocate to
instruction in a particular content area is posi
tively associated with student learning in that con
tent area.

2) The proportion of allocated time that students are
engaged is positively associated with learning.
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3) The proportion of time that reading or mathematics
tasks are performed with high success is positively
associated with student learning.

(Fisher, et al., 1980, p. 15).

Separate regression analyses for grades 2 and 5 for reading/

language arts and mathematics were carried out, with the indivi-

dual as the unit of anlaysis. .ALT (Academic Learding Time) was

entered into the regression as four separate variablesallocated

time, engaged rate, percent of low-difficulty questions, and per-

cent of high-difficulty questions. Then the contribution, unique

and residual, to R square was compared to a regression predicting

posttest by pretest alone.<1> Separate analyses were carried out

for each grade for each sub-test using matched pre-test, time,

and post-test measures or 29 different regressions (see Table

2.6, pp. 70 and 71 in Time to Learn). Borg, summarizing the B-C

period results, indicates that 41 or 35 percent of the ALT varia-

bles were significant. The residual variances for the equation

ranged from .03 to .21 (average .12) for grade 2 reading and from

.01 to .22 (average .08) for grade 2 mathematics. For grade 5

reading, the residuals ranged from .05 to .21 (average .13) and

from .01 to .30 (average .11) for grade 5 mathematics.

<1> The calculations for unique, and residual variance are
detailed below. Given two regression models:

(1) POST a+bl(pre)
(2) POST a+bl(pre)+k2(alloc)+b3(rate)4b4(low)+b5(high)

The difference between the r squared of these two models
is the unique contribution to variance accounted for by ALT--al-
located time, engaged rate, low and high error rate. This unique
contribution divided by the proportion of variance unaccounted
.for by the pretest'score is the residual variance. The residual
variance thus indicates how much of the remaining variance was
accounted for by the ALT variables.



PAGE 25

Primarily on the basis of these residual variances, we are

told that "a major, finding of the itudy is that increases in Aca-

demic Learning Time are associated with increases in student

achievement" (Fisher et al.).

Another way to assess the significance of the ALT effects is

to take specific goals of improvement for achievement and ask

what amount of allocated time would be required to produce these

results. Assume that we wanted to increase the posttest score by

quarter of a standard deviation unit. To provide some concrete

meaning to this example, this increase would correspond to about

25 points on the SAT teat. How much extra time would have to be

allocated to achieve these results? Consider the results for

reading comprehension in grade 2 as an example. Based on the

regression.weights computed in the BTES (see table 1 in Appendix .

for details and notes to table for exact comp,utational proce-

dures), an additional 60 Minutes per day in time allocated to

reading Comprehension alone would be needed to increase scores in

this area by .25 standard deviations.

Determining the amount of additional time needed to make not-

iceable changes adds important information not suggested by the

presentation of residual variances alone. It suggests that al-

though results are statistically significant dramatic changes

would be required to increase achievement by a quarter of a stan-

dard deviation. Of course, the BTES results are directed toward

the collectivity ALT, which includes engagement rate and success

3t)
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rates. Suitable manipulation of the regressions could be carried

out to suggest how simultaneous changes in all these variables

would affect achievement.

These effects for time are likely to be overestimates, for

several reasons. As noted earlier, because pre-achievement,

engagement; and post-achievement are all highly córrelated, cont-

rolling for pre-achievement is critical to remove ability effects

from the correlation between engagement and post-achievement.

However, partialling out the effect of a third variable from the

correlation between two other variables does not completely

remome the- effect of the third variable when the intercorrela-

tions are high and the reliability of the control variable is

less than perfect (see Lord, 1960). In other words,'because stu-

dents who tend to be highly engaged are usually significantly

higher in ability than minimally engaged classmates., controlling

for ability will only partially remove ability effects from the

engagement/post achievement correlation. In fact, the use in the

BTES of sh-ort, criterion-referenced pretests as control variables

may exacerbate this problem, as such scales would likely to be

less reliable than longer norm-referenced measures, such as IQ or

standardized test scores. Further, use of rpercent easy" and

"percent hard" as part of ALT almost certainly inflates the

uncontrolled effect of student ability on student achievement.

Because these measures are derived from student responses to

questions, more able students will obviously answer correctly

more often than less able students.
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The problem of under-controlling for'prior achievement would

be largely solved by analysis of class means rather than indivi-

dual scores on all variables. Use of class means would focus the

analysis on classroom practices rather thiln on student-to-student

ability differences. "Percent easy" and "Percent hard" for the

whole class might be influenced by the overall class ability

level, but less so than individual students "percent of correct

answers" would be influenced by their owm abilities. Class-level

adalyses were conducted in the BTES (Fisher, Dishaw and Marliave,

1980), and in fact show even less consistent or strong effects

for time.

From our vantage point, the most interesting finding of the

BTES is that the connection between time and learning is as small

as it i . given the carefulness' of the study design and execu-

tion, it seems unlikely that measurement difficulties or problems

wi'th implementation of the study are totally responsible for the

minimal effects detected. Basically, we argue that the BTES did

not detext stronger effects for time measures on ,student achieve-

ment because the effects themselves are weak, not because of

methodological or statistical artifacts.

Other Studies of Time and Learning

Of course, the BTES is not the only study that purports to

show that time-on-task is related to student learning, net of

ability. The following section discusses several'other time stu-

dies, in chronological order. Consult Table 5 in Appendix.A for

summaries of these studies.
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Edminston and Rhoades' (1959) study, although not intended to

addr( the issue of how pupil attention affects achievement, has

often been cited to indicate the positive effects of time on

achievement (see Bloom, 1964). They report the,correlation bet-

ween CAT general achievement and attention to be .58. Because

this study did not control for ability or intelligence, partial

correlations with this entering level controlled are not availa-

ble. As an exercise, we assumed a hypothetical pre-test was given

which correlated .7 with the post-test and .46 'with attention.

These values are typical corrA.ations, observed in other studies.

With these zero-order correlations, the partial correlation bet-

ween post-test and attention becomes .40. Looking at the 'results

. in terms of the amount of variance accounted for by the attention

variable indicates that attention accounts for about 1 percent of

the residual variance. We cast Edminston and Rhoades study in

this framework to show that the presentation of the zero-order

correlation of attention and achievement is deceptive, for it

implies a more important effect than is indicated either by the

partial or by the increment to R square.

Lahaderne (1967) examined the effect of student attention on

sixth grade reading and arithmetic achievement, controlling for

IQ. Attention was measured by observer rating over a three-mOnth

inter-test period. The partial correlations between attention and

post-test score, controlling for IQ, were significant in three of

the eight subtests, with a range of .26 to .31. How important

are these effects in terms of variance accounted for? This det-
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ermination requires making some assumptions about the zero-order

correlations between IQ and post-test score, which Lahaderne does

not report. She does, however, report the other correlations

between attention, post-test score and IQ. Using the reported

correlations, and the reported partials, we determined what the

unreported correlations must have been. This estimated correla-

tion matrix was then used to determine the unique and residual

variance accounted for .by the attention measures. ,The unique

contributions hover around .04, with a maximal residual variance

accounted for of .08. Lahaderne's study is often cited as indi-

cating the importance of time-on-task. In actUality, the par-

tials were significant in three of eight cases examined and

accounted for at most a residual variance of .08 and unique of

.04 in the three cases.

Cobb's (1972) study, which examined the relationship between

concurrent achieVement and attention measures, is also frequently

cited. The attentiveness of 103 students in five fourth-grade

classrooms was observed. The correlations between attention and

achievement were reported to be,.44 (reading) and .25 (arith-

metic). To assess what the partial correlations might have been

had an IQ or pretest been giVen, we set the correlation between

this hypothetical covariate and achievement to be .7 and the cor-

relation between the covariate and attention to be .20. Using

this derived correlation matrix, partial correlations for reading

and arithmetic of .43 and .16 were obtained. These partials pro-

bably represent maximal effects, given.the rather low estimate of
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the correlation between attention and pretest used. The unique

amount of variance accounted for'by the time measure was at most

two percent. The attention score accounted for about six i)ercent

of the residual variance.

Smith (1979) used dita from teachers' logs in a pretest, time,

posttest study of social studies achievement. The regressions

indicated that allocated time was not a significant factor in

post-test achieliement. We computed the partial coefficient bet-

ween allocated time and social studies achievement, with prior

ability controlled, to be .17. In terms of the unique and resi-
.

dual variance explained, allocated time accounts for 1 and 3 per-

cent respectively, hardly impressive indications of independent

effects of time.

The independent effect of fime-on-task on the achievement of

462 students in 23 classes was assessed in a study by Bell and

Davidson (1976). The achievement tests were teacher-made and

were specific to the content of instruction Bell and Davidson

used observational indices of time-on-task and additionally

employed measures of IQ as a control variable. Analyses were

carried out separately for the twenty-three classes. They report

the partials between time and achievement, controlling for IQ, in

each class. In only three of the twenty-three classes are these

partials significant. Using the correlations supplied in the

article and weighting these by the number of students in each

classroom, we derived a weighted correlation matrix across the

36
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From this correlation matrix, an average

partial correlation of .27 was obtained between posttest and

attention, controlling for IQ. In terms of variance explained,

the attention measure accounted for less than one percent of the

variance both it terms of unique and residual variance.

The studies of Everston, Emmer, and Clements (1980) provide

data on the importance of time-on-task for achievement for junior

high school students. Using content-specific English and math

tests and controlling for CAT scores, the partial correlation of

time-on-task and English score was computed to be .20, and was

.34 for mathematics. The unit of analysis here was the class

(n=150). The unique and residual variance accounted for by the

attention variable was less than one percent for both reading and

mathematics.

Karweit and Slavin (1981) report the effects of student

engaged time from a pretest-observation-posttest design where the

observation interval was,about three months. Six mixed second

and third grade classes and twelve mixed fourth and fifth grade

classes comprised the sample. Within each class, the attentive

behavior of six students was observed for a period of at least

ten consecutive school days.

n observation consisted of coding an activity, response to

the activity, and the content of instruction during repeated

thirty-second intervals. The activities included teacher lec-

ture, seatwork (with or without teacher involvement) and proce-
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dural activities. The coding scheme allowed multiple activities

to be defined in One time frame, so that different activities in

the classroom could be coded. For example, a group of students

could be working with the teacher, while another group could be

working independently on seatwork.

The response category was coded only during instruction.

Thus, if a student were engaged in a proce,dural task (such as

getting out a book or sharpening a pencir)jon- and off-task res-

ponses were not coded. Behavior was coded as off-task only when

the student was obviously not attending, e.g. whispering to

another student, engaging in horseplay, sleeping, etc. Content

of instruction was noted by referring to the page number in the

text or by recording a s,"mple of seatwork or boardwork. Achieve-

ment was measured by the mathematics subtest of the CTBS and by

chapter-specific tests. In r2gressions examining the effects of

engaged minutes, inconfAstenf results were obtained. Significant

engagement effects were found in grade 2/3 for (the standiirdized

tests, but not the chapter tests. Grade 4/5 had significant

effects for the chapter tests, but,not the standardized tests.

Translating the regression results into the time required to

increase achievement by .25 of a standard deviation indicates
0.

that a l0-minute increase in engaged minutes would be required

for grade.2/3. Recalling that stude'nts are on task about 70 per-

cent of the time, for this increase to occur, instructional time

would have to 'be increased from 46' to 65 minutes in thia case.
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ReThrasing the results of the study in this fashion suggests

how likely (or unlikely) it is that feasible alterations in

learning time can produce noticabfe/Tesults. Quite sizablg

changes in learning time would have to occur before having a

detectable effect on achievement.

Summariling the resdlts of theb,.., studies of time-on-task and

achievement, we found the engagement measures to be related to

achievement in the range of .25 to .58. Once initial abi1y was

controlled, the partial correlation between achievement and

eniagemeInt was found to lie in the range .09 to .43. In terms of

the proportion of variance explained, the engagement variables

were found to, explain between one and ten percent of the unique

variance in aChiewement outedmes.

Thus, looKitg at several studies of time-on-task and achieve-
1

ment, it is clear that the inconsistent Pfects of time variables

on achievement ',(net of ability) are not unique to the BTES, but

Are generally found in studies examing these variables.

'One might ask why it is worthwhile to quibble about effect

sizes and consistency of findings on a variable so obviously

positive and benign in its effects ot student achievement as

time-on-task. We would note that very few negative effects of

time-on-task on achfeVement are found, and we would agree that it

would probably be ihelpful (vand certainly not harmful) to encour-

A : 1
age teachers. tb\ml isaLze time 'wasted and to try to increase stu-

dent engagement. owever, s researchers attempting to discover
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the critical elements of classrclom practice, we must be clear

about where the stroilg effects really lie. For a theory of

classroom organization, it is of considerable consequence that

time-on-tash is so weakly associated with learning after ability

is partialled out. We would argue that these findings point

toward an explanation of classroor, learning based more on accomc-

dating student diversity in readiness for instruction and rate of

learning and on quality of instruction than on the gross quantity

of instruction delivered to. or consumed by students. In other

words, if time-on7task is not a strong factor influencing

achievement, then we must consider how quality and level of

instruction might influence learning. This is elaborated upon in

the next eection.

CLASSROOM/SCHOOL ORGANIZATION

Grouping

A basic school organizational problem is how to organize group

instructi,on given students of differing backgrounds and ahilities

(Slavin, 1982). Procedures to cope with student diversity,

include assignment to classes on the basis of ability, grouping

within classes, and individualizing instruction. Any grouping

decision affects the distribution of teacher and student time.

These decisions determine the amount of time available for

instruction and the efficiency of the use of time during instruc-

tion. We do not supply a pcecise definition of efficiency, con-

ceptualizing it as the extent of the match between teacher and

student efforts, with a'good match implying high efficiency.
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0

Figure 5 suggests the nature of tme use under three different

forms of classroom grouping strategies --whale group, subgroup

and individualized. There are two portions to the time use con-

sideration: the amount of actual instructional time (deducting

classroom management activities) and the efficiency of that

instructional time use. The three methods are argued to differ

in both of these aspects of time use.

FIGURE 5 ABOUT HERE

For whole group instruction, 10 minutes is given as a typical

: amount of management time in an hour of instruction. This time

includes any disciplinary, managerial or other time not devoted

to instruction. While instruction is taking place (50 minutes),

assume that the teacher paces instruction so that the middle

ability students can comfortably keep up with the'lesson. The

efficiency of the time usewill be reduced because the pace of

instruction is 'too slow for the brighter students and too fast

for fhe slower 'students. Using a-hypothetical estimate, we set

the efficiency oe whole group instruction to be .5, implying

that, on average, instruction is appropriate half the time. Mul-

tiplying the efficiency by the number of minutes of instruction

'suggests that 25 minutes of effective instruction occurs within

the hour.

4



PAGE 36

When within-class ability groups are used, the teacher must

divide her time between (among) the various groups. While the

teacher is teaching one group, the other group(s) are typically

assigned seatwork. Classroom management, time is probably

i,ncreased as it takes additional time to form groups and to shift

attention among groups.

Because the instructional groups are smaller and probably have

a narrowev'range of abilities, the efficiency of the instruc-

tional time should be,greater than it is during whole-group

instruction. However, in terms of the total use of instructional

time, there may be little gain, given losses in efficiencies when

students work independently doing seatwork. Stu.dents tend to pay

less attention during seatwork and seatwork is Oten inappropri-

ately designed, either being too difficult or too easy or too

little or too much. Adsuming that the net efliciency is slightly

higher (.6), and that instruction takes place for 45 minutes, the

effective instructional time is very similar to that under whole

group' instruction (see middle part of Figure 5).

The bottom portion of Figure 5 sugsests how individualized

instruction might affect classroom time use. Although this form

of instruction takes more management time than either whole group

or subg.rouping, the effective instructional time is similar

because the presumed effic.iency of instruction is greater. The

instructional time is assumed to be more efficient both becasue

students can proceed at their own rate and because the level of

instruction is appropriate to their needs.
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This hypothetical example suggests why classroom studies need

to focus on mote than the sheer amount of instructional time.

The same amount of instructional time will have different learn-

ing results depending upon the efficiency of that time use.

Different amounts of instructional time can have comparable

learning results depending upon the efficiency of the time use.

The oVerall effect of any instructional technique depends upon

the outcome of the trade-off between quantitative losses (e.g.,

increased procedural or management time) necessary to implement

the technique and qualitative gains (e.g., greater efficiency of

instruction) from using the technique.

Diversity

The basic objeceive in grouping students within a classroom or

in assigning students to different classes on the basis of abil-

ity, is to reduce student diversity so that instruction can be,

made more appropriate. However,- on-going grouping practices are

not necessarily carried out to accomplish this &al. Hallinan

and Sorensen note that teachers divide the class into equal-sized

groups, irrespective of the ability distribution in the classroom

-

or of class-size. To maximize the appropriateness of instruction,

other grouping strategies which consider the diversity of the

group would probably be more effective. For example, one might

want to group the Very low ability students into a small group

while leaving the middle to high students in a larger group.

There may be negative, unwanted effects of drawing attention to

the poor performance of the low group, however.

4
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Reducing diversity within groups is important if subgrouping

is to have enough gains in efficiency to compensate for instruc-

tional time lost in managing grouping and seatwork. If within-

class groups are small and fairly homogeneous, instructional

efficiency is likely to be enhanced. The overall outcome of time

use, though, will depend upon the balance between the gains in

efficiencies and the losses in instructional time and efficien-

cies incurred because of seatwork.. Students often have a.lower

engagement rate during seatwork because they are not directly

involved with or supervised by the teaoher. Although seatworkl'is

probably not inherently a bad probedure, its present use has

many examples of pobr applications.

The extreme response to diversity is individualization in .

which each student, prOceeds at his or her own rate

through 1:elevant materials. Diversity of instructional groupings

is thus not a problem, although management of materials and sche-

dules is clearly problematic.

Curriculum

Studies of time use and its effects have paid little attention

to how the nature of the subject matter affects the efficiency of

instruction. Many features of the subject matter determine the

effect of time; for example, the BTES focused.on how the diffi-

culty of the task affected achievement. Cumulativeness, or the

. degree to which learning each skill or concept depends on mastery

of prior skills or concepts,affects time use. Subjects such as
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mathematics are more cumulative than subject's such as history.

The failure to master a previous task will be more detrimental in

°cumulative subjects (such as math) than in less cumulative sub-

jects (such as history). For example, a student who does not

khow how,to multiply by a single digit cannot.learn from instruc-

tion on two-digit multiplication, while a student who retained

nothing shout the American Revolution could profit from instruc-

tion on the Civil War. This effect of curriculum is reflected in

the student's learning rate. Figures 6 and 7 suggestshow incom-

plete learning at one time affects the learning 'rate for a cumu-

lative and less cumulative subject.

Ih Figure 6, a student experiencing difficulty ieeping up with

the class is learning a non-cumulative subject. The student'

success at learning what is taught during the interval t to t+1

does not depend directly upon what was learned in the previous

interval. Thus, the student's 'learning rate is unifor-T1 across

the instructional period. The student experiencing difficulty

might have a lower learning rate than other students, but could

learn each new concept equally, well (or poorly).

FIGURE 6 ABOUT HERE

In Figure 7, the student is learning a cumulative subject. What

is learned at one time is highly dependent upon what is mastered

preViously. In this cas,e, the incomplete learning at one inter-

val carries over to the next, reducing the learning rate at each
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succeeding interval. Thus, the learning rate for a student who

is experiencing difficulties declines over time, and at some

point the student may stop accumulating knowledge altogether (see

'the right hand panel of Figure 7, where the learning rate goes to

zero and the amount of learning stays the same).

Thus, a studen't's learning rate in a particular subject may

depend not just upon his attention level and effort, but on the

nature of the subject matter being studied as well. Ptudents may

therefore have different learning curves depending upon the

.nature'of the subject matter as well-,as th"eir aptitude for the

subject.

FIGURE 7'ABOUT HERE

Instructional Pace

The pace Of instruction is a primary element in understanding

classroom time use. Pace determines the mount of material that

can be covered in a given span of time. In addition, the pace of

instruction affects the appropriateness of instruction for a stu-

dent. If instructional pace is too fast, the learner will not be

able to master new material. Similarly, if the pace of instruc-

tion is too slow, the student will not learn at an optimal rate.

The mismatches between the paoe of instruction the student needs

and the pace of instruction delivered reduces the efficiency cf,

instruction.
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Figure 8 suggests how efficiency of instruction is affected by

student needs and inaf.ructional pace. Maximum efficiency occurs

when the pace of instruction is most appropriate-- when the stu-

dent's level of information about the subject, or ability to

understand the )ubject, is about where the teacher thinks it is.

When the student knows less than the teacher expects or when the

student knows more than the teacher expects, efficiency will be

reduced. In Figure 8, the x axis represents the difference bet-

ween what the student knows and what the teacher expects the stu-

dent to know,. The y axis represents stud.ent efficiency in learn-

,

ing, and is Maximized when teaching rate and student knowledge

level are matched, but is diminished on either. side of this

point.

FIGURE S ABOUT HERE

The nature of the curriculum also affects mismatches between

teacher pace and student ability to benefit from that pace. In a

less cumulative subject, such as history, knowing less than the

teacher expects will not have the,same cumulative impact as in a

subject such as math.

The primary determinants of instructional pace are.the amount

of time which can be allotted to instruction and the diversity of

the group to be instructed. Given that a specific amount of

material is to be covered in a certain time, a specific rate of
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instruction must be used. It is not clear if teachers make deci-

sions about coverage and pace and then allocate time or de.cide on

the time And then determine pace and coverage. Teachers' deci-

sions concerning instructional pace sre not well understood, but

the distribution of ability in the classroom apparently condi-

tions how teachers pace instruction. Dahllof (1971) concludes

that teachers pace their dnstruction so that the bottom quarter

of the ability distribution will not be lost. This pacing level

implies that efficiency of instruction is.very much reduced dur-

ing whole group instruction for the more able students. Barr's

(1975) study confirms that the pace of instruction differs in

whole group and small group instruction and that more able stu-

dents perform better when instruction is delivered in.-homageneous

subgroups, so that a More rapid pace of instruction can be used.

This discussion hints at the difficulties in Offering gross

amounts of instructional time as an explanation of learning dif-

ferences. Unless the necessary classroom conditions which influ-

ence the effect of time on learning are also considered, it is

impossible to distinguish between instruction which is needed,

instruction which is not needed, instruction which is irrelevant

and instruction which is appropriate. 'Paying perfect attention

to a poorly organized or incorrect exposition on a topic obvi-'

ously does not affect learning the same way ns paying attention

to an excellent appropriate lecture. Learning depends upon both

student attention and appropriate instruction. These two ele-.

ments--attention and appropriate instruction--depend upon pacing,

grouping, diversity and the nature of curricular materials.

4
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This'view of classroom learning suggests some shortcomings of

our usual approach to thinking about instructional time and

organizational arrangements. First, the usual models do not cap-

ture the interactive nature of teacher and learner pursuits. For

example, in studies of classroom time use, teacher pursuits are

seen to affect student activities but not vice versa. Second,

the interactive nature of learning which we are suggesting

implies that the factors affecting learning vary in time and thst

these variations are important for understanding the classroom

instructional process. The next section discusses the dynamic

and interactivs nature of classroom learning in greater detail.

A DYNAMIC VIEW OF LEARNING IN CLASSROOMS

A dynamic view of learning in classrooms assumes that the fac-'

tors affecting classroom learning vary in time and that on-going

events in the xlassroom affect this variation. The learning rate

of an individual student, the pr.imary determiner of amount

learned, varies during any lesson, depending on the attentiveness

of the learner and the appropriateness of instruction for the

learner. We can depict the attentive behavior of a itudent as in

the top portion of Figure 9.

FIGURE 9 ABOUT HERE

The learner may drift in and out of attention depending upon

interest in the subject, distractions which are present, and

whether he or she needs to pay attention. Similarly, instruction

4u
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may vary in terms of its appropriateness or inappropriateness

depending upon whether the learner knows the subject matter,

whether instruction is too fast or too slow, and whether the les-

son is poorly org*anized . (See the middle portion of Figure 9.)

The basic assumption about classroom learning made here is simply

that learning occurs when the student is attending to appropriate

instruction. Engagement and appropriate instruction must simul-

taneously occur before'learning can take place. In Figure 9

(bottom portion) we display "learning time", or the times when

ittention and the appropriate level of instruction coincide. The

fact that learning depends upon the joint occurrence of engage-

ment and needed instruction means that to understand the effect

of attention, or of appropriateness, their simultaneity must be

considered.

Student attention and the quality of instruction will vary

during any instructional session due io both their mutual depen-

dence upon one another and their depend6nce upon other instruc-

tional and classrOom organizational variables. Instructional

pace, for example, is likely to vary within an instructional,.

group- and across instructional groups. Teacher decisions regard-

ing instructional pace are likely to be adjusted as the teacher

perceives how well or poorly the class is receiving instruction.

Inattention to the lesson is probably one key way that the

teacher determines that an alteration in the pace or the topic of

instruction is needed. In this way, attention is both a conse-

quence and a determiner of instructional pace. Other elements of
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classroom instruction, such as when to'time a transition to a new

topic or when to take a break , are no doubt cued by the atten

tive level of the students. Thus, instructional decisions by the

teacher are influenced by ongoing classroom uses of time and

vice versa.

Teaching and learning are simultaneously determiLe.d. A major

difficulty with present studies of time use is the failure to

appreciate the significance of this simultaneity for understand

ing claS'srooms. Although models of learning in classrooms point

to the centrality of teacher pursuits and learner activities,

they do not point to their mutuality of definition. For example,

in the BTES model, teacher activities determine student activi

ties, but not the other way around. Similarly, in the..WileyHar

nischfeger model, teacher activities determine pupil pursuits,

but not the other way around. Because it is this give and take

between teacher and students which. defines the character, cli

mate, and_operation of the classroom, this interdependence is a

---

significant part of what makes a classroom tick. °We argue here
X

that it. is this mutuality of teaching and learning which must be

at the heart of any useful model of classroom instruction. Given

this focus, it is natural to ask, for example, how teacher deci

sions about time use, grouping practices, or pacing of instruc

tion get modified, abandoned, and realigned in the face of the

everyday business of instructing thirty or so students.

to our understanding of these myriad and c fusing details of

classroom life is an uncomplicated view that learning depends

Central
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upon attention to appropriate instruction. The maze of interac-

tions of students with each other, with their teacher and with

the curriculum, may become more understandable and more predicts-

ble if we wander through it yith a useful guide. Such a guide

must gconsiderably beyond our 1)resent concerns with sheer

amount"of instructional time The present paper is a beginning

attempt to describe some needed elements in future considerations

of time allocations and their effects on individual learners.

NiMMARY AND DISCUSSION

It is widely believed that recent studies of time and learning

have produced conclusive and appreciable effects for time on

learning. It is difficiAt to argue with this almost definitional'

assertion that more time produces more leaxning. Given the com-

monsense nature of the assertion, it perhaps is most surprising

that so much attention has been paid to it.

Nevertheless, the review conducted here concludes that, by a

variety of criteria for the importance of an effect, the most

astounding finding relating the effects of time-on-task to learn-

ing is that the effects are as small as they are.

Even had the effects been significant in every subtest across

all grades, the results could not be interpreted to mean that all

the variance accounted for could be actually manipulated were
P

time allocations 'changed. It is not clear how much of the varia-

tion in time-on-task is actually open to manipUlation. Stu'ents

r
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differ in their willingness and tendencies to siay on task. Some

of this variation can probably be altered, but certainly not all

of it can be. Similarly; teachers use time well or poorly. Some

- teaching practices may, us,e time more efficiently, but even with

. the same teaching techniques, some teachers will simply be more

efficient in their time use and more aware of what is going on in

their classrooms thari will other teachers. Thus, like student

variation in engaged time, teacher variation .;,ti the use of time

is not entirely dpen to manipulation.

Al.so, the sources of differences in time-on-task may not be

'4, uniform, making altenation of time-on-task a less general enter-,

prise than it first appears. The factors responsible for loss of

lealining time in one classroom may not be problematic in another

classroom. For example, Karweit and 81avin (1981) decompose the

number of scheduled minutes for classroom instruction into

minutes lost to instruction.and minutes used for instruction.

The sources of the lost minutes were shown to vary across the

classrooms studied, in some instances being heavily dependent on

the inattencion of ,the student, and in others being determined

more by intrusions into the sLhedule caused by late starts or

early closings.

Despite the weakness of these effects for time-on-task, the

emphasis on time has been fruitful. Several important findings

have emerged from these studies of time and learning; findings

which are likely to have genuine impadt on teaclling practice and

school organization in the future.

5 1.4
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The Non-avandard Nature of the School Curriculum

The topics which are covered and the emphases given chem are

apparently greatly determined by individual teacher preferences.

The BTES, for example, documented seven-fold differences in allo-

cation times to topics in the mathematics curriculum. Such dif-

ferences may reflect differences in needs of the students or may

simply reflect what the teacher thinks is important to be

learned. The experience of being a fifth-grade student is cer-

tainly not uniform. Although few would seriously consider iLsti-

tuting 7, national curriculum, schools and their teachers could

assess how time is -allocated to particular topics to see if, this

allocation is in line with their priorities. Because part of the

meaning of professionalism for teachers is probably rooted in

this sense of control over what is taught and how it is taught,

'this area is fraught with potential for conflict. Nonetheless,

an understanding of how such differences in time allotments arise

and an assessment of .whether these differences are intended or

a

are arbitrary is an important determination for schools and their

teachers.

The Non-Instructional Use of the School Day

a

A consistent finding emerging across die studies of time in

school is that a limited part of the school day is actually used

for instruction. Estimates differ, but studies basically indicate

that about half to sixty percent of the school day.is used for

instruction. No one wants to turn schools into humorless, time-
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driven factories where st.udents and teachers are.working cons

tantly. On th'e other hand, it isn't at all clear that a more

businesslike and serious approach to,the 'use of time would harm

the students' or the teachers' view of whx, they are in school in

the first place. Such a trivialtinnovation as making sure that

classroom imstruction isnot interrupted unless it is really

necessary, for example, may give teachers and ptudent,s alike a

sense of the importance of classroom time. Such a sense of seri

ousnèss of purpose is the first step toward a .recommitment to

public education. The introductim of new ways of organizing

elementary schools, such as departmentalization, sh-oul,d also be

looked at from the standpoint.of time. Do the gains from thig .

method of organization, compensate for the losses in potential

instructional time?

IPis highly likley that schools and .teachers are unaware of

how they dictually spend the school day. So mudh energy is devote'd

to surviiing through the day that little reflection can be made

on whether the day was, spent doing what wat planned or needed.

By simply making teachers more aware of how instructional time

gets eroded, they may be able to adjust their activites accord

ingly.

Instructional Practices Relate&Pto *Efficient Use of Time

One finding from the time st6dlies which is frequently dis

cussed is the lack of student attention when not directly inter

acting with the teacher. Seatwork is a necessary response to
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grouping practices in which the teacher spends some time in

direct involvement.with one group of students while other groups

are working independently. The fact that independent seatwork

has lower engagement rates has been offered, or implied, to just-

ify whole group instruction. We should be cautious about carry-
,;

ing this interpretation of low engagement during seatwork too

far. If seatwork is carefully designed and is appropriate tO the

level of the student, then grouping may be a more efficient

method than whole group instruction. Barr's (1975) study of .

grouping within the classroom suggests that grouping is superior

to whole group instruction, primarily because the pace of

instruction is more appropriate. The resolution of this issue

must take on a more serious discussion than a simple noting of

the fact that seatwork is often inappropriate and that students

.
ateend less during independent work than while the teacher is

directly involved with them. The issue needs to consider the

relative effectiveness of the two modes of instruction balanced

by the loss.es in quantity of instruction necessary to achieve the

effectivness. Moreover, justifications for one method over

another on the basis of present practice may be misleading.

Seatwork is not Intrinsically a bad alternative to listening

the teacher; it may simply be designed poorly at present. There

may be a place for independent work in which students leiirn to

benefit frOm and correct their own mistakes and to figure some-

thing out for themselves without being pointedly told. A careful

and sytematic examination of grouping practices, pacing differ-
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ences and student attention is needed to inform this basic ques

tion.
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Notes to Accompany Tables 1-4

The calculations of the amount of time needed to yield a .25

standard deviation increase in the dependent variable were

accomplished by setting the new level of the posttest score

to be the old posttest score plus one quarter of, its stan

datrd deviation. Using the regression results, the value for

allocated time needed to pr'oduce this posttest score was

found, assuming the relationships among the other variables

were to remain unchanged. The equivalent minutes per ,day is

given underneath the newly computed allocated times. These

were obtained by dividing the allocated minutes by the num

ber of data days in the BC period for that grade/subject.



Table 1

Regressions Analyzing the Combined Effects of ALT

Variables on Reading and Language Arts Achievement in Grade 2

BTES Survey B-C Period

Content Category

for Postachievement

Preachfevement and

Allocated Time

Post

X

s.d.

Intercept

Pre

Test

x

s.d. b

Alloc

Time

x

s.d. b

Engaged

Rate

x

s,d. b

Low

Error

x

s.d. b

High

Error

x

s.d. b

Variances

Pre Ach

Unique

Residual

Allocated

Time to

Produce

Post test + .25 scl

Total Comprehension 11.5 6.8 760.0 .74 .50 .02 .32 4220

(7.0) (6.3) (319.8), (.10) . (.18) (.03) .03 (F.0 M :)

3.57 .55 .0005 2.0 5.1 -10.0 .04

Decoding Blends and 24.7 18.9 351.0. .49 R43

Long Vowels (6.5) (8.8) (255.9) .09 (12 M,:)

6.33 .44 :0033 9.5 5.0 -31.7 .18

Decoding Variant 8.2 5.5 50.1 .12 267

Consonants (4.8) (5.5) (67.9) .11 (fi M

-.64 .22 .0056 4.7 7.9 -4.9 .12

Decoding Complex 9.5 6.2 394.9
.47 1166

Patterns: Spelling (5.0)

.-2.17

(4.7) (303.3)
.12 (16 'M

Time .58 .0017 5.1 7.6 -11.6 .22

Word Structures: 17.5 13.2 258.8 .49 843

Meaningful Units (5.0 (5:6) (184.5)
.01 (12 M D)

7.35 .0021 .0021 1.3 2.2 -4.4 .02

Word Structure: 5.4 3.0 68.5 .09 154

Syllables (2.8) (2.7) (81.51
.11 (2 X :)

. 1.85 .17 .0085 1.3 3.3 -9.0 .14

Total 90.7 61.9 4475.2 .68 10507

Reading (30.4) (32.1) (1056,8)
.05 (147 M 2)

18.00 .68 .0013 20.6 22.1 -87.3 .15



Tdble 2
0

Regressions Analyzing the Combined Effects of ALT

Variables on Mathematics Achievement in Grade 2

BTES Survey B-C Period

Content Category Pre Alloe Engaged Low High -Variances Allocated

tkor Postachievement Post Test Time Rate Error Error Pre Ach Time to

Preachievement and x Intercept x x x x . x Unique Produce

Allocated Time s.d. s.d b s.d. b s.d b s.d. b s.d b Residual Post test -1- .25 sd

,

Add an0Subtract:

No Regrouping

25.7

(6.7

15.70

18.3

(8.2)

.35

449.7

(276.3)

-.0005

.70

(.12)

1.7

.50

(.21)

5.4

.05

(.07

-1.9

.24

.04

.05

-2700

(-,41 M/D)

Add and Subtract:

Speeded Te'st

16.7

(6.9)

.13

11.5

(6.2)

.56

54.3

(70.2)

.0148 5.5 11.0 -0.9

.35

.14

.22

172

(3 M/D)

Add and Subtract:

With Regrouping

2.3

(7.5)

-5.10

s-0.3

(3.0)

.59

272.6

(270.0

.0010 6.6 '4.7 6.4

.06

.03

.03

2162

(33 M/D)

Computational

Trdnsfer

10.2

(5.6)

2.85

b.2

(4.9)

.59

401.6

(300.1)

.0014 0.3 5.6 1.3

.32

.04

.05

1441

(22 M/D)

Place Value and.

Numerals

13.0

(6.4)

8.84

7.8

(5.4)

.79

309.6

(184.2)

-.0010 -2.9 1.2 -5.8

.47

.00

.01

-1318
(-20 M/D)

Word Problems

6.8

(4.2)

2.73

4.3

(3.2)

.66

116.8

(107.9)

.0049 0.4 1.4 -8.0

.27

.05

.07

347
(5 M/D)

Money

Linear Measurement

7.4

(2.7)

3.21

4.56

' 5.2

(2.9)

7.3

(1.9)

47

88.9

(101.2)

68.4

(76.4

-.0005

.0000

1.8 1.7 -6.6

.34

.08

.13

-1282
(-20 M/D)

8.1

(1.8)

0.2 1.2 -2.2

.19

.04

.04

44000

(670 M/D)

Fractions
4.7

(3.4)

2.65

6.2

(4.9)

.10

70.9

(89.1)

.0126 -0.6 1.6 2.0

,05

.10

.11

113

(2 M/D)

Total Mathematics
94.9

(30.5)

17.52

61.5

(23.7)

.91

2242.8

(531.6)

.0005 15.3 19.8 -4.5

.58

.03

.08

17310
(264 M/D)



Table

Regressions Analyzing the Combined Effects of ALT

Variables on Beading and Language Arts Achievement in Grade 5

BTES Survey B-C Period

Content Category

for PostachleVement

Preachievement and

Allocated Time

Post

s.d.

Intercept
Pre Alloc Engaged Low High Variances Allocated

Test Time Rate Error Error Pre Ach Time to

x X' x x x Unique Produce

s.d.. b ".s.d. b s.d. b s.d b s.d. b Residual Post test + .25 ad

Total Ward Meaning

28.8 23.6 594.8 .75 .46 .01 .69

(12.4) (12.4) (232.0) (.11) (.15) (.02) .08

-5.42 .78 -.0019 23.6 -0.4 -30.8 .24

1070-

(19 MID)

e,

25.3 19.3 1547.0
.66 W -897

Total Comprehension (12.7) (12.7) (1065.4)
.05

(-16 M/D)

9.80 .81 .0026 -3.4 -0.7 .16

10.7

Word Structure: Syllable (5.6)

9.4 99.6
.35 b

(6.0) (91.4)
.03

4.88 .51 -.0016 2.7 -0.7 -44.0 .05

-727

(-13 MID)

Total Reading

71,4 57.8 4341.0
. .77

(29.1) (28.0) -(1429.5)
.02

8.57 .89 .0014 16.7 -11.7 -121.6 .07

9097,
(163 M/D)

Aw4



Table 4

Regressions AnalYzing the Combined Effects of ALT

Variables .on Mathematics Achievement in Grade 5

BTES Survey B-C Period

Conte!lt Category

for Pstachievement

Preachievement and

Allocated Time

Post

s.d.

Intercept
Pre Alloc Engaged Low High ' Variances Allocated

Test Time Rate Error Error Pre Ach Time to

x x x x x Unique Produce

s.d. b s., b s.d. b s.d b s.d. b Residual Post test + .25 sd

Total Geometry
5.3 3.6 144.4 .73 .34 .03 .12

(3.9) (180.4) (.13) (.21) (.06) .06

0.61 .34 .0016 6.1 -1.9 -12.7

900

(17 M/D)

Total Multiplication
14.2 12.3 388.9 .33

(5.2) (6.6) (438.6) .08

9.94 .36 .0007 -1.4 3.6 -18.7 .11

2130

(40 M/D)

Speed test: basic facts

time

21.5

(10.4)
-2.23

17.8 28.2

(9.0) (37.9)

.92 -.0088

.65

.03 -263

6.4 7.9 6.2 .10 m/0)

7.4 4.4 579.1

Division (5.5) (5.1) (444.5)

8.00 .59 ,0010

.30
1921

.06

-4.1 -0.5 -19.3 .08
(36 M/D)

Fractions
5.6 2.0 728.3

(4.9) (4.0) (677.8)

1.06 .55 .0027

.28

.23

3.7 -2.2 -13.8 .31

1158

(22 M/D)

Computational

Transfer

16.8 15.3 146.5 .58

(4.8) (4.6) (181.7) .04

7.02 .73 -.0001 -2.6 2.9 -12.4 .10

-10950

(-207 M/D)

Word Problems 3.7 2.1 156.3 .38

(3.3) (3.2) (194.7) .01

2.56 .60 -.0007 0.0 0.3 -3.5 .01

-1011

(-19 M/D)

Vital Mathematics

87.7 70.0 2349.9

(27.9) (26.3) (606.3)

13.96 .84 .0062

.69

.03

1.5. 2.4 -41.3 .10

3426

(65 M/D)

8'0



NOTES TO TABLE 5

a. Edminston and Rhoades report only zero order correlations with post-

test scores. 'Estimates of the correlation between,"pre-test," (had

one been given) and post,tests approximate reasonable values of this

estimate of pre-test, attention correlation from Lahaderne.

b. Lahaderne reports significant partial correlations for time on past

net of IQ for SF and SA for boys and SF for girls. From these partials

and from descriptions of usual correldtions between pre and post-tests,

a correlation matrix was derived which would produce these partials.

Regressions were run based on these estimated correlations.

c. Cobb used no control for pre-test differences, reporting only correla-

tion with post-test. Correlation matrices were created using a range

of pre-post correlation of .6 to .8 and pre-time correlations roughly

half the post-time correlations. From these matrices low and high

estimates of partials and unique and residuals were obtained.

d. Partials and regressions results computed from correlations provided

in.Table 5, p. 42-43.

e. Bell and Davidson present separate statistics for 23 classrooms.

Computation of the average and the median partials are reported using

"only positive'partials.

f. Partial and 'unique and residual variance explained computed.

Criterion referenced test reversed pattern of results, significant

5th grade, non-significant 2nd grade. See Karweit and Slavin (1981).

1



Study Post

Table 5

Summary of Time-on-Task Effects on Achievement

Pre Time Sample

Edminston and CAT

Rhoades general

achievement

Lahaderne

Cobb

Smith

Scott

Foresman

Reading

Stanford

Arithmetic

Scott

Foresman

Reading

Stanford

Reading

Stanford

Arithmetic

attention n = 94 high school

seniors in one

school system

Kuhlman n = 65 boys in 4

Anderson attention sixth grade classes

IQ

IQ attention

IQ attention
n = 62 girls in 4

sixth grade classes

STEP Social CAT

Studies Nonverbal

battery

Bell and Teacher

Davidson made

Ach Test

Evertson, Emmer English

and Clements Content

Specific

Math

Content

Specific

Karweit and

Slavin

CTBS

-CTB12

IQ

CAT

CAT

CTBS

'_CTBS

attention n = 103 fourth grade

students in 5 classes

in 2 schools

allocated n = 68 fifth grade

time classes

attention n = 23 classrooms of

4,5,6, grade

students

attention n = 50 classrooms,

junior high

attention n = 50-classrooms,

junior high

engaged

minutes

n = 33 students in

6 classes, grade 2/3

n = 67_ ctudents_in

12 clasaes, grade 4/5

Correlations

Partial

Time, Post.

Variance

_aique Resid

Post'

Pre :Time

.70 .43 .01 .03

.58

26 .48 .31 .03 .07

.51 .

.85 .48 .26 .04 .08

.53

.77
b

.44 .26 .03 .07

.49

.70c .20 .43 02 .07

.49

.70c .20 .16 .00 .00

.44

.69 .16 .17d .01 .. 3'

.23

.33 .07
27e

.00 .00

.25

.97 .25
f

.20 .00 .oci

.29

.96 .31 .34f .00 .00

.39

.91 .30 -.38g .03 .18

.42 i

,89 .43 .09 .01 .03

.42,


