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We present a new compact system for time-domain diffuse optical

spectroscopy of highly scattering media operating in the wavelength range

from 1100 nm to 1700 nm. So far, this technique has been exploited mostly

up to 1100 nm: we extended the spectral range by means of a pulsed

supercontinuum light source at a high repetition rate, a prism to

spectrally disperse the radiation, and a time-gated InGaAs/InP single-

photon avalanche diode working up to 1700 nm. A time-correlated single-

photon counting board was used as processing electronics. The system is

characterized by linear behavior up to absorption values of about 3.4

cm�1 where the relative error is 17%. A first measurement performed on

lipids is presented: the absorption spectrum shows three major peaks at

1200 nm, 1400 nm, and 1700 nm.

Index Headings: Time-resolved spectroscopy; Turbid media; Photon

migration; Supercontinuum; Single-photon avalanche diode; SPAD;

InGaAs/InP.

INTRODUCTION

Optical spectroscopy of turbid media is exerting a growing
appeal in medicine, biology, and in the fields of quality
assessment of food and pharmaceutical products, thanks to its
capability of noninvasively characterizing a variety of highly
diffusive materials.

Even though in the spectral region beyond 1100 nm strong
differences are expected to occur among different tissues and
structures, in this range there is still little data available for the
absorption and scattering properties of turbid media in the field
of diffused optics and in particular for what concerns time-
resolved measurements. Moreover, important constituents both
of biomedical interest and attractive for non-biomedical
applications may show a more marked relevance above 1100
nm rather than below this limit. Examples of important
materials could be collagen, glucose, and hydroxyapatite for
the biomedical field and starch, lignin, and cellulose for other
applications. Covering the range between 600 nm and 1100
nm, few broadband spectroscopy systems have been developed
based on multidistance continuous wave (CW) illumination,1,2

on a combination of frequency domain measurements operated
at a few discrete wavelengths and a spectral CW acquisition,3,4

or on time-domain techniques.5 Only recently, a system based
on multidistance CW illumination able to perform measure-

ments up to 1600 nm has been implemented and the absorption
coefficients of lipids have been recovered.6 Another group
performed measurements on a human forearm in the region
1150–1520 nm using diffuse reflectance measurements in
CW.7

Time-domain approaches are particularly appealing because
of the possibility of effectively uncoupling absorption and
scattering effects.8 In fact, absorption and scattering affect
differently the temporal distribution of re-emitted photons
related to the multiple random paths experienced by photons in
the medium. Furthermore, they permit the extraction of few
signal photons out of a huge background, if uncorrelated. The
problem of performing broadband time-resolved spectroscopy
measurements is not trifling: first a pulsed laser source tunable
over a broad spectral range is needed, then a wide dynamic
range and the ability to control light power at individual
wavelengths are required to account for the large changes in the
optical signal experienced in a broad spectral range. In
addition, exploring the spectral region beyond 1100 nm is
particularly challenging: in most conditions of practical interest
the optical signal is strongly attenuated due to the high
absorption of water, the pulse temporal broadening is severely
contracted, and a general decrease in sensitivity is observed. To
overcome these problems, systems with sensitivity down to the
single-photon level and a good temporal resolution are
essential. These difficulties are probably the reason time-
resolved diffuse optical spectroscopy has been performed
mostly in the 600 to 1000 nm range, with a few pilot works up
to 1100 nm and no broadband in vivo studies beyond this
wavelength. A first example of time-domain spectral measure-
ment was implemented using a supercontinuum source
generated by a high peak power (in the Terawatt range) laser
focused into a nonlinear medium and a streak camera as
detection system;9 other solutions were based either on tunable
mode-locked lasers with time-correlated single-photon count-
ing (TCSPC) electronics10 or on the generation of super-
continuum radiation by means of a high repetition rate laser
focused into a photonic crystal fiber, combined either with a
streak camera11 or with a TCSPC system.12 A system
performing measurements up to 1300 nm, even though with
much lower temporal resolution, was demonstrated and applied
to wood samples;13 only quite recently, a first tunable time-
resolved device working up to 1400 nm has been devel-
oped:14,15 it is based on a supercontinuum laser source and a
cooled micro-channel plate (MCP) photomultiplier tube.

Detectors with high efficiency, low dark count rate, low time
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jitter, and the possibility of fast time-gating (to further limit
noise by keeping the detector OFF before and after the arrival
time of photons to be detected) are required to perform
effective measurements.16 However, this is not easily achieved
at long wavelengths. Micro-channel plate PMTs (MCP-
PMTs)17 for the near-infrared wavelength range (up to 1700
nm) display a low detector time jitter (less than 100 ps at full
width at half-maximum (FWHM))18 and wide active areas with
diameters of about 2 mm; conversely their detection efficiency
is low (less than 1%). Streak cameras19 have very good timing
resolution, with a jitter of a few picoseconds (ps), but have low
sensitivity and small dynamic range and are very expensive.
When operated at cryogenic temperatures (2.4 K) supercon-
ducting single-photon detectors (SSPDs)20 have very low
noise, even less than 100 counts per second, low time jitter
(about 30 ps), and they can achieve high count rates, up to tens
of megacounts per second; nevertheless, their active area is
small (10 3 10 lm), they require bulky cryostats, and they are
very expensive. InGaAs/InP single-photon avalanche diodes
(SPAD)21 have the typical advantages of solid-state devices as
small size, low bias voltage, low power consumption,
ruggedness, and reliability. Their photon detection efficiency
is high (more than 20%) up to a wavelength of 1.7 lm and the
dark count rate is a few thousand counts per seconds (cps) at
the working temperature of 230 K. InGaAs/InP SPADs are
commercially available with active area diameters up to 40 lm
and their photon-timing jitter is lower than 100 ps. Moreover,
they can be fast-gated because no damage occurs in the case of
a strong photon flux and they are thus suitable for performing
measurements at null interfiber distance.22

In this paper we present a new compact system for
performing time-domain diffuse optical spectroscopy in the
spectral range from 1100 nm to 1700 nm. As light source we
chose a pulsed supercontinuum fiber laser, and a prism was
used to disperse radiation. Moreover, to overcome the
limitations intrinsic to using an MCP-PMT, which due to high
cost and cooling requirements is basically confined to the
laboratory, a time-gated InGaAs/InP SPAD has been em-
ployed, together with its driving module. Below, a description
of our setup is reported, together with a characterization of the
system performance and a first example of application.

MATERIALS AND METHODS

Experimental Setup. In the following the experimental
setup employed for time-resolved near-infrared spectroscopy
up to 1700 nm is described: in Fig. 1 a schematic of the system
is depicted. Illumination is supplied by a photonic crystal fiber
laser (SC450, Fianium, UK) emitting supercontinuum radiation
in the spectral range 450–1750 nm with an overall power of 6
W. The laser pulses are provided at a repetition rate of 40 MHz,
with duration of tens of picoseconds. Wavelength selection is
achieved by means of the computer-controlled rotation of an
F2-glass Pellin–Broca prism (Bernhard Halle Nachfl., GmbH,
Berlin, Germany). The dispersed light is focused onto an
adjustable slit, acting as a band-pass filter, thanks to an
achromatic doublet with focal length of 150 mm (AC254-150-
C-ML, Thorlabs, Germany). The radiation is subsequently
coupled into a 100 lm core graded-index fiber by means of two
achromatic doublets with focal lengths of 45 mm and 25 mm,
respectively (AC254-045-B-ML and AC127-025-C-ML, Thor-
labs, Germany) and sent to the sample. To attain a precise
alignment of the fiber, a three-dimensional translational stage

in combination with a two-axis tilt is employed. The power on
the sample can be adjusted by means of a motorized circularly
variable neutral-density filter placed in front of the fiber. Figure
2 shows examples of normalized spectra in the range 1100–
1700 nm and the respective powers obtained: the FWHM
increases from 6.6 nm to 20.7 nm for increasing wavelengths
because of the nonlinear dispersion of the prism, while the
power at the probe is influenced by the source spectrum, the
wavelength-dependent optical losses, and the fiber coupling
efficiency. The possibility of accomplishing the wavelength
selection through an acousto-optic tunable filter (AOTF)
instead of using a prism was also considered, but the resulting
spectra presented troublesome side lobes that affected the
spectral purity and caused undesired effects during data
analysis because of the different absorption experienced by
the light at the wavelengths contained in such lobes.23 Light
diffused through the sample is collected using a 1 mm core

FIG. 1. Block diagram of the experimental setup for time-domain diffuse
optical spectroscopy up to 1700 nm: the light source is a supercontinuum fiber
laser, radiation is dispersed by a prism and diffused light is sent to an InGaAs/
InP single photon avalanche diode.

FIG. 2. Normalized spectral responses measured with a spectrometer in the
range 1100–1700 nm at 7 different selected wavelengths (in steps of 100 nm).
Optical powers were obtained with a powermeter.
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multimodal step-index fiber and then focused on the active area
of the detector, a time-gated InGaAs/InP SPAD characterized
by a sensitivity spectral range extending from 900 nm to 1700
nm. Even if the active area has a diameter of only 25 lm, this
detector is very suitable to reveal single-photon signals due to
its high efficiency.21 The detector is computer controlled by
means of homemade software written in LabVIEW (National
Instruments, USA) in order to set the required operating
conditions (e.g., excess bias voltage, device temperature,
gate_ON time, hold off time, etc.). The InGaAs/InP SPAD is
operated at 230 K with gate duration of 10 ns and the overall
temporal resolution of the system is around 150 ps (FWHM).
The signal from the detector is driven to a time-correlated
single-photon counting (TCSPC) board (SPC-130, Becker &
Hickl, Germany) together with the synchronization signal,
coming directly from the laser. To allow for fast measurement
time and high reproducibility, the acquisition of the time-
resolved curves is completely automated, even concerning
wavelength selection and power attenuation, thanks to
homemade software written in C language using the Lab
Windows – CVI environment (National Instruments, USA).

Samples. To perform a test on the linearity of the system with
respect to absorption and to check its capability to retrieve
optical properties of extremely absorbing media, a liquid
phantom was prepared using a stock solution of water and
Intralipidt whose concentration was chosen to obtain a nominal
reduced scattering coefficient l0

s of about 15 cm�1 at 800 nm.24

Afterwards, calibrated quantities of Indian Inkt were added in
separate steps to gradually increase the absorption coefficient la.
Indian Inkt is a suspension of carbon micro-particles and at
infrared wavelengths it shows a rather flat absorption spec-
trum.25 Measurements were carried out at 1100 nm because for
longer wavelengths water absorption is high enough to severely
affect the optical signal. However, since the system is linear in
time and the instrumental response function (IRF) does not
change significantly with the wavelength as shown in Fig. 3
(described in more detail in the following), we expect no major
difference in the behavior of the system at 1100 nm or at 1700
nm. A bandpass filter centered at 1100 nm and with a bandwidth
of 10 nm was placed in front of the optical fiber before injecting
the light into the sample. Reflectance geometry was employed,
using an interfiber distance of 1 cm. For every ink concentration
we performed six measurements lasting 30 s each. From these
six measurements the mean absorption and reduced scattering
values were retrieved and the standard deviation was calculated.

To test the linearity of the system for the scattering
coefficient as well, another liquid phantom was prepared:
calibrated quantities of Intralipid were added in separate steps
to a stock solution of water to gradually increase its scattering
coefficient. As for the measurements described above,
measurements were performed at 1100 nm in reflectance
configuration with the same bandpass filter as before with an
interfiber distance of 1 cm. For every Intralipid concentration
six measurements of 30 s each were obtained and from these
the mean absorption and reduced scattering values were
recovered, along with their respective standard deviation.

As a first example of application, a sample of lipids in a solid
state (pig fat) was characterized. Lipids are an important
constituent of biological tissues and a good knowledge of their
spectrum is vital for correct quantification of tissue compo-
nents. Pig fat was placed into a rectangular container (12.5 cm
3 7 cm 3 7 cm) with the upper side open: the sample was

measured in reflectance geometry using an aluminum probe to
hold the optical fibers in place. The interfiber distance was 1.25
cm. Measurements were performed in the spectral range 1100–
1700 nm, in steps of 5 nm, and with acquisition time fixed at 60
s per wavelength.

Time-Resolved Data Analysis. Since in this spectral region
we expected high absorption values for which the diffusion
theory may not prove to be accurate, we exploited a method of
analysis relying on the fitting of the experimental data to Monte
Carlo (MC) simulations:26 in the following it will be referred to
as the Monte Carlo method (MCM). The code adopted is based
on a work of 1998 where both the reflectance and the
transmittance geometry were taken into account.27 As a first
step, a library of MC simulations at different scattering
coefficients and zero absorption was generated by means of a
CUDAt accelerated Monte Carlo code.28 Pivot simulations
were obtained simulating curves at different scattering values
according to a geometric progression, in order to have a denser
sampling for low scattering values and a less dense sampling
for higher scattering values. To obtain a simulation at an
arbitrary reduced scattering and absorption coefficient, a linear
interpolation between pivot simulations was performed,
followed by the multiplication for the factor e�lavt (where v
is the speed of light), to account for the absorption in
agreement with the radiative transfer equation. The simulated
curve was then convoluted to the IRF and a Levenberg–
Marquardt optimization procedure was performed. This
analysis method has been used in many fields where a high
absorption of the sample is involved, e.g., for in vivo medical
spectroscopy, or for samples of finite dimensions.29

To understand how much the diffusion theory deviated from
the correct prediction, in the case of the linearity measurements
data were also analyzed with the diffusion approximation to the
radiative transport equation: the optical properties, in terms of
absorption and reduced scattering coefficients (la and l0

s,

FIG. 3. Typical example of experimental data: open circles are the IRF
obtained at 1100 nm (FWHM of 144 ps), open squares represent the IRF at
1400 nm (FWHM of 153 ps), and open triangles are the IRF at 1700 nm
(FWHM of 205 ps); data curves obtained at these wavelengths are also
reported: the thick solid line corresponds to the curve at 1100 nm (absorption
coefficient 0.03 cm�1, reduced scattering coefficient 4.23 cm�1, FWHM 264
ps), the thin solid line represents the curve at 1400 nm (absorption coefficient
1.13 cm�1, reduced scattering coefficient 5.55 cm�1, FWHM 174 ps), and the
dashed line is the curve taken at 1700 nm (absorption coefficient 0.25 cm�1,
reduced scattering coefficient 1.14 cm�1, FWHM 233 ps).
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respectively), were retrieved for each wavelength by fitting the
experimental data to an analytical solution of the diffusion
approximation of the transport equation, with extrapolated
boundary conditions for an infinite homogeneous slab;30 we
refer to this approach as to the diffusion method (DM). The
theoretical curve was previously convoluted with the IRF to
take into account its finite width, mainly arising from the width
of the light pulse, the finite response of the detector, and the
optical fiber dispersion. This fitting procedure is based only on
the shape of the curves and not on their amplitude. To obtain a
more robust procedure, the fitting range was set not to include
the points of the time-resolved curves with a number of counts
lower than 10% of the peak value on the rising edge and 1% on
the tail. The fitting process is based on a standard Levenberg–
Marquardt algorithm.31

For both methods a time shift between the reference and the
data curve was introduced. This factor was not set as a free
fitting parameter, but rather it was kept fixed to an optimum
value: the optimum was found fitting the shift together with the
absorption and scattering coefficients for the data curve with
the lowest absorption.32

Figure 3 shows an example of the time-resolved curves
obtained: the IRF at 1100 nm (open circles) has a FWHM of
144 ps, the IRF at 1400 nm (open squares) displays a FWHM
of 153 ps, and the IRF curve at 1700 nm (open triangles) is
characterized by a FWHM of 205 ps. The graph also displays
experimental data curves acquired at these discrete wave-
lengths: the sample is characterized by an absorption
coefficient and a reduced scattering coefficient of 0.03 cm�1

and 4.2 cm�1 at 1100 nm (thick solid line), of 1.1 cm�1 and 5.6
cm�1 at 1400 nm (thin solid line), and of 0.3 cm�1 and 1.14
cm�1 at 1700 nm (dashed line), respectively. The FWHM of
the data curves are 264 ps for the curve taken at 1100 nm, 174
ps for 1400 nm, and 233 ps for 1700 nm. Typically the FWHM
of diffused curves ranges from 160 ps to 260 ps.

RESULTS AND DISCUSSION

Linearity. In this section the results concerning the
measurements performed on the calibrated solution of water,
Intralipid, and Indian Ink are presented. Data were taken at 1100
nm. Figure 4 shows the absorption and reduced scattering
coefficients as a function of Ink concentration retrieved both
with the DM (top two panels) and with the MCM (bottom two
panels). The good performance of the system in the assessment
of low absorption values has already been proven.33 Thus, we
relied on the results obtained for low la values to derive
nominal la values at high ink concentrations. In Figs. 4a and 4c,
which refer to the absorption coefficient, the solid line
represents the interpolation of the first seven values obtained
with the DM and the MCM, respectively, and it is assumed to
represent the theoretical absorption value of the solution. As can
be seen, according to the analysis performed using the DM
quite surprisingly the system displays a good linearity up to
0.025 mg/L of ink, which corresponds to a measured absorption
value la = 2.1 cm�1, and a displacement from the linear trend
in terms of relative error (defined as the difference between the
measured value and the theoretical value divided by the
theoretical value) smaller than 27%. At higher ink concentra-
tions, although the displacements become greater, there is no
saturation of the values. The error bars, which represent the
standard deviation, are negligible up to an estimated absorption
value of 2.6 cm�1, with a relative error of 29% and a standard

deviation about 23%. The standard deviation increases with the
ink concentration since the measures become more and more
prohibitive and the data curve progressively approaches the
IRF. It is worth noting that the first value on the graph,
pertaining to the solution with only water and Intralipid and null
concentration of ink, is in agreement with the range of values
reported in the literature.34–38 With the MCM the range in
which a good linearity can be assumed is much higher: up to
0.037 mg/L of ink concentration (2.6 cm�1 of measured
absorption) the displacement from the linear trend is negligible
(3% in terms of relative error) and the standard deviation
remains below 32%; upon increasing the ink content, the
relative error is still below 20% (at 3.4 cm�1 of measured
absorption the relative error is 17%) and no saturation of the
absorption is present.

The reduced scattering coefficient for both the methods of
analysis is reported in Figs. 4b and 4d: the straight dashed line
indicates the mean value of the first seven measured values of l0

s

obtained with the DM and the MCM, respectively. As for the
absorption, also here the standard deviations become greater for
higher ink content. According to the DM, the higher the
absorption of the solution, the more distant the data from the
mean value, reaching the maximum relative error of 70% at 0.05
mg/L of ink. Conversely, applying the MCM the values obtained
are closer to the mean value, with maximum relative error of
only 22%, and the standard deviation is smaller if compared to
the respective values obtained with the other method.

Figure 5 shows the absorption and reduced scattering
coefficients as a function of the Intralipid concentration
obtained at 1100 nm. Since for the linearity measurements in
absorption the MC method proved more accurate in recovering
the optical parameters, data were analyzed only with the MC
procedure. On the left is displayed the reduced scattering
coefficient; the dashed line represents the theoretical values
expected: it is the interpolation of the last seven data points,
those characterized by the highest scattering and therefore
those for which we are sure of obtaining reliable results.33 The
good linearity of the system is well preserved down to an
Intralipid concentration of 0.04 g/L, corresponding to a
measured reduced scattering coefficient of 4.5 cm�1: here the
relative error is 18% and the standard deviation is 13%. As for
the linearity in absorption, no saturation trend can be noticed
and even for the very low value of 0.03 g/L of Intralipid (i.e., a
measured l0

s of 3.7 cm�1) the relative error remains below 40%
and the standard deviation is 15%.

The absorption coefficient is on the right side of Fig. 5. The
straight solid line represents the mean value of the last seven
data points. As the scattering properties of the solution
decrease, the broadening of the temporal pulse is less
pronounced with respect to the IRF of the system and therefore
the measurements become more difficult. Anyway, the relative
error is always below 7.5% and the maximum standard
deviation is 0.5%.

We can conclude that the system presented here, together
with the analysis procedures described above, has the
necessary characteristics to analyze diffusive media with
extremely high absorption and very low scattering and to
retrieve reasonable estimates of both la and l0

s. These results
have been exploited as a validation test for the measurements
performed on the lipid sample. Compared to the expected
results, the diffusion theory could also recover reasonable
optical parameters, even at very high absorption values.
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Anyway, for the measurements performed on the lipid sample
we employed only the MCM since this method provided better
results in terms of linearity and of smaller deviations.

Lipid Measurement. As a first example of application we
have focused on the optical characterization of lipids (pig fat).
Data were analyzed with the MCM. Figure 6 shows the
reconstructed spectra for la of the sample. The main features
displayed by the absorption spectrum are three major peaks
around 1200 nm, 1400 nm, and 1700 nm, respectively. The
maximum absorption value is 1.09 cm�1, reached around 1200
nm: this is an extremely high value, critical to the success of
the measurements themselves, since it drastically limits the
signal from the sample. However, we are confident in this
result based on the linearity measurements reported above. In
the figure is also shown the spectrum of lipids as reported by
Nachabè et al.:6 it was measured in the liquid phase with a
spectrophotometer after melting the fat. As can be seen, data

obtained with the time-resolved system working up to 1700 nm
are in agreement with data acquired by another group and with
a different system, a further confirmation of the reliability of
our instrument.

Figure 7 shows the reduced scattering spectrum of lipids: it
ranges from 4 cm�1 to 1 cm�1 in the wavelength range 1100–
1700 nm. As expected from the measurements on linearity in
scattering, there is some residual coupling between the reduced
scattering coefficient and the absorption coefficient: this might
be attributed to the relatively small interfiber distance (1.25
cm�1) and the very low scattering values.

CONCLUSION

We described a new system capable of performing time-
resolved diffuse optical spectroscopy up to 1700 nm. In this
spectral region the absorption of the main constituents of

FIG. 4. Measurements performed on the liquid phantom of water, Intralipidt, and Indian Inkt taken at 1100 nm and analyzed either with the diffusion theory (a, b)
or the Monte Carlo method (c, d). The absorption values retrieved as a function of ink concentration are reported in (a) and (c): the solid line is the linear
interpolation of the first seven data points; the reduced scattering coefficient as a function of ink concentration is in (b) and (d): the dashed line represents the mean of
the first seven points.
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biological tissues as well as many other materials is very high.
With our system, based on a time-gated InGaAs/InP SPAD
exploited together with a pulsed supercontinuum light source
and a prism for wavelength selection, the feasibility to work in
the spectral range 1100–1700 nm has been demonstrated:
firstly a measurement on a calibrated liquid phantom has been
presented, showing how at 1100 nm the system is linear in
absorption up to 3.4 cm�1 and in scattering down to 4.5 cm�1;
since the system is time-invariant and the IRF does not change
significantly with the wavelength, it can be assumed that the
linear behavior extends up to 1700 nm. Then, a first example of
a lipids spectrum has been shown: its absorption reaches up to
1.09 cm�1 around 1200 nm. To obtain better results, partially
overcoming the limitations due to the model for high
absorption values, a Monte Carlo fitting procedure was
exploited. Remaining deviations between experimental data
and real spectra may be attributed to non-idealities in the
measurements themselves, such as possible drifts of the

instrumental response function and spectral bandwidth effects.
Furthermore, intrinsic instabilities of the fitting procedure can
take place in case of extremely high absorption values. Future
work will be carried out to further reduce the spectral
bandwidth to avoid possible distortions of the spectra and to
improve the performance of the InGaAs/InP SPAD module, in
order to achieve higher count rates and stronger signal-to-noise
ratio. Another future aim is to perform in vivo measurements
on healthy volunteers to estimate tissue chromophore concen-
trations, including collagen, which is one of the main tissue
components. Finally, we plan to test a wider range of materials,
such as powders of pharmaceuticals or food of interest.
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