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Abstract 

In the last decade, the interest for  temporal data analysis 

methods has increased significantly in many application 

areas. One of these areas is the medical field, in which 

temporal data is in the core of innumerous diagnosis 

exams. However, only a small portion of all gathered 

medical data is properly analyzed, in part, due to the lack 

of appropriate temporal methods and tools. This work 

presents an alternative approach, based on global 

characteristics and motifs, to mine medical time series 

databases using machine learning algorithms. 

Characteristics are data statistics that present a global 

summary of the data. Motifs are frequently recurrent 

subsequences that usually represent interesting local 

patterns. We use a combination of global characteristics 

and local motifs to describe the data and feed machine 

learning algorithms. A case study is performed on three 

databases of Electrocardiogram exams. Our results show 

the superior performance of our approach in comparison 

to the naïve method that provides raw temporal data 

directly to the learning algorithms. We demonstrate that 

our approach is more accurate and provides more 

interpretable models than the method that does not extract 

features. 

Keywords: morphological pattern, attribute extraction, 

decision trees. 

 

1. Introduction 

Time series data consist of an ordered set of 

observations about a determined phenomenon, measured 

along a time period. Knowledge extraction from this kind 

of data has attracted the attention of researchers and 

experts in several application areas, which include stock 

market; amino acid sequences data; monitoring of 

chemical, physical and biological variables that describe a 

patient clinical state, among many others.  

In Medicine, characteristics related to the clinical state 

of a patient can be monitored by equipments, which 

capture information on physical, chemical and biological 

variables. One example is the Electrocardiogram exam 

(ECG), which consists in monitoring the changes in 

electrical potential generated by heart activity over time 

and is essential for the diagnosis of many heart diseases 

and other disorders [1]. 

Under the World Health Organization, cardiovascular 

diseases are the leading cause of death worldwide, 

accounting for about 29% of the cases. According to the 

Ministry of Health, cardiovascular diseases are also a 

major cause of death in Brazil, totalizing 32% of deaths, 

reaching younger population more pronouncedly when 

compared to other countries such as the United States, 

Japan and Western European countries. Only in 2005, 

22% of patient care expenditures (except deliveries) were 

related to cardiovascular diseases followed by chronic 

respiratory diseases (15%) and neoplasms (11%) [2]. 

These statistics highlight the need for more efficient 

public policies to promote the prevention and diagnosis of 

this disease.  

The temporal characteristic is of main interest for the 

Data Mining process when the data under investigation 

presents this feature. This process aims at extracting 

relevant and interesting knowledge from large data sets, 

such that knowledge can be used to support the decision-

making process. 

Machine Learning (ML) is among the many areas that 

give support to Data Mining. Nevertheless, most of the 

ML methods do not deal directly with the temporal 

characteristic, as they assume that the data are 

independent and identically distributed (i.i.d.). However, 

since time series are time-oriented data, the occurrence of 

an observation in a certain instant of time usually depends 

of previously observed values. 
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In this work, we present an approach that unifies two 

strategies [4, 5, 6]: the extraction of global characteristics 

and the discovery of motifs, both directly from the time 

series. The first strategy is a traditional method used in 

time series research, in which global data characteristics, 

for instance, descriptive statistics, are extracted. 

Notwithstanding, these global characteristics may not 

represent some important details and a more detailed 

analysis may be necessary. The second strategy considers 

motifs discovery and aims to evidence local views of the 

temporal data. 

The proposed approach is applied on a case study of 

three natural datasets of patient ECG signals from UCR 

Time Series Classification/Clustering datasets [3]. 

The rest of this paper is organized as follows. In 

Section 2, we formally define the concepts related to the 

problem.  Section 3 presents the related work. Section 4 

introduces the proposed approach, which is 

experimentally evaluated in Section 5. The results are 

presented in Section 6. Discussion and conclusion are 

presented in Sections 7 and 8, respectively. 

2. Background 

In this section we present basic concepts and the ter-

minology used in this paper. 

 

2.1. Basic Concepts 

A time series Z is an ordered collection of real-valued 

observations of length m, that is, Z = (z1, z2, ..., zm) with zt ∈  R , for 1 ≤ t ≤ m [7]. 

In some domains, it may be necessary to transform the 

real-valued observations into symbolic values. In doing 

so, algorithms developed exclusively to work with sym-

bolic sequences can be applied to time series [8].  

A symbolic time series Z of length m’ is defined as a 

collection of ordered values Z = (z1, z2, ..., zm’) with zt’ ∈  

Σ, for 1 ≤ t’ ≤ m’ where Σ is a finite alphabet of symbols. 

Another important issue regards to the portion of the 

time series that is taken into account during the analysis 

process. Many methods analyze small portions of a time 

series. These are named subsequences. The objective is 

the identification of local characteristics or the reduction 

of the search space. 

Given a time series Z of length m, a subsequence C of 

Z is a continuous sample of Z of length n, with n << m. 

Therefore, C = (zp , . . . , zp+n−1 ) for 1 ≤ p ≤ m−n+1 [8]. 

A subsequence is extracted with a sliding window which 

consists of extracting all subsequences of length n of a 

time series Z of length m, resulting in subsequences (z1 , . 

. . , zn ), (z2 , . . . , zn+1), . . . , (zi , . . . , zn+i−1 ), for 1 ≤ i ≤ 
m−n+1. 

As mentioned before, the motifs discovery aims to evi-

dence local views of the temporal data. For that, the 

match concept is necessary to determine the similarity 

between two subsequences. Consider a positive real num-

ber r and a time series Z containing a subsequence C be-

ginning at position p and another M in position q, in 

which D is the distance between the two objects. If D(C, 

M) ≤ r, then M is similar to C [8].  

From the presented concepts, the idea of motifs can be 

formalized as follows: given a time series Z and a thresh-

old r, the most significant motif, called Motif-1, located 

in Z is the C1 subsequence which has the largest amount 

of non-trivial matches [4].  

During the process of motif discovery, the best match-

es to a subsequence tend to be subsequences that begin 

just one or two points to the left or to the right of the sub-

sequence in question. These subsequences are called triv-

ial matches and should not be considered motifs [9]. 

Thus, the most significant k
th

 motif present in Z is the 

subsequence Ck having the k
th

 greatest amount of non-

trivial matches and satisfying the condition D(Ck, Ci ) > 

2r, for all 1 ≤ i < k [9]. 

3. Related Work 

The development of methods to analyze temporal data 

and more specifically ECG data has been focus of several 

papers in a number of tasks such as prediction, 

description/summarization, classification and data 

visualization. Most of the classification problems are 

related to the extraction of relevant characteristics for the 

posterior induction of classifiers based mostly on artificial 

neural networks [10,1,11] and support vector machines  

[12]. 

In [13], the ECG exams are represented using 

coefficients obtained by the discrete wavelet transform, 

which are then used as input to an artificial neural 

network. Results of this work are promising, however, the 

intelligibility of the built models is quite complex and 

somewhat non intuitive, impairing the utilization of the 

embedded knowledge by the experts. 

In [14], characteristics extracted based on statistical 

measures, as well as correlation dimension and entropy 

are given as input for induction of distinct classifiers such 

as artificial neural networks, decision trees and support 

vector machines. Although the use of decision trees and 

promising results, still the models have low intelligibility. 

Another strategy for inducing decision trees is presented 

in [15], which is also based on characteristic extraction 

considering specific events related to ECG. 

The ensemble approach to combine multiple neuronal 

classifiers in an efficient system for classification of ECG 

exams was proposed in [16]. Nevertheless, in spite of the 

superior results of this approach when compared to the 

approach without ensemble, the problem of intelligibility 

still remains. 

In general, most of the studies combine different 

characteristic extraction and machine learning algorithms 

to increase the rates of classification problems involving 

ECG data. In this sense, many papers have achieved 

important results relevant to the area. Nevertheless, little 

effort has been devoted to build intelligible classifiers that 
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enable and support experts in the analysis and understand 

of cardiovascular disorders. 

4. Proposed Approach 

As mentioned before, the proposed approach jointly 

applies two strategies to construct an attribute-value 

representation for the time series characteristics
1
. On one 

hand, part of the extracted characteristics is typically 

related to descriptive statistics such as average, standard 

deviation and maximums and minimums, which supply 

information on the global behavior of a time series. On 

the other hand, information about the existence of local 

behaviors is provided by motifs, which can be understood 

as a frequent subsequence present in a time series that 

have morphological similarity. Afterwards, this attribute-

value representation will serve as input for ML 

algorithms. 

The proposed approach consists of three main phases 

as shown in Figure 1. 

 

4.1. Phase 1 (P1) – Time Series Preprocessing 

In the first phase, time series are preprocessed aiming 

to solve some common problems found on temporal 

data, such as differences in scale and time intervals; data 

with noise; and presence of missing values. 

 

4.2. Phase 2 (P2) – Characteristics Extraction and 
Motif Discovery 

In this phase, features are identified using global characteris

and local descriptions from time series data. Two indep

compose this phase. 

 

Stage 1 (S1-P2): Characteristics Extraction 
 

In this stage, extracted characteristics usually include statis

mean, maximum and minimum values, and variance as well 

dependent characteristics obtained, for instance, by in

experts. 

Figure 2 presents a schematic representation of this stag

characteristics (Ca1, Ca2, Ca3, Ca4, Ca5) are used to repr

series (T1, T2) in an attribute-value table. Vcaij, with i=1..2 

the characteristics values measured over the two time series.

 

 

 

 

 

 

 

 

 

 

                                                           
1
  In this paper, the words characteristics, attributes and 

features are used indistinctly. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        Fig. 1: The three main phases of the proposed approach. 
 

 It is important to notice that the relevance of the 

characteristics to be used as features in the classification 

problem is data dependent.  Therefore, the task of 

choosing the right characteristics requires data and 

domain knowledge. 

 

Step 1 of S2-P2 – Subsequence matrix (SM) 
building: this process consists of extracting all 

subsequences of length n from the time series, using a 

sliding window. Each subsequence is then transformed in 

a string using the Symbolic Aggregate aproXimation 

(SAX) method [19]. This method considers an alphabet, 

with the size provided by the user. In Figure 3, we present 

an example with an alphabet of three symbols (a, b, c). 
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The slide window extracts subsequences of length 16 

which are discretized using SAX giving origin to strings 

of length nsax = 4. 

 

 
 

Fig. 2: Schematic representation of the characteristic 

extraction stage, adapted from [4]. 

 

Step 2 of S2-P2 – Collision matrix (CM) building: 
the CM is used to identify subsequences that are likely to 

be motifs. The number of rows and columns are equal to 

the number of rows of the SM matrix. CM, initially null, 

is iteratively populated. A randomly chosen mask, 

different from the previous iteration, is used to indicate 

which columns of SM are currently active. 

 

 
 

Fig. 3: Representation of the motif identification process, 

adapted from [7]. 

 

A hash key is formed by the active columns, and the 

hash table receives the subsequences according to those 

keys – Figure 3 (c). For example, in Figure 3 (b) the 

current mask is (1, 2); consequently, considering only the 

values of columns 1 and 2, the subsequences in the rows 

(1 and 58) and (2 and 985) of SM will collide since they 

have the same hash key. At the end of each iteration, MC 

is updated by counting the number of subsequences that 

collided – Figure 3 (d). This process is repeated for a 

determined number of times. The hash structure is 

cleaned and completed again for each iteration. 

 

Step 3 of S2-P2 – Collision matrix analysis: a large 

value in a CM position is likely to be indicating the 

existence of a motif, although it is not a guarantee. Thus, 

the CM matrix is analyzed in order to find the location of 

the subsequences with the largest number of collisions. 

Then, the distance between those subsequences is 

calculated regarding the original data (real-valued). Two 

subsequences are considered motifs in the case that they 

are within a radius r. Other subsequences that fall inside 

the same radius are also identified as motifs [7]. In 

general, a sequential search is performed using the 

subsequence defined as motif over the entire time series. 

An empirical evaluation of this approach was 

performed in [18] and showed that it was significantly 

faster than the brute-force method (searches for the entire 

space of possibilities) and both methods identified the 

same motifs. 

In Figure 4, we present a scheme of the described 

process with four motifs (Mo1, Mo2, Mo3, Mo4) that are 

identified in two time series (T1, T2). In the generated 

attribute-value table, the value “1” shows the presence of 
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each motif in the time series and “0” otherwise. Notice 
that in this attribute-value table, instead of registering the 

presence or not of a motif, we may alternatively register 

the frequency or location of an identified motif. 

Finally, the global characteristics, extracted at S1-P2, 

are combined with the identified motifs (S2-P2) in a final 

attribute-value table. In Figure 5, we show this process. 

 

4.3. Phase 3 – Knowledge Extraction from Time Se-
ries Databases 

In this phase, first the ML algorithms that will be used 

to build a prediction model or to explore and understand 

the data are defined. The choice for one algorithm or 

another algorithm needs to take into account the final 

objective of the extracted patterns. Then, the chosen 

algorithms are applied and the generated models can be 

evaluated using objective measures as well as qualitative 

ones. 

 

 
 

Fig. 4: Schematic representation of motif identification [4]. 

 

 

 
 

Fig. 5: Attribute-value representation obtained with 

characteristics and motifs.  

5. Experimental Evaluation 

The proposed approach was evaluated on three ECG 

datasets (Table 1): 

1. ECG (DB1): time series from different subjects 

related to supraventricular and non-

supraventricular tachycardia; 

2. ECGFiveDays (DB2): time series of the same 

subject recorded at interval of five days; 

3. TwoLeadECG (DB3): time series from MIT-

BIH Long-Term ECG Database about two-

lead ECG records. 

 
Table 1: Datasets summary description 

 DB1 DB2 DB3 

Number of 

Examples 
200 884 1162 

TS length 96 136 82 

Classes 
1 – 66,5% 

2 – 33,5% 

1 – 50,0% 

2 – 50,0% 

1 – 50,0% 

2 – 50,0% 

Majority Error 33,5 % 50,0% 50,0% 

 

For each dataset, motifs with different sizes, as well as 

descriptive statistical characteristics were extracted with 

the following setup: 

 Motif size: intervals of 1% to 10%, with 

increments of 1%, were considered to extract 

motifs; this percentage is related to the total 

number of each exams observations. This 

parameter was defined based on results 

presented in a previous work [6]; 
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 Statistical characteristics: the mean, the global 

maximum and minimum for each time series 

were extracted; 

  Similarity threshold: a 5% threshold was 

considered, i.e., the subsequences selected as 

motifs differ at most in 5% among themselves 

combining the Euclidean distance and the 

area of each subsequence; 

  Dimensionality reduction window: no 

dimensionality reduction method was applied 

in this work; 

  Mask size: the mask size considered in this 

work was two, corroborating with the work of 

[7]; 

  Alphabet size: in this work, we considered an 

alphabet composed by six symbols; 

  Number of iterations: iterations performed 

corresponded to 50% of all possible 

combinations of masks.  

 

The final attribute-value table contains the frequency of 

each identified motif as well as the statistical 

characteristics extracted for the respective time series 

(Figure 5). 

In order to evaluate the capacity of description of the 

proposed approach, using motifs of different sizes in 

conjunction with the statistical characteristics, classifiers 

were constructed using each one of the three datasets 

mentioned before and their classification errors were 

measured using the 10 fold cross-validation sampling 

method.  

Classifiers were induced using the J48 algorithm for 

decision trees available at the WEKA tool and 

considering the default parameters values [20].  

The complexity of the induced classifiers was also 

measured by counting the number of node leafs. 

In order to compare the proposed approach with the 

naïve method, the same procedure, maintaining the same 

folds, was applied providing the time series directly as 

input to the J48 algorithm. Results were analyzed using 

the paired t-test [21] for paired Gaussian data. 

6. Results 

Table 2 presents the mean error and its respective 

standard deviation for the induced classifiers for each one 

of the datasets. The smaller error values are marked in 

bold letters and the ones that present Significative 

Statistical Difference (s.s.d.) are marked at the column 

identified with s.s.d.  

  
Table 2: Mean error results for classification task 

Datasets 

Error 

Proposed 
Approach 

Naïve 
Method 

s.s.d. 

DB1 9,07(8,93) 26,04(9,17) ▲ 

DB2 3,66(2,27) 4,30(2,07)  

DB3 3,44(1,34) 4,99(2,40)  

 

Table 3 shows the complexity of the induced decision 

trees for each one of the three datasets using J48. 

 
Table 3: Average complexity of the inducted trees 

Datasets 

Number of leaf node 

Proposed 
Approach 

Naïve 
Method 

s.s.d. 

DB1 7,80(4,37) 11,10(1,60)  

DB2 20,00(3,71) 17,40(1,43)  

DB3 12,70(2,71) 23,70(1,70) ▲ 

7. Discussion 

In this work, the proposed approach presented smaller 

mean errors than the ones measured using the naïve 

method for all the three datasets. Nevertheless, in only 

one case it was possible to verify s.s.d. 

Considering the model complexity, the proposed 

approach presented smaller complexity in two of the three 

datasets with one case of s.s.d.  

These results indicate the superior classification 

performance of the proposed approach. On the top of that, 

the intelligibility of the models generated by the naïve 

method is not as good as the intelligibility of the proposed 

approach, since in the naïve method only specific time 

instants are considered and not the global and local 

behaviors as the proposed approach does. 

Most of the previous work applied non-symbolic 

algorithms due to the temporal nature of the data. Our 

experiments show we can obtain competitive 

classification performance even when symbolic 

algorithms are used. In addition, our representation using 

motifs and characteristics usually lead to very simple 

models that can be easily interpretable by computational 

non-experts. 

In this sense, the use of motifs permits the analysis of 

specific behaviors, embedded in small portions of the 

time series, which may help with the identification of 

anomalies, possibly in initial stages, contributing with the 

early identification of determined diseases.  

It is important to notice that determining the size of the 

motif is a complex task. In [6] a previous study was 

performed considering other ECG datasets demonstrating 

that motifs with better description potential are the ones 

with smaller sizes. This characteristic was considered 

when performing the present work. 

Another parameter that needs adjustment is the 

similarity measure. Although many studies, such as the 

one presented in [22], point that the Euclidean distance, in 

average, performs well, there are other metrics or 

combination of them that may be considered to the 

comparison of subsequences [23]. 

The rest of the parameters are not directly related with 

the acceptance of subsequences as motifs. 

Another important issue to be considered is that results 

may vary according to the algorithm used to induce the 

classifiers. In this work, as we are interested also in the 

intelligibility of the models, we choose the induction of 
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decision trees which are easier to be interpreted by 

domain specialists.  

8. Conclusion 

In this work, we presented an alternative approach in 

order to mine time series using machine learning algo-

rithms. The proposed method rendered competitive re-

sults, superior in some cases when compared to the naïve 

method. In addition, it provides a more intelligible way of 

representing the time series based on global aspects and 

morphological characteristics. Thus, it is possible to in-

duct more intelligible models as well. This important fea-

ture may contribute with the identification, for example, 

of anomalies in early stages, which may be represented by 

some of these patterns. 

It is important to emphasize the contribution of the ap-

proach using motifs and global characteristics for the in-

duction of symbolic models, especially in the medical 

field. In these cases, the analysis and the verification of 

the generated conclusions are fundamental issues to the 

research, diagnosis, treatment and prevention of diseases. 
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