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#### Abstract

Three cases for the nonlinear Sobolev equation $c(x, u)(\partial u / \partial t)-\nabla \cdot[a(x, u) \nabla u+$ $b(x, u, \nabla u) \nabla(\partial u / \partial t)]=f(x, t, u, \nabla u)$ are studied. In case I, the coefficients $a$ and $b$ have uniform positive lower bounds in a neighborhood of the solution; in case II, $b=b(x, u)$ is allowed to take zero values and possibly cause the Sobolev equation to degenerate to a parabolic equation; in case III we only require a bound of the form $|a(x, u)|<K$ with a positive lower bound on $b=b(x, u, \nabla u)$. A Crank-Nicolson-Galerkin approximation with extrapolated coefficients is presented for all cases along with a conjugate gradient iterative procedure which can be used efficiently to solve the different linear systems of algebraic equations arising at each step from the Galerkin method. A priori error estimates are derived for each approximation. Optimal order $H^{1}$-error estimates are obtained in each case.


1. Introduction. We consider questions arising from approximate solution by Galerkin methods of the nonlinear Sobolev equation

$$
\begin{equation*}
c(x, u) \frac{\partial u}{\partial t}-\nabla \cdot\left[a(x, u) \nabla u+b(x, u, \nabla u) \nabla \frac{\partial u}{\partial t}\right]=f(x, t, u, \nabla u) \tag{1.1}
\end{equation*}
$$

for $x \in \Omega, t \in J=(0, T]$, where $\Omega$ is a bounded domain in $\mathbb{R}^{d}, d \leqq 3$, with boundary $\partial \Omega$. We consider the Neumann boundary conditions for $u$. In particular, we assume that $u \in C^{1}(\bar{\Omega} \times[0, T])$ satisfies

$$
\begin{equation*}
\text { a) } a(x, u) \frac{\partial u}{\partial \nu}+b(x, u, \nabla u) \frac{\partial^{2} u}{\partial \nu \partial t}=g(x, t), \quad x \in \partial \Omega, \quad t \in J \text {, } \tag{1.2}
\end{equation*}
$$

b) $u(x, 0)=u_{0}(x), \quad x \in \Omega$,
where $\partial u /(\partial \nu)$ is the normal derivative on the boundary of $\Omega$. We note here that all the following analysis can be carried over immediately to the problem with zero Dirichlet boundary conditions replacing the Neumann conditions provided that appropriate finite-dimensional function spaces are used. Inhomogeneous Dirichlet conditions will be considered elsewhere.

Problems of the form (1.1) arise in the flow of fluids through fissured rock [3], [17], thermodynamics [7], [33], shear in second order fluids [32], consolidation of clay [31], and other applications. See especially [3] for the boundary value problem discussed here. For a discussion of existence and uniqueness results, see [8], [17], [20], [25], [26], [28], [30]. Several applications of the nonlinear problem can be found in [8], [20]. Various numerical treatments of semilinear problems can be found in [16], [19], [34]. Also, Ford presents a predictor-corrector-Galerkin method for (1.1) where there is no dependence on $u$ in $c(x, u)$ and $b(x, u, \nabla u)$ in [18]. For an extensive treatement of equations of the form (1.1) and a comprehensive list of references to the existing literature in the area, see chapter 3 of [6].

In § 2 we present our smoothness assumptions on $u$ and the coefficients in (1.1) and the basic terminology of the paper. We then define a continuous-time-Galerkin

[^0]approximation and an extrapolated form of a Crank-Nicolson-Galerkin approximation to (1.1). Since time-stepping with the Crank-Nicolson-Galerkin approximations requires the solution of a very different set of linear equations at each time step, we then define a conjugate gradient iteration technique which requires only one matrix to be factored once for all time steps.

In § 3, in the case of uniform positive lower bounds for $a(x, u)$ and $b(x, u, \nabla u)$, we present a priori estimates for both the extrapolated Crank-Nicolson-Galerkin approximation and the conjugate gradient iterative approximation of (1.1). We use approximation theory results of $\S 2$ to derive optimal order $H^{1}$-norm rates of convergence (see [9], [14], [24], [34], [35]). The $L^{2}$-norm rates obtained are not optimal.

In §4, we consider some degenerate cases of (1.1). First, we allow $b(x, u)$ to be zero, in which case (1.1) and (1.2) degenerate into the standard nonlinear parabolic Neumann problem. Some applications are discussed. Then we assume a positive lower bound on $b(x, u, \nabla u)$ while allowing the lower bound on $a(x, u)$ to be possibly negative. If $a(x, u) \equiv 0$, we have the equation for a model for long waves considered in [4], [5], [29]. We discuss comparisons with a numerical treatment of this problem presented by Wahlbin in [34]. In both cases, we give error estimates for both the extrapolated Crank-Nicolson-Galerkin scheme and the conjugate gradient iterative variants.

In $\S 5$, we present some rough counts of the number of arithmetic operations required for computation of the various methods. We emphasize the great reduction in operation counts obtained by using the conjugate gradient iterative variants rather than solving the linear systems directly. We also present some machine-oriented stopping procedures for the iterations which are improvements over the theoretical bounds established in $\S \S 3$ and 4.
2. Preliminaries and notation. Let $(u, v)=\int_{\Omega} u v d x,\|u\|^{2}=(u, u), \quad\langle u, v\rangle=$ $\int_{\partial \Omega} u v d \sigma$, and $|u|^{2}=\langle u, u\rangle$. Let $W_{s}^{k}(\Omega)=W_{s}^{k}$ be the Sobolev spaces on $\Omega$ with norms

$$
\|\varphi\|_{W_{s}^{k}}=\left(\sum_{|\alpha| \leq k}\left\|\frac{\partial^{\alpha} \varphi}{\partial x^{\alpha}}\right\|_{L^{s}(\Omega)}^{s}\right)^{1 / s} .
$$

When $s=2$, denote $\|\varphi\|_{W_{2}^{k}} \equiv\|\varphi\|_{H^{k}} \equiv\|\varphi\|_{k}$. Let $\left\{\mathcal{M}_{h}\right\}$ be a family of finite-dimensional subspaces of $H^{1}(\Omega)$, parameterized by $h$, with the following property:
for $r \in \mathbb{Z}, r \geqq 3$, and $3 \leqq p \leqq r$, there exists a constant $K_{0}>0$ such that for $\varphi \in H^{p}$,

$$
\begin{gather*}
\inf _{\chi \in \mathcal{M}_{h}}\left\{\|\varphi-\chi\|+h\|\varphi-\chi\|_{1}+h^{d / 2}\left[\|\varphi-\chi\|_{L^{\infty}}+h\|\nabla(\varphi-\chi)\|_{L^{\infty}}\right]\right\} \\
\leqq K_{\mathrm{o}}\|\varphi\|_{\rho} h^{p} . \tag{2.1}
\end{gather*}
$$

Also assume that our family $\left\{\mathcal{M}_{h}\right\}$ satisfies the following so-called "inverse hypotheses'": there exists a constant $K_{0}$, independent of $h$, such that for all $\varphi \in \mathcal{M}_{h}$,
a) $\|\varphi\|_{1} \leqq K_{0} h^{-1}\|\varphi\| \quad$ and
b) $\|\varphi\|_{L^{\infty}} \leqq K_{0} h^{-d / 2}\|\varphi\|$.

The various regularity assumptions on $a, b, c, f$ and $u$ from (1.1) are catalogued as follows:

Q: 1) There exist uniform constants such that for all $x \in \Omega, t \in J$ and $-\infty<$ $q_{1}, q_{2}<\infty$,
a) $\left|f\left(x, t, q_{1}, q_{2}\right)\right| \leqq K_{1}$,
b) $0<c_{*} \leqq c\left(x, q_{1}\right) \leqq K_{1}$,
c) case I: i) $0<a_{*} \leqq a\left(x, q_{1}\right) \leqq K_{1}$,
ii) $0<b_{*} \leqq b\left(x, q_{1}, q_{2}\right) \leqq K_{1}$,
case II: i) $0<a_{*} \leqq a\left(x, q_{1}\right) \leqq K_{1}$,
ii) $0 \leqq b_{*} \leqq b\left(x, q_{1}\right) \leqq K_{1}$,
case III: i) $a_{*} \leqq a\left(x, q_{1}\right) \leqq K_{1}, \quad\left(a_{*} \leqq 0\right)$,
ii) $0<b_{*} \leqq b\left(x, q_{1}, q_{2}\right) \leqq K_{1}$.
2) Let $a, b, c$, and $f$ be continuously differentiable with respect to each variable and assume uniform bounds for $x \in \Omega, t \in[0, T]$, and $-\infty<q_{1}, q_{2}<\infty$,

$$
\begin{align*}
& \text { a) }\left|\frac{\partial a}{\partial q_{1}}\right|,\left|\frac{\partial b}{\partial q_{1}}\right|,\left|\frac{\partial b}{\partial q_{2}}\right|,\left|\frac{\partial c}{\partial q_{1}}\right|,\left|\frac{\partial f}{\partial q_{1}}\right|,\left|\frac{\partial f}{\partial q_{2}}\right| \leqq K_{1}, \\
& \text { b) }\left|\frac{\partial^{2} a}{\partial q_{1}^{2}}\right|,\left|\frac{\partial^{2} b}{\partial q_{1}^{2}}\right|,\left|\frac{\partial^{3} b}{\partial q_{1}^{3}}\right| \leqq K_{1} . \tag{2.4}
\end{align*}
$$

We note that under the hypotheses of the theorems and corollaries to follow, our approximations converge uniformly to $u$; thus (2.3) and (2.4) actually need hold only in a neighborhood of the solution.

Let

$$
\begin{equation*}
\|\varphi\|_{L^{p}((a, b) ; X)} \equiv\| \| \varphi(\cdot, t)\left\|_{X(\Omega)}\right\|_{L^{p}((a, b))} . \tag{2.5}
\end{equation*}
$$

R: For $u$, the solution of (1.1) and (1.2), and $r$ from (2.1), assume

$$
\begin{align*}
& \text { a) }\|u\|_{L^{\infty}\left(J ; W_{3}^{1}\right)}+\left\|\frac{\partial u}{\partial t}\right\|_{L^{\infty}\left(J ; W_{3}^{1}\right)} \leqq K_{2}, \\
& \text { b) }\|u\|_{L^{2}\left(J ; H^{\prime}\right)}+\left\|\frac{\partial u}{\partial t}\right\|_{L^{2}\left(J ; H^{\prime}\right)} \leqq K_{2},  \tag{2.6}\\
& \text { c) }\left\|\frac{\partial^{2} u}{\partial t^{2}}\right\|_{L^{2}\left(J ; H^{1}\right)}+\left\|\frac{\partial \partial^{3} u}{\partial t^{3}}\right\|_{L^{2}\left(J ; H^{1}\right)} \leqq K_{2} .
\end{align*}
$$

Let $\Delta t>0, N=T / \Delta t \in \mathbb{Z}$, and $t^{\sigma}=\sigma \Delta t, \sigma \in \mathbb{R}$. Also, for integer $n$, let $\varphi^{n} \equiv$ $\varphi^{n}(x) \equiv \varphi\left(x, t^{n}\right), \quad \varphi^{n+1 / 2} \equiv\left(\varphi^{n+1}+\varphi^{n}\right) / 2, \quad$ and $\quad$ denote $\quad d_{t} \varphi^{n} \equiv\left(\varphi^{n+1}-\varphi^{n}\right) / \Delta t \quad$ and $d_{i}^{2} \varphi^{n}=\left(\varphi^{n+1}-2 \varphi^{n}+\varphi^{n-1}\right) /(\Delta t)^{2}$.

We shall use the method of comparison with the solution of an auxiliary elliptic problem used by Wheeler [35] (see also [9], [14], [24]). Define $W$ and $W_{b}$ in $\mathcal{M}_{h}$ to be the unique functions which, for $t \in[0, T]$, satisfy respectively
a) $(\nabla[W(\cdot, t)-u(\cdot, t)], \nabla y)+(W(\cdot, t)-u(\cdot, t), y)=0, \quad y \in \mathcal{M}_{h}$,
b) $\left(b(\cdot, u(\cdot, t)) \nabla\left[W_{b}(\cdot, t)-u(\cdot, t)\right], \nabla y\right)$

$$
+\left(W_{b}(\cdot, t)-u(\cdot, t), y\right)=0, \quad y \in \mathscr{M}_{h} .
$$

Clearly $W$ and $W_{b}$ are weighted $H^{1}$-projections of $u$, the solution of (1.1)-(1.2). Let
$\left\{\mathcal{M}_{h}\right\}$ satisfy (2.1) and (2.2). Restrict $\Omega$ such that the Neumann problem for $-\Delta+\mathrm{I}$ on $\Omega$ is $H^{2}$-regular and $\partial \Omega$ is Lipschitz. Then as in [14] we apply a lemma of Nitsche [23] to obtain the following result.

Lemma 2.1. Let $W$ and $W_{b}$ be defined by (2.7) an let $u$ be the solution of (1.1)-(1.2). Let $k=2$ or $k=\infty$. For some $p$ satisfying $2 \leqq p \leqq r$, let $u \in L^{k}\left(J ; H^{p}\right)$ and $\partial u /(\partial t) \in L^{k}\left(J ; H^{p}\right)$. Then there exists a constant $K_{3}$, dependent upon $\Omega$ and $K_{0}$, such that for $\eta=u-W, s=0$ or $s=1$, and $2 \leqq p \leqq r$,
a) $\|\eta\|_{L^{k}\left(J ; H^{s}\right)} \leqq K_{3} h^{p-s}\|u\|_{L^{k}\left(J ; H^{p}\right)}$,
b) $\left\|d_{t} \eta\right\|_{L^{k}\left(J ; H^{s}\right)} \leqq K_{3} h^{p-s}\left\{\|u\|_{L^{k}\left(J ; H^{p}\right)}+\left\|\frac{\partial u}{\partial t}\right\|_{L^{k}\left(J ; H^{p}\right)}\right\}$.

Note that (2.8) also holds for $\eta=u-W_{b}$ and $s=1$ with $K_{3}$ depending also on $b_{*}, K_{1}$, and a bound for $\|\partial u / \partial t\|_{L^{\infty}}\left(J ; L^{\infty}\right)$. Also if $\partial^{2} u /\left(\partial t^{2}\right) \in L^{k}\left(J ; H^{p}\right)$, then

$$
\left\|d_{t}^{2} \eta\right\|_{L^{k}\left(J ; H^{1}\right)} \leqq K_{3} h^{p-1}\left\{\|u\|_{L^{k}\left(J ; H^{p}\right)}+\left\|\frac{\partial u}{\partial t}\right\|_{L^{k}\left(j ; H^{p}\right)}+\left\|\frac{\partial^{2} u}{\partial t^{2}}\right\|_{L^{k}\left(J ; H^{p}\right)}\right\} .
$$

We shall now present a set of lemmas which will provide needed regularity properties for $W$ and $W_{b}$. See [12] for typical proofs.

Lemma 2.2. Regularity assumption R and the assumption (2.1) with $r \geqq 3$ yield the existence of a constant $K_{3}=K_{3}\left(K_{0}, K_{2}\right)$ such that

$$
\begin{equation*}
\left\|\frac{\partial W}{\partial t}\right\|_{L^{2}\left(J ; L^{\infty}\right)}+\left\|\frac{\partial^{2} W}{\partial t^{2}}\right\|_{L^{2}\left(J ; H^{1}\right)}+\left\|\frac{\partial^{3} W}{\partial t^{3}}\right\|_{L^{2}\left(J ; H^{1}\right)} \leqq K_{3} . \tag{2.9}
\end{equation*}
$$

Lemma 2.3. In addition to regularity assumption R, (2.1), and (2.4), assume for some $K_{4}>0$,

$$
\|u\|_{L^{\infty}\left(J ; H^{3}\right)}+\left\|\frac{\partial u}{\partial t}\right\|_{L^{\infty}\left(J ; H^{2}\right)} \leqq K_{4} .
$$

Then there is a constant $K_{5}=K_{5}\left(K_{0}, K_{1}, K_{2}, K_{4}\right)$ such that

$$
\begin{equation*}
\left\|\frac{\partial W_{b}}{\partial t}\right\|_{L^{\infty}\left(J ; W_{3}^{1}\right)}+\left\|\frac{\partial^{2} W_{b}}{\partial t^{2}}\right\|_{L^{2}\left(\boldsymbol{(} ; H^{1}\right)}+\left\|\frac{\partial^{3} W_{b}}{\partial t^{3}}\right\|_{L^{2}\left(; ; H^{1}\right)} \leqq K_{5} . \tag{2.10}
\end{equation*}
$$

Lemma 2.4. Assume (2.1) and that, for some $K_{4}>0$,

$$
\left\|\frac{\partial u}{\partial t}\right\|_{L^{\infty}\left(J ; H^{3}\right)} \leqq K_{4} .
$$

Then there is a constant $K_{3}=K_{3}\left(K_{0}, K_{2}, K_{4}\right)$ such that

$$
\begin{equation*}
\left\|\frac{\partial W}{\partial t}\right\|_{L^{\infty}\left(J ; w_{\infty}^{1}\right)} \leqq K_{3} . \tag{2.11}
\end{equation*}
$$

We now consider the continuous-time-Galerkin approximation of the solution of (1.1)-(1.2). Let $u_{h}:[0, T] \rightarrow \mathcal{M}_{h}$ be determined by

$$
\text { a) } \begin{align*}
\left(c\left(\cdot, u_{h}\right) \frac{\partial u_{h}}{\partial t}, y\right) & +\left(a\left(\cdot, u_{h}\right) \nabla u_{h}, \nabla y\right)+\left(b\left(\cdot, u_{h}, \nabla u_{h}\right) \nabla \frac{\partial u_{h}}{\partial t}, \nabla y\right) \\
= & \left(f\left(\cdot, t, u_{h}, \nabla u_{h}\right), y\right)+\langle g(\cdot, t), y\rangle, \quad y \in \mathcal{M}_{h}, \tag{2.12}
\end{align*}
$$

b) $\left(a(\cdot, u(\cdot, 0)) \nabla\left[u(\cdot, 0)-u_{h}(\cdot, 0)\right], \nabla y\right)=0, \quad y \in \mathcal{M}_{h}$.

A standard Crank-Nicolson-Galerkin approximation to the solution of (2.12) would result in a time discretization error of the order $(\Delta t)^{2}$, but would require the solution of a different nonlinear system of algebraic equations at each time step. (For examples of this property for associated parabolic equations, see [10], [24].)

We shall extrapolate the nonlinear coefficients (see [10], [24]) to obtain the following form of the Crank-Nicolson-Galerkin scheme. Let $U:\left\{0=t_{0}, t_{1}, \cdots, t_{N}=\right.$ $T\} \rightarrow \mathcal{M}_{h}$, where $t_{j}-t_{j-1}=\Delta t$, satisfy (using the notation $c(u)=c(x, u(x, t))$ etc.)

$$
\begin{array}{r}
\left(c\left(E U^{n}\right) d_{t} U^{n}, y\right)+\left(a\left(E U^{n}\right) \nabla U^{n+1 / 2}, \nabla y\right)+\left(b\left(E U^{n}, \nabla E U^{n}\right) \nabla d_{t} U^{n}, \nabla y\right)  \tag{2.13}\\
=\left(f\left(t^{n+1 / 2}, E U^{n}, \nabla E U^{n}\right), y\right)+\left\langle g\left(t^{n+1 / 2}\right), y\right\rangle, \quad y \in \mathscr{M}_{h},
\end{array}
$$

for $n=1,2, \cdots, N-1$, where $E U^{n}=\frac{3}{2} U^{n}-\frac{1}{2} U^{n-1}$. With this definition of $E U^{n}$, we see that information is required at two preceding time levels to advance in time. Thus we need a starting procedure which will retain the overall accuracy of the method. A predictor-corrector starting method (for example see [10], [18], [24]) will suffice. We note that the method given by (2.13) requires only the solution of one linear system of algebraic equations at each time step. (By comparison, the predictor-corrector Galerkin approximation described by Ford in [18] for the simpler problem in which $c$ and $b$ do not depend upon the solution, requires the solution of two linear systems of algebraic equations per time step.) However, the solution of (2.13) requires that a different system of linear equations be solved at each time step. We shall also consider a modification of (2.13) which allows us to solve only equations associated with one fixed matrix at all time levels.

Let $M=\operatorname{dim} \mathcal{M}_{h}$. Let $\left\{\varphi_{l}\right\}_{l=1}^{M}$ be a basis for $\mathcal{M}_{h}$ and, at the $m$ th time step, let a solution of (2.13) be given by

$$
\begin{equation*}
U^{m}=\sum_{l=1}^{M} \xi_{l}^{m} \varphi_{l} \tag{2.14}
\end{equation*}
$$

Then define the following matrices and vectors:
a) $C^{m}(\theta)=\left(c_{i j}^{m}(\theta)\right), c_{i j}^{m}(\theta)=\left(c\left(\cdot, E \sum_{l=1}^{M} \theta_{l}^{m} \varphi_{l}\right) \varphi_{j}, \varphi_{i}\right)$,
b) $A^{m}(\theta)=\left(a_{i j}^{m}(\theta)\right), a_{i j}^{m}(\theta)=\left(a\left(\cdot, E \sum_{l=1}^{M} \theta_{l}^{m} \varphi_{l}\right) \nabla \varphi_{i}, \nabla \varphi_{i}\right)$,
c) $B^{m}(\theta)=\left(b_{i j}^{m}(\theta)\right), b_{i j}^{m}(\theta)=\left(b\left(\cdot, E \sum_{l=1}^{M} \theta_{l}^{m} \varphi_{l}, \nabla E \sum_{l=1}^{M} \theta_{l}^{m} \varphi_{l}\right) \nabla \varphi_{j}, \nabla \varphi_{i}\right)$,
d) $F^{m}(\theta)=\left(f_{i}^{m}(\theta)\right), f_{i}^{m}(\theta)=\left(f\left(\cdot, t^{m+1 / 2}, E \sum_{l=1}^{M} \theta_{l}^{m} \varphi_{l}, \nabla E \sum_{l=1}^{M} \theta_{l}^{m} \varphi_{l}\right), \varphi_{i}\right)$
e) $G^{m}(\theta)=\left(g_{i}^{m}(\theta)\right), g_{i}^{m}(\theta)=\left\langle g\left(\cdot, t^{m+1 / 2}\right), \varphi_{i}\right\rangle$,
f) $C_{0}=\left(\left(c_{0} \varphi_{j}, \varphi_{i}\right)\right)$ and $A_{0}=\left(\left(a_{0} \nabla \varphi_{j}, \nabla \varphi_{i}\right)\right)$,
for $i=1, \cdots, M$ and $j=1, \cdots, M$, where $a_{0}$ and $c_{0}$ are any fixed values of $a$ and $c$.
Using the above notation, we can write (2.13) in the form

$$
\begin{align*}
L^{n}(\xi)\left(\xi^{n+1}-\xi^{n}\right) & \equiv\left(C^{n}(\xi)+B^{n}(\xi)+\frac{\Delta t}{2} A^{n}(\xi)\right)\left(\xi^{n+1}-\xi^{n}\right) \\
& =-\Delta t A^{n}(\xi) \xi^{n}+\Delta t\left[F^{n}(\xi)+G^{n}(\xi)\right] \tag{2.16}
\end{align*}
$$

We see from (2.3.I) and (2.15) that $L^{n}$ is positive definite for each $n$.

We next present a conjugate gradient iterative scheme which will greatly reduce the work involved in solving (2.16) repeatedly with different coefficients. We use the conjugate gradient method to solve for coefficients $\gamma_{l}^{m}, l=1,2, \cdots, M$, to replace the $\xi_{l}^{m}$ in (2.16) and then use

$$
\begin{equation*}
V^{m}=\sum_{l=1}^{M} \gamma_{l}^{m} \varphi_{l} \tag{2.17}
\end{equation*}
$$

as an approximation to $U^{n}$, the solution of (2.13). A predictor-corrector method for determining $V^{0}$ and $V^{1}$ can be obtained using the conjugate gradient method as in [12]. Thus, assume $V^{0}, V^{1}, \cdots, V^{n}$ are known by some method. We find $\gamma^{n+1}$ (and thus $V^{n+1}$ ) using a conjugate gradient iteration (see [1], [2], [11], [12]) as follows:

With

$$
\begin{equation*}
L_{0} \equiv C_{0}+\left(1+\frac{\Delta f}{2}\right) A_{0} \tag{2.18}
\end{equation*}
$$

let

$$
\text { a) } \begin{align*}
x_{0} & =x_{0}^{2}=\gamma^{1}-\gamma^{0}, \quad n=1, \\
x_{0} & =x_{0}^{n+1}=2 \gamma^{n}-3 \gamma^{n-1}+\gamma^{n-2}, \quad n \geqq 2, \tag{2.19}
\end{align*}
$$

b) $q_{0}=s_{0}=L^{n}(\gamma) x_{0}+\Delta t A^{n}(\gamma) \gamma^{n}-\Delta t\left[F^{n}(\gamma)+G^{n}(\gamma)\right]$.

Then for $\mu$, to be determined later, and $k=1,2, \cdot, \cdots, \mu$, set

$$
\text { a) } x_{k+1}=x_{k}+\alpha_{k} s_{k}, \quad \text { where } \alpha_{k}=-\frac{\left(L_{0}^{-1} q_{k}, q_{k}\right)}{\left(s_{k}, L^{n}(\gamma) s_{k}\right)}
$$

b) $q_{k+1}=q_{k}+\alpha_{k} L^{n}(\gamma) s_{k}$,

$$
\begin{equation*}
\text { c) } s_{k+1}=L_{0}^{-1} q_{k+1}+\beta_{k} s_{k}, \quad \text { where } \beta_{k}=\frac{\left(L_{0}^{-1} q_{k+1}, q_{k+1}\right)}{\left(L_{0}^{-1} q_{k}, q_{k}\right)} \tag{2.20}
\end{equation*}
$$

Finally, set

$$
\begin{equation*}
\gamma^{n+1}=\gamma^{n}+x_{\mu} \tag{2.21}
\end{equation*}
$$

where $\mu$ is to be chosen independently of $n$. We define $\bar{\gamma}^{n+1}$ to be the exact solution for one time step of (2.16) where the $\xi^{n}$ have been replaced by the $\gamma^{n}$ computed by the above scheme. We thus define $\bar{\gamma}^{n+1}$ to satisfy

$$
\begin{equation*}
L^{n}(\gamma)\left(\bar{\gamma}^{n+1}-\gamma^{n}\right)=-\Delta t A^{n}(\gamma) \gamma^{n}+\Delta t\left[F^{n}(\gamma)+G^{n}(\gamma)\right] \tag{2.22}
\end{equation*}
$$

We know from the theory of conjugate gradient methods [1], [2] that there exists a constant $\rho<1$ such that we have a norm reduction of the following form
a) $\left\|L^{1}(\gamma)^{1 / 2}\left(\bar{\gamma}^{2}-\gamma^{2}\right)\right\|_{l} \leqq \rho\left\|L^{1}(\gamma)^{1 / 2}\left(\bar{\gamma}^{2}-2 \gamma^{1}+\gamma^{0}\right)\right\|_{\text {, }}$,
b) $\left\|L^{n}(\gamma)^{1 / 2}\left(\bar{\gamma}^{n+1}-\gamma^{n+1}\right)\right\|_{l} \leqq \rho\left\|L^{n}(\gamma)^{1 / 2}\left(\bar{\gamma}^{n+1}-3 \gamma^{n}+3 \gamma^{n-1}-\gamma^{n-2}\right)\right\|_{l}, \quad n \geqq 2$,
where the norm symbol refers to the Euclidean norm of the vector. For example, if we let $a_{0} \equiv 1$ and $c_{0} \equiv 1$ in (2.15), then from (2.3.1) we obtain
a) $0<\psi_{0} \leqq \frac{x^{T} L^{n}(\gamma) x}{x^{T} L_{0} x} \leqq \psi_{1}, \quad 0 \neq x \in \mathbb{R}^{M}$
b) $\psi_{0} \equiv \min \left\{\frac{a_{*} \Delta t}{2}+b_{*}, c_{*}\right\}>0$,
c) $\psi_{1} \equiv\left(1+\frac{\Delta t}{2}\right) K_{1} \geqq \psi_{0}$.

Then from Axelsson [1], [2], we have

$$
\begin{equation*}
\rho<2\left\{\frac{\psi_{1}^{1 / 2}-\psi_{0}^{1 / 2}}{\psi_{1}^{1 / 2}+\psi_{0}^{1 / 2}}\right\}^{\mu} \equiv 2 \omega^{\mu} . \tag{2.25}
\end{equation*}
$$

We note that a choice of coefficients other than $a_{0}=c_{0} \equiv 1$ in the definition of $A_{0}$ and $C_{0}$ would slightly alter (2.24) and (2.25). A better choice for computational purposes could be $a_{0}=a\left(x, u_{0}(x)\right)$ and $c_{0}=c\left(x, u_{0}(x)\right)$. Next, letting

$$
\begin{equation*}
\bar{V}^{n+1}=\sum_{i=1}^{M} \bar{\gamma}_{i}^{n+1} \varphi_{i}, \tag{2.26}
\end{equation*}
$$

and using (2.17) and (2.26), we see that $V^{n}$ and $\bar{V}^{n+1}$ satisfy

$$
\begin{align*}
& \left(c\left(\cdot, E V^{n}\right) \frac{\bar{V}^{n+1}-V^{n}}{\Delta t}, y\right)+\left(a\left(\cdot, E V^{n}\right) \nabla \frac{\bar{V}^{n+1}-V^{n}}{2}, \nabla y\right) \\
&  \tag{2.27}\\
& \text { 7) } \begin{aligned}
& +\left(b\left(\cdot, E V^{n}, \nabla E V^{n}\right) \nabla \frac{\bar{V}^{n+1}-V^{n}}{\Delta t}, \nabla y\right) \\
= & \left(f\left(\cdot, t^{n+1 / 2}, E V^{n}, \nabla E V^{n}\right), y\right)+\left\langle g\left(\cdot, t^{n+1 / 2}\right), y\right\rangle, \quad y \in \mathcal{M}_{h} .
\end{aligned} \\
&
\end{align*}
$$

Define
a) $\|\varphi\|_{c^{n}}^{2} \equiv\left(c\left(\cdot, E V^{n}\right) \varphi, \varphi\right)$,
b) $\|\varphi\|_{a^{2}}^{2}=\left(\frac{1}{2} a\left(\cdot, E V^{n}\right) \nabla \varphi, \nabla \varphi\right)$,
c) $\|\varphi\|_{b^{n}}^{2}=\left(b\left(\cdot, E V^{n}, \nabla E V^{n}\right) \nabla \varphi, \nabla \varphi\right)$.

We shall abuse the notation of (2.28) in $\S 3$ by replacing $E V^{n}$ by $E U^{n}$ in the coefficients with the same notation. From (2.3), we note that for each $n,\|\cdot\|_{c^{n}}$ is equivalent to $\|\cdot\|$, and $\|\cdot\|_{a^{n}}$ and $\|\cdot\|_{b^{n}}$ are equivalent to $\|\nabla \cdot\|$. In the notation of (2.28), (2.23) and the triangle inequality yield

$$
\begin{align*}
& \text { a) }\left\|\bar{V}^{2}-V^{2}\right\|_{1} \leqq \rho K\left\|\delta^{2} V^{1}\right\|_{1}, \\
& \text { b) }\left\|\bar{V}^{n+1}-V^{n+1}\right\|_{1} \leqq \rho K\left\|\delta^{3} V^{n}\right\|_{1}, \quad n \geqq 2, \tag{2.29}
\end{align*}
$$

where $K$ depends upon the constants from the norm and semi-norm equivalences and an upper bound on $\Delta t$ and we define
a) $\delta^{2} V^{n} \equiv V^{n+1}-2 V^{n}+V^{n-1}$,
b) $\delta^{3} V^{n} \equiv V^{n+1}-3 V^{n}+3 V^{n-1}-V^{n-2}$.

We note from (2.25) that if $\alpha>0$ and

$$
\begin{equation*}
\mu \geqq\left(\log (2 K)+\alpha \log \left(\frac{1}{\Delta t}\right)\right) / \log \left(\frac{1}{\omega}\right), \tag{2.31}
\end{equation*}
$$

then

$$
\begin{equation*}
p K<(\Delta t)^{\alpha} . \tag{2.32}
\end{equation*}
$$

In particular, if $\mu$ is chosen from (2.31) with $\alpha=1$ for $n=1$, (2.29a) yields

$$
\begin{equation*}
\left\|\bar{V}^{2}-V^{2}\right\|_{1} \leqq \Delta t\left\|\delta^{2} V^{1}\right\|_{1} \tag{2.33}
\end{equation*}
$$

We shall use (2.29b) and (2.33) in the next section to obtain a priori bounds on the difference $\zeta^{n}=V^{n}-W^{n}$. We emphasize that the conjugate gradient method outlined above is only one way to obtain the necessary norm reduction. The remaining
theory depends only on the inequalities (2.29) and (2.33) and not on the method of obtaining them.
3. A priori $\boldsymbol{H}^{\mathbf{1}}$ error estimates. In this section for case I, we develop a priori bounds for the error $U^{n}-u^{n}$ and then for the error in the conjugate gradient modifications, $V^{n}-u^{n}$, defined in $\S 2$. We then use the weighted $H^{1}$-projection $W_{b}$ defined in (2.7b) and the notion of a negative-indexed norm to reduce the smoothness assumptions on $\partial u /(\partial t)$ when spaces $\mathcal{M}_{h}$ with large $r$ are used. In each case of the conjugate gradient semi-iterative method, the error at each time step need only be reduced by a fixed (sufficiently small) factor that is independent of $n, \Delta t$ and $h$. We obtain optimal order $H^{1}$-estimates.

We shall first state the following lemma which can be proved using the techniques which follow in this section.

Lemma 3.1. Let case I of (2.3), (2.4a), R and the restrictions on $\left\{\mathcal{M}_{h}\right\}$ of $\S 2$ be satisfied. Let $W$ be defined in (2.7a) and $u$ be the solution of (1.1)-(1.2). Define $U^{0}$ to be the $L^{2}$-projection of $u_{0}(x)$ into $\mathcal{M}_{h}$. Then a predictor-corrector Crank-Nicolson-Galerkin method can be defined for $U^{1}$ (as in [10], [12], [24]) which satisfies for $\Delta t \leqq \tau_{0}$,

$$
\begin{equation*}
\left\|U^{0}-W^{0}\right\|_{1}+\left\|U^{1}-W^{1}\right\|_{1}+(\Delta t)^{1 / 2}\left\|d_{t}\left(U^{0}-W^{0}\right)\right\|_{1} \leqq C_{1}\left\{(\Delta t)^{2}+h^{r-1}\right\} \tag{3.1}
\end{equation*}
$$

where $\tau_{0}$ and $C_{1}$ are positive constants with $C_{1}$ depending on $a_{*}, b_{*}, c_{*}, K_{0}, K_{1}, K_{2}, K_{3}$, and $\left\|u_{0}\right\|_{r}$.

Using Lemma 3.1, we prove the following error estimates for the solution of (2.13).

Theorem 3.1. Let case I of (2.3), (2.4a), R and the restriction on $\left\{\mathscr{M}_{h}\right\}$ of $\S 2$ be satisfied. Let

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial t}\right\|_{L^{\infty}\left(\boldsymbol{J} ; W_{\infty}^{1}\right)} \leqq K_{2} \tag{3.2}
\end{equation*}
$$

and let (3.1) hold. Then there exist positive constants $\tau_{0}$ and $C_{2}$, with $C_{2}=$ $C_{2}\left(Q, K_{1}, K_{2}, K_{3}, C_{1}\right)$ such that if $h \leqq \tau_{0}, \Delta t \leqq h^{d / 3}$, and $r \geqq 3$,

$$
\begin{equation*}
\sup _{t^{\prime}}\|U-u\|_{1} \leqq C_{2}\left\{(\Delta t)^{2}+h^{r-1}\right\} . \tag{3.3}
\end{equation*}
$$

Proof. Letting $\eta^{n}=u^{n}-W^{n}$ and $Z^{n}=U^{n}-W^{n}$, we see that

$$
\begin{aligned}
& \left(c\left(E U^{n}\right) d_{t} Z^{n}, y\right)+\left(a\left(E U^{n}\right) \nabla Z^{n+1 / 2}, \nabla y\right)+\left(b\left(E U^{n}, \nabla E U^{n}\right) \nabla d_{t} Z^{n}, \nabla y\right) \\
& =\left(c\left(E U^{n}\right) d_{t} \eta^{n}, y\right)-\left(\left[c\left(E U^{n}\right) d_{t} u^{n}-c\left(u\left(t^{n+1 / 2}\right)\right) \frac{\partial u}{\partial t}\left(t^{n+1 / 2}\right)\right], y\right) \\
& \quad+\left(a\left(E U^{n}\right) \nabla \eta^{n+1 / 2}, \nabla y\right)-\left(\left[a\left(E U^{n}\right) \nabla u^{n+1 / 2}-a\left(u\left(t^{n+1 / 2}\right)\right) \nabla u\left(t^{n+1 / 2}\right)\right], \nabla y\right) \\
& \quad+\left(b\left(E U^{n}, \nabla E U^{n}\right) \nabla d_{t} \eta^{n}, \nabla y\right)-\left(\left[b\left(E U^{n}, \nabla E U^{n}\right) \nabla d_{t} u^{n}\right.\right. \\
& \left.\left.\quad-b\left(u\left(t^{n+1 / 2}\right), \nabla u\left(t^{n+1 / 2}\right)\right) \nabla \frac{\partial u}{\partial t}\left(t^{n+1 / 2}\right)\right], \nabla y\right) \\
& \quad+\left(\left[f\left(t^{n+1 / 2}, E U^{n}, \nabla E U^{n}\right)-f\left(t^{n+1 / 2}, u\left(t^{n+1 / 2}\right), \nabla u\left(t^{n+1 / 2}\right)\right)\right], y\right), \quad y \in \mathcal{M}_{h} .
\end{aligned}
$$

We shall obtain estimates on the $H^{1}$-norm by using $y=Z^{n+1}-Z^{n} \equiv \delta Z^{n}=\Delta t d_{t} Z^{n}$ as
a test function. Using (2.28), we obtain

$$
\begin{align*}
& \left(c\left(E U^{n}\right) d_{t} Z^{n}, \delta Z^{n}\right)+\left(a\left(E U^{n}\right) \nabla Z^{n+1 / 2}, \nabla \delta Z^{n}\right)+\left(b\left(E U^{n}, \nabla E U^{n}\right) \nabla d_{t} Z^{n}, \nabla \delta Z^{n}\right) \\
& \quad=\Delta t\left\|d_{t} Z^{n}\right\|_{c^{n}}^{2}+\Delta t\left\|d_{t} Z^{n}\right\|_{b^{n}}^{2}+\left\{\left\|Z^{n+1}\right\|_{a^{n}}^{2}-\left\|Z^{n}\right\|_{a^{2}}^{2}\right\}  \tag{3.5}\\
& \quad \geqq \beta \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}+\left\{\left\|Z^{n+1}\right\|_{a^{n}}^{2}-\left\|Z^{n}\right\|_{a^{n}}^{2}\right\}
\end{align*}
$$

where $\beta=\min \left\{b_{*}, c_{*}\right\}$ from case I of (2.3). We shall use Hölder's inequality and the inequality

$$
\begin{equation*}
\nu_{1} \nu_{2} \leqq\left(\frac{\nu_{1}^{2}}{\varepsilon}+\varepsilon \nu_{2}^{2}\right) / 2, \quad \varepsilon>0, \tag{3.6}
\end{equation*}
$$

to split all the terms on the right side of (3.4). We choose $\varepsilon$ in (3.6) so as to have small quantities multiplying each of the contributions from the test function. For example, we use a generalized Hölder inequality and the fact that $H^{1} \subset L^{6}$ continuously for $d \leqq 3$ to obtain

$$
\begin{align*}
& \left|\left(a\left(E U^{n}\right) \nabla u^{n+1 / 2}, \nabla d_{t} Z^{n}\right) \Delta t-\left(a\left(u\left(t^{n+1 / 2}\right)\right) \nabla u\left(t^{n+1 / 2}\right), \nabla d_{t} Z^{n}\right) \Delta t\right| \\
& \leqq\left|\Delta t\left(a\left(E U^{n}\right)\left[\nabla u^{n+1 / 2}-\nabla u\left(t^{n+1 / 2}\right)\right], \nabla d_{t} Z^{n}\right)\right| \\
& +\left|\Delta t\left(\left[a\left(E U^{n}\right)-a\left(E W^{n}\right)\right] \nabla u\left(t^{n+1 / 2}\right), \nabla d_{t} Z^{n}\right)\right| \\
& +\mid \Delta t\left(\left[a\left(E W^{n}\right)-a\left(E u^{n}\right)+a\left(E u^{n}\right)\right.\right. \\
& \left.\left.\quad-a\left(u\left(t^{n+1 / 2}\right)\right)\right] \nabla u\left(t^{n+1 / 2}\right), \nabla d_{t} Z^{n}\right) \mid \\
& \leqq C \Delta t\left\{\left\|u^{n+1 / 2}-u\left(t^{n+1 / 2}\right)\right\|_{1}+\left[\left\|E Z^{n}\right\|_{L^{6}(\Omega)}+\left\|E \eta^{n}\right\|_{L^{5}(\Omega)}\right.\right.  \tag{3.7}\\
& \left.\left.\quad+\left\|E u^{n}-u\left(t^{n+1 / 2}\right)\right\|_{L^{6}(\Omega)}\right)\|u\|_{W_{3} 3}\right\}\left\|d_{t} Z^{n}\right\|_{1}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{1, n}=\int_{t}^{t n-1}\left\|\frac{\partial^{2} u}{\partial t^{2}}(\cdot, s)\right\|_{1}^{2} d s \tag{3.8}
\end{equation*}
$$

and the last constants in (3.7) depend upon $K_{2}$ from (2.6 a). Similarly, we treat the sixth term on the right of (3.4) as follows:

$$
\begin{align*}
& \left|\left(b\left(E U^{n}, \nabla E U^{n}\right) \nabla d_{t} u^{n}, \nabla d_{t} Z^{n}\right) \Delta t-\left(b\left(u\left(t^{n+1 / 2}\right), \nabla u\left(t^{n+1 / 2}\right)\right) \nabla \frac{\partial u}{\partial t}, \nabla d_{t} Z^{n}\right) \Delta t\right| \\
& \leqq C \Delta t\left\{\left\|d_{t} u^{n}-\frac{\partial u}{\partial t}\right\|_{1}\right.  \tag{3.9}\\
& \left.+\left[\left\|E Z^{n}\right\|_{1}+\left\|E \eta_{1}^{n}\right\|+\left\|E u^{n}-u\left(t^{n+1 / 2}\right)\right\|_{1}\right]\left\|\frac{\partial u}{\partial t}\right\|_{W_{\infty}}\right\}\left\|d_{t} Z^{n}\right\|_{1} \\
& \leqq \frac{\beta \Delta t}{16}\left\|d_{t} Z^{n}\right\|_{1}^{2}+C \Delta t\left\{\left\|\eta^{n}\right\|_{1}^{2}+\left\|\eta^{n-1}\right\|_{1}^{2}+\left\|Z^{n}\right\|_{1}^{2}+\left\|Z^{n-1}\right\|_{1}^{2}\right\} \\
& \\
& +C\left[\sigma_{1, n}+\sigma_{2, n}\right](\Delta t)^{4}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{2, n}=\int_{t^{n}}^{t^{n+1}}\left\|\frac{\partial^{3} u}{\partial t^{3}}(\cdot, s)\right\|_{1}^{2} d s \tag{3.10}
\end{equation*}
$$

and the last constants in (3.9) depend upon $K_{2}$ from (3.2). Clearly, the last term in (3.4) can be estimated as above. In a similar manner, we treat the first, third, and fifth terms on the right of (3.4) as follows

$$
\begin{align*}
& \Delta t\left|\left(c\left(E U^{n}\right) d_{t} \eta^{n}, d_{t} Z^{n}\right)+\left(a\left(E U^{n}\right) \nabla \eta^{n+1 / 2}, \nabla d_{t} Z^{n}\right)+\left(b\left(E U^{n}, \nabla E U^{n}\right) \nabla d_{t} \eta^{n}, \nabla d_{t} Z^{n}\right)\right| \\
&  \tag{3.11}\\
& \begin{array}{l}
\text { (3.11) } \\
\end{array} \frac{\beta \Delta t}{16}\left\|d_{t} Z^{n}\right\|_{1}^{2}+C \Delta t\left\{\left\|\eta^{n}\right\|_{1}^{2}+\left\|\eta^{n+1}\right\|_{1}^{2}+\left\|d_{t} \eta^{n}\right\|_{1}^{2}\right\} .
\end{align*}
$$

Using similar estimates, combining the results, and subtracting the small multiples of $\beta \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}$ from both sides, we sum on $n=1, \cdots, l-1$ to obtain

$$
\begin{align*}
& \sum_{n=1}^{l-1}\left\{\frac{3}{4} \beta \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}+\left\|Z^{n+1}\right\|_{a^{n}}^{2}-\left\|Z^{n}\right\|_{a^{n}}^{2}\right\}  \tag{3.12}\\
& \quad \leqq C \Delta t \sum_{n=0}^{t-1}\left[\left\|\eta^{n}\right\|_{1}^{2}+\left\|d_{t} \eta^{n}\right\|_{1}^{2}\right]+C \Delta t \sum_{n=0}^{t-1}\left\|Z^{n}\right\|_{1}^{2}+C(\Delta t)^{4} \sum_{n=1}^{l-1}\left[\sigma_{1, n}+\sigma_{2, n}\right] .
\end{align*}
$$

We note that assumption (2.6c) implies that

$$
\begin{equation*}
\sum_{n=1}^{N-1}\left[\sigma_{1, n}+\sigma_{2, n}\right] \leqq 2 K_{2} . \tag{3.13}
\end{equation*}
$$

Then from (2.8) and (3.1) we have that

$$
\begin{align*}
& \sum_{n=1}^{t-1}\left\{\frac{3}{4} \beta \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}+\left\|Z^{n+1}\right\|_{\left.a^{n}-\left\|Z^{n}\right\|_{a^{n}}^{2}\right\}}\right. \\
& \quad \leqq C\left\{(\Delta t)^{4}+h^{2 r-2}\right\}+C \Delta t \sum_{n=1}^{t-1}\left\|Z^{n}\right\|_{1}^{2} . \tag{3.14}
\end{align*}
$$

In order to use the discrete Gronwall lemma in (3.14), we need a telescoping sum in the $\|\cdot\|_{a^{n}}$ semi-norms. We use an idea of Rachford [24] to establish comparabilities $\left\|Z^{n}\right\|_{a^{n}}^{2}$ and $\left\|Z^{n}\right\|_{a^{n-1}}^{2}$ to obtain this telescoping sum. Note that

$$
\begin{align*}
\left\|Z^{n}\right\|_{a^{n}}^{2} & =\left\|Z^{n}\right\|_{a^{n-1}}^{2}+\left(\left[a\left(E U^{n}\right)-a\left(E U^{n-1}\right)\right] \nabla Z^{n}, \nabla Z^{n}\right) \\
& =\left\|Z^{n}\right\|_{a^{n-1}}^{2}+\left(\left[\frac{\partial a}{\partial u} E\left(Z^{n}-Z^{n-1}\right)+\frac{\partial a}{\partial u} E\left(W^{n}-W^{n-1}\right)\right] \nabla Z^{n}, \nabla Z^{n}\right)  \tag{3.15}\\
& \leqq\left\|Z^{n}\right\|_{a^{n-1}}^{2}+C\left\{\sigma_{3, n}+\left\|\delta Z^{n-1}\right\|_{L^{\infty}(\Omega)}+\left\|\delta Z^{n-2}\right\|_{L^{\infty}(\Omega)}\right)\left\|Z^{n}\right\|_{1}^{2}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{3, n}=\int_{t^{n-2}}^{t n}\left\|\frac{\partial W}{\partial t}(\cdot, s)\right\|_{L^{\infty}(\Omega)} d s \tag{3.16}
\end{equation*}
$$

Thus, as in [12], [22], we have

$$
\begin{align*}
-\sum_{n=2}^{1-1}\left\|Z^{n}\right\|_{a^{n-1}}^{2} \leqq-\sum_{n=2}^{1-1} & \left\|Z^{n}\right\|_{a^{n}}^{2}  \tag{3.17}\\
& +C \sum_{n=2}^{l-1}\left\{\sigma_{3, n}+\left\|\delta Z^{n-1}\right\|_{L^{\infty}(\Omega)}+\left\|\delta Z^{n-2}\right\|_{L^{\infty}(\Omega)}\right)\left\|Z^{n}\right\|_{1}^{2}
\end{align*}
$$

Then, using (3.17) in (3.14) and (3.1), we use the telescoping property of the sum to
obtain

$$
\begin{aligned}
& \frac{3}{4} \sum_{n=1}^{l-1} \beta \Delta t\left\|d Z^{n}\right\|_{1}^{2}+\left\|Z^{l}\right\|_{a^{l-1}}^{2} \\
& \leqq \\
& \quad \begin{array}{l}
\text { C\{( } \left.\{t)^{4}+h^{2 r-2}\right\}+C \Delta t \sum_{n=1}^{l-1}\left\|Z^{n}\right\|_{1}^{2} \\
\\
\quad+C \sum_{n=2}^{l-1}\left\{\sigma_{3, n}+\left\|\delta Z^{n-1}\right\|_{L^{\infty}(\Omega)}+\left\|\delta Z^{n-2}\right\|_{L^{\infty}(\Omega)}\right\}\left\|Z^{n}\right\|_{1}^{2} .
\end{array}
\end{aligned}
$$

Next we note that we must introduce an $L^{2}$-component on the left side of (3.18) to combine with the $\|\cdot\|_{a^{t-1}}$ term to obtain terms equivalent to the $H^{1}$-norm to apply the discrete Gronwall lemma. We also note that if $\Delta t \leqq \beta /\left(8 a_{*}\right)$, then

$$
\begin{align*}
a_{*}\left\{\left\|Z^{n+1}\right\|^{2}-\left\|Z^{n}\right\|^{2}\right\} & =2 a_{*} \Delta t\left(d_{t} Z^{n}, Z^{n}\right)+a_{*}(\Delta t)^{2}\left\|d_{t} Z^{n}\right\|^{2} \\
& \leqq \frac{\beta \Delta t}{4}\left\|d_{t} Z^{n}\right\|_{1}^{2}+C \Delta t\left\|Z^{n}\right\|_{1}^{2} . \tag{3.19}
\end{align*}
$$

Summing (3.19) from $n=1$ to $n=l-1$, adding the result to (3.18), and multiplying the result by $\max \left\{1,2 / \beta, 1 / a_{*}\right\}$, we obtain

$$
\begin{align*}
\sum_{n=1}^{l-1} \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}+\left\|Z^{l}\right\|_{1}^{2} \leqq & C_{3}\left\{(\Delta t)^{4}+h^{2 r-2}\right\}+C_{4} \Delta t \sum_{n=1}^{l-1}\left\|Z^{n}\right\|_{1}^{2}  \tag{3.20}\\
& +C_{5} \sum_{n=2}^{l-1}\left\{\sigma_{3, n}+\left\|\delta Z^{n-1}\right\|_{L^{\infty}(\Omega)}+\left\|\delta Z^{n-2}\right\|_{L^{\infty}(\Omega)}\right\}\left\|Z^{n}\right\|_{1}^{2} .
\end{align*}
$$

Since $\sum_{n=2}^{t-1} \sigma_{3, n} \leqq 2 K_{3}$ from (2.9), in order to apply a version of the discrete Gronwall lemma, we must show that for some $C_{6}>0$,

$$
\begin{equation*}
\sum_{n=0}^{t-2}\left\|\delta Z^{n}\right\|_{L^{\infty}(\Omega)} \leqq C_{6} . \tag{3.21}
\end{equation*}
$$

We shall use an induction argument as in [12], [22], [24] to yield (3.21) with the summation starting at $n=1$. For $l=2$, the inequality (3.20) and the estimate (3.1) yield

$$
\begin{align*}
\Delta t\left\|d_{t} Z^{0}\right\|_{1}^{2}+\Delta t\left\|d_{t} Z^{1}\right\|_{1}^{2} & \leqq C_{7}\left\{(\Delta t)^{4}+h^{2 r-2}\right\}+C_{4} \Delta t\left\|Z^{1}\right\|_{1}^{2} \\
& \leqq C_{8}\left\{(\Delta t)^{4}+h^{2 r-2}\right\} . \tag{3.22}
\end{align*}
$$

We note that if
a) $h \leqq\left(2 C_{8}\right)^{-3 / d}$,
b) $\Delta t \leqq h^{d / 3}$,
c) $r \geqq 3 \geqq \frac{2}{3} d+1$,
then

$$
\begin{equation*}
\Delta t\left\|d_{t} Z^{0}\right\|_{1}^{2}+\Delta t\left\|d_{t} Z^{1}\right\|_{1}^{2} \leqq h^{d} . \tag{3.24}
\end{equation*}
$$

Assume the following induction hypothesis:

For $h$ sufficiently small,

$$
\begin{equation*}
\Delta t \sum_{n=0}^{k}\left\|\nabla d_{t} Z^{n}\right\|^{2} \leqq h^{d}, \quad \text { for } 1 \leqq k \leqq l-2 . \tag{3.25}
\end{equation*}
$$

If we use the inverse hypothesis (2.2b), (3.25), and the fact that $N \Delta t=T$, we see that

$$
\begin{align*}
\sum_{n=0}^{l-2}\left\|\delta Z^{n}\right\|_{L^{\infty}(\Omega)} & \left.\leqq(l-1)^{1 / 2}\left(\sum_{n=0}^{l-2}\left\|\delta Z^{n}\right\|_{L^{\infty}(\Omega)}^{2}\right)\right)^{1 / 2} \\
& \leqq N^{1 / 2} K_{0} h^{-d / 2}\left(\sum_{n=0}^{l-2}\left\|\delta Z^{n}\right\|^{2}\right)^{1 / 2} \\
& \leqq(\Delta t)^{-1 / 2} T^{1 / 2} K_{0} h^{-d / 2}(\Delta t)^{1 / 2}\left(\Delta t \sum_{n=0}^{l-2}\left\|\nabla d_{t} Z^{n}\right\|^{2}\right)^{1 / 2}  \tag{3.26}\\
& \leqq T^{1 / 2} K_{0} .
\end{align*}
$$

Then, with $C_{6}=T^{1 / 2} K_{0}$, we apply the discrete Gronwall lemma in (3.20) to obtain

$$
\begin{equation*}
\sum_{n=1}^{l-1} \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}+\left\|Z^{t}\right\|_{1}^{2} \leqq C_{9}\left\{(\Delta t)^{4}+h^{2 r-2}\right\} \tag{3.27}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{9} \leqq C_{3} \exp \left\{C_{4} T+2 C_{5}\left[K_{3}+T^{1 / 2} K_{0}\right]\right\} . \tag{3.28}
\end{equation*}
$$

Then, with $C_{8}$ in (3.23a) replaced by $C_{9}$, we see that the induction argument is completed. Since (3.27) holds for each $l=1$ to $l=N$, we have

$$
\begin{equation*}
\sup _{t^{\prime}}\|U-W\|_{1} \leqq C_{10}\left\{(\Delta t)^{2}+h^{r-1}\right\} \tag{3.29}
\end{equation*}
$$

Then (2.8), (3.1), (3.29) and the triangle inequality yield the desired result.
Corollary 3.1. If $b$ in case I of (2.3) is independent of $\nabla u$ (i.e., $b=b(x, u)$ ) then the results of Theorem 3.1 will hold with (3.2) replaced by

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial t}\right\|_{L^{\infty}\left(J ; W_{3}^{1}\right)} \leqq K_{2} . \tag{3.30}
\end{equation*}
$$

Proof. The norm $\|\partial u / \partial t\|_{W_{\infty}^{1}}$ in line 2 of (3.9) can be replaced by $\|\partial u / \partial t\|_{W_{3}^{1}}$ by using the generalized Hölder inequality as in (3.7) and the fact that $H^{1} \subset L^{6}$ continuously.

The results of § 2 will now be applied to develop a priori estimates for the error for incomplete iterative approximation. Let $\zeta^{n}=V^{n}-W^{n}$.

Theorem 3.2. Let the assumptions of Theorem 3.1 be satisfied. Assume $V^{0}$ and $V^{1}$ are determined to satisfy

$$
\begin{equation*}
\left\|V^{0}-W^{0}\right\|_{1}+\left\|V^{1}-W^{1}\right\|_{1}+(\Delta t)^{1 / 2}\left\|d_{t}\left(V^{0}-W^{0}\right)\right\|_{1} \leqq C_{11}\left\{(\Delta t)^{2}+h^{r-1}\right\} \tag{3.31}
\end{equation*}
$$

and $V^{2}$ satisfies (2.33). Then there exist positive constants $C_{12}, C_{13}$ and $\tau_{0}$ such that if $\mu$ is chosen independently of $n, h$ and $\Delta t$ for $n \geqq 2$ such that $\rho K \leqq C_{12}$ in (2.29b), and $r \geqq 3$,

$$
\begin{equation*}
\sup _{i^{n}}\|V-u\|_{1} \leqq C_{13}\left\{(\Delta t)^{2}+h^{r-1}\right\} . \tag{3.32}
\end{equation*}
$$

The constants $C_{11}$ and $C_{13}$ have the same dependencies as $C_{2}$.

Proof. A predictor-corrector version of the conjugate gradient method presented in § 2 and similar to that discussed in [12] will yield (3.31). From (2.7), we note that $W^{n}$ satisfies an analog to (3.4) with $E U^{n}$ replaced by $E V^{n}$ in the coefficients. The analog of (3.4) for $\zeta^{n}=V^{n}-W^{n}$ is

$$
\begin{aligned}
&\left(c\left(E V^{n}\right) d_{t} \zeta^{n}, y\right)+\left(a\left(E V^{n}\right) \nabla \zeta^{n+1 / 2}, \nabla y\right)+\left(b\left(E V^{n}, \nabla E V^{n}\right) \nabla d_{t} \zeta^{n}, \nabla y\right) \\
&=\left(c\left(E V^{n}\right) d_{t} \eta^{n}, y\right)-\left(\left[c\left(E V^{n}\right) d_{t} u^{n}-c\left(u\left(t^{n+1 / 2}\right)\right) \frac{\partial u}{\partial t}\left(t^{n+1 / 2}\right)\right], y\right) \\
&+\left(a\left(E V^{n}\right) \nabla \eta^{n+1 / 2}, \nabla y\right) \\
&-\left(\left[a\left(E V^{n}\right) \nabla u^{n+1 / 2}-a\left(u\left(t^{n+1 / 2}\right)\right) \nabla u\left(t^{n+1 / 2}\right)\right], \nabla y\right) \\
&+\left(b\left(E V^{n}, \nabla E V^{n}\right) \nabla d_{t} \eta^{n}, \nabla y\right) \\
&-\left(\left[b\left(E V^{n}, \nabla E V^{n}\right) \nabla d_{t} u^{n}-b\left(u\left(t^{n+1 / 2}\right), \nabla u\left(t^{n+1 / 2}\right)\right) \nabla \frac{\partial u}{\partial t}\right], \nabla y\right) \\
&+\left(\left[f\left(t^{n+1 / 2}, E V^{n}, \nabla E V^{n}\right)-f\left(t^{n+1 / 2}, u\left(t^{n+1 / 2}\right), \nabla u\left(t^{n+1 / 2}\right)\right)\right], y\right) \\
&+\left\{\left(c\left(E V^{n}\right) \frac{V^{n+1}-\bar{V}^{n+1}}{\Delta t}, y\right)+\left(a\left(E V^{n}\right) \nabla\left(\frac{V^{n+1}-\bar{V}^{n+1}}{2}\right), \nabla y\right)\right. \\
&\left.+\left(b\left(E V^{n}, \nabla E V^{n}\right) \nabla\left(\frac{V^{n+1}-\bar{V}^{n+1}}{\Delta t}\right), \nabla y\right)\right\}, \quad y \in \mathcal{M}_{n} .
\end{aligned}
$$

By comparing (3.4) with (3.33), we see that the only significant difference in the proof of this result is the method of treating the last term in brackets in (3.33). Using (2.33), (3.31), and the equivalence of norms, we have

$$
\begin{align*}
& \left\lvert\,\left(c\left(E V^{1}\right) \frac{V^{2}-\bar{V}^{2}}{\Delta t},\right.\right.\left.\Delta t d_{t} \zeta^{1}\right)+\left(a\left(E V^{1}\right) \nabla\left(\frac{V^{2}-\bar{V}^{2}}{2}\right), \nabla\left(\Delta t d_{t} \zeta^{1}\right)\right) \\
& \left.+\left(b\left(E V^{1}, \nabla E V^{1}\right) \nabla \frac{V^{2}-\bar{V}^{2}}{\Delta t}, \nabla\left(d_{t} \zeta^{1} \Delta t\right)\right) \right\rvert\, \\
& \leqq C\left\|V^{2}-\bar{V}^{2}\right\|_{1}\left\|d_{t} \zeta^{1}\right\|_{1} \\
& \leqq C \Delta t\left\|\delta^{2} V^{1}\right\|_{1}\left\|d_{t} \zeta^{1}\right\|_{1} \\
& \leqq C \Delta t\left\|\delta^{2} \zeta^{1}+\delta^{2} W^{1}\right\|_{1}\left\|d_{t} \zeta^{1}\right\|_{1}  \tag{3.34}\\
& \leqq C \Delta t\left\{\left\|d_{t} \zeta^{1}\right\|_{1} \Delta t+\left\|d_{t} \zeta^{0}\right\|_{1} \Delta t\right. \\
&\left.\quad+C \Delta t \int_{t^{0}}^{t^{2}}\left\|\frac{\partial^{2} W}{\partial t^{2}}(\cdot, s)\right\|_{1} d s\right\}\left\|d_{t} \zeta^{1}\right\|_{1} \\
& \leqq \frac{1}{32} \beta \Delta t\left\|d_{t} \zeta^{1}\right\|_{1}^{2}+C\left((\Delta t)^{4}+h^{2 r-2}\right)
\end{align*}
$$

if $\Delta t<\beta / 64$, since by the Cauchy inequality and (2.9)

$$
\begin{equation*}
\left(\Delta t \int_{t^{\circ}}^{t^{2}}\left\|\frac{\partial^{2} W}{\partial t^{2}}(\cdot, s)\right\|_{1} d s\right)^{2} \leqq C(\Delta t)^{3} \int_{t^{\circ}}^{t^{2}}\left\|\frac{\partial^{2} W}{\partial t^{2}}(\cdot, s)\right\|_{1}^{2} d s \leqq C K_{3}(\Delta t)^{3} . \tag{3.35}
\end{equation*}
$$

For $n \geqq 2$, by ( 2.29 b) and the equivalence of norms, we have

$$
\begin{aligned}
& \left\lvert\,\left(c\left(E V^{n}\right)\left(V^{n+1}-\bar{V}^{n+1}\right), d_{t} \zeta^{n}\right)+\left(a\left(E V^{n}\right) \nabla\left(\frac{V^{n+1}-\bar{V}^{n+1}}{2}\right), \nabla d_{t} \zeta^{n}\right) \Delta t\right. \\
& \quad+\left(b\left(E V^{n}, \nabla E V^{n}\right) \nabla\left(V^{n+1}-\bar{V}^{n+1}\right), \nabla d_{t} \zeta^{n}\right) \mid \\
& \leqq C_{14}\left\|V^{n+1}-\bar{V}^{n+1}\right\|_{1}\left\|d_{t} \zeta^{n}\right\|_{1} \\
& \leqq C_{14} K \rho\left\|\delta^{3} V^{n}\right\|_{1}\left\|d_{t} \zeta^{n}\right\|_{1} \\
& \leqq C_{14} K \rho\left\{\left\|\delta^{2} d_{t} \zeta^{n}\right\|_{1} \Delta t+\left\|\delta^{3} W^{n}\right\|_{1}\right\}\left\|d_{t} \zeta^{n}\right\|_{1} \\
& \leqq \Delta t C_{14} K \rho\left\|d_{t} \zeta^{n}\right\|_{1}\left\{\left\|d_{t} \zeta^{n}\right\|_{1}+2\left\|d_{t} \zeta^{n-1}\right\|_{1}+\left\|d_{t} \zeta^{n-2}\right\|_{1}+C \Delta t \sigma_{4, n}\right\}
\end{aligned}
$$

where

$$
\begin{equation*}
\sigma_{4, n}=\int_{t^{n-2}}^{t^{n+1}}\left\|\frac{\partial^{3} W}{\partial t^{3}}(\cdot, s)\right\|_{1} d s \tag{3.37}
\end{equation*}
$$

Note that from (2.9) and as in (3.35), $\sum_{n=1}^{N-1} \sigma_{4, n}^{2} \leqq C K_{3} \Delta t$. Since we have seven terms involving $\left\|d_{t} \zeta^{n}\right\|_{1}$ for various $n$ in (3.36), we want to iterate sufficiently many times so that

$$
\begin{equation*}
\rho K<\beta /\left(16 C_{14}\right) \equiv C_{12} . \tag{3.38}
\end{equation*}
$$

We note that this number of iterations is independent of $n, \Delta t$ and $h$. We then see that we can group the terms involving $\left\|d_{t} \zeta^{n}\right\|_{1}$ after summation, use (3.31), and absorb them all in the left side of (3.33) as before. Then doing exactly as we did in the proof of Theorem 3.1, we obtain the desired result. $\square$

If $b$ in case $I$ of (2.3) is independent of $\nabla u$, we can determine $W_{b}$ as in (2.7b) and obtain the results of Theorems 3.1 and 3.2 with weaker smoothness assumptions on $\partial u /(\partial t)$. Note that, from (2.7b), we have

$$
\begin{equation*}
d_{t}\left[b\left(u^{n}\right) \nabla u^{n}\right]=d_{t}\left[b\left(u^{n}\right) \nabla W_{b}^{n}\right]-d_{t} \eta^{n} . \tag{3.39}
\end{equation*}
$$

Also, we have

$$
\begin{equation*}
d_{t}\left[b\left(u^{n}\right) \nabla u^{n}\right]=\left(d_{t} b\left(u^{n}\right)\right) \nabla u^{n+1 / 2}+(b(u))^{n+1 / 2} \nabla d_{t} u^{n} . \tag{3.40}
\end{equation*}
$$

Combining (3.39) and (3.40), we have

$$
\begin{equation*}
(b(u))^{n+1 / 2} \nabla d_{t} u^{n}=(b(u))^{n+1 / 2} \nabla d_{t} W_{b}^{n}-\left(d_{t} b\left(u^{n}\right)\right) \nabla \eta^{n+1 / 2}-d_{t} \eta^{n} . \tag{3.41}
\end{equation*}
$$

The following notion of a dual norm is useful; define

$$
\begin{equation*}
\|\varphi\|_{H^{-1}(\Omega)}=\sup \left\{\int_{\Omega} \varphi \psi d x:\|\psi\|_{1}=1\right\} . \tag{3.42}
\end{equation*}
$$

Assume that the Neumann problem for $-\Delta+I$ on $\Omega$ is $H^{3}$-regular. Then, as in [13], for each $t \in[0, T]$,

$$
\begin{equation*}
\left\|d_{t} \eta^{n}\right\|_{H^{-1}(\Omega)} \leqq C h\left\|d_{t} \eta^{n}\right\| \leqq C h^{r-1}\left\{\|u\|_{r-2}+\left\|\frac{\partial u}{\partial t}\right\|_{r-2}\right\} . \tag{3.43}
\end{equation*}
$$

We now state the following corollary.
Corollary 3.2. Let the assumptions of Theorem 3.1 hold with (2.6b) replaced by

$$
\begin{equation*}
\|u\|_{L^{2}\left(J ; H^{r}\right)}+\left\|\frac{\partial u}{\partial t}\right\|_{L^{2}\left(J ; H^{r-2}\right)} \leqq K_{2} . \tag{3.44}
\end{equation*}
$$

In addition, assume that $\partial u /(\partial t) \in L^{\infty}\left(J ; H^{2}\right)$ boundedly and the Neumann problem for $-\Delta+I$ on $\Omega$ is $H^{3}$-regular. If $b$ is independent of $\nabla u$, then the results of Theorem 3.1 hold.

Proof. With $W_{b}$ defined by ( 2.7 b ) and satisfying (3.41), equation (3.4) becomes

$$
\begin{aligned}
&\left(c\left(E U^{n}\right) d_{t} Z^{n}, y\right)+\left(a\left(E U^{n}\right) \nabla Z^{n+1 / 2}, \nabla y\right)+\left(b\left(E U^{n}\right) \nabla d_{t} Z^{n}, \nabla y\right) \\
&=\left(c\left(E U^{n}\right) d_{t} \eta^{n}, y\right)-\left(\left[c\left(E U^{n}\right) d_{t} u^{n}-c\left(u\left(t^{n+1 / 2}\right)\right) \nabla \frac{\partial u}{\partial t}\left(t^{n+1 / 2}\right)\right], y\right) \\
&+\left(a\left(E U^{n}\right) \nabla \eta^{n+1 / 2}, \nabla y\right) \\
&-\left(\left[a\left(E U^{n}\right) \nabla u^{n+1 / 2}-a\left(u\left(t^{n+1 / 2}\right)\right) \nabla u\left(t^{n+1 / 2}\right)\right], \nabla y\right) \\
&+\left(\left[b\left(E U^{n}\right)-(b(u))^{n+1 / 2}\right] \nabla d_{t} W_{b}^{n}, \nabla y\right)+\left(d_{t} \eta^{n}, y\right) \\
&+\left(d_{t}\left(b\left(u^{n}\right)\right) \nabla \eta^{n+1 / 2}, \nabla y\right) \\
&+\left(\left[(b(u))^{n+1 / 2} \nabla d_{t} u^{n}-b\left(u\left(t^{n+1 / 2}\right)\right) \nabla \frac{\partial u}{\partial t}\left(t^{n+1 / 2}\right)\right], \nabla y\right) \\
&+\left(\left[f\left(t^{n+1 / 2}, E U^{n}, \nabla E U^{n}\right)\right.\right. \\
&\left.\left.\quad-f\left(t^{n+1 / 2}, u\left(t^{n+1 / 2}\right), \nabla u\left(t^{n+1 / 2}\right)\right)\right], y\right), \quad y \in \mathcal{M}_{h} .
\end{aligned}
$$

Using the test function $y=Z^{n+1}-Z^{n}=d_{t} Z^{n} \Delta t$, the analysis follows exactly as before except for the terms involving $d_{t} \eta^{n}$ and the coefficients $b$. Using (3.42) and (3.43), we treat the first and sixth terms on the right of (3.45) as follows

$$
\begin{align*}
& \Delta t\left|\left(c\left(E U^{n}\right) d_{t} \eta^{n}, d_{t} Z^{n}\right)+\left(d_{t} \eta^{n}, d_{t} Z^{n}\right)\right| \\
& \leqq \frac{1}{16} \beta \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}+C \Delta t\left\|d_{t} \eta^{n}\right\|_{H^{-1}(\Omega)}^{2}  \tag{3.46}\\
& \leqq \frac{1}{16} \beta \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}+C \Delta t h^{2 r-2}\left\{\|u\|_{r-2}^{2}+\left\|\frac{\partial u}{\partial t}\right\|_{r-2}^{2}\right\} .
\end{align*}
$$

The fifth term on the right of (3.45) is bounded by

$$
\left|\left(\left[b\left(E U^{n}\right)-b\left(E W_{b}^{n}\right)+b\left(E W_{b}^{n}\right)-b\left(E u^{n}\right)+b\left(E u^{n}\right)-(b(u))^{n+1 / 2}\right] \nabla d_{t} W_{b}^{n}, \nabla d_{t} Z^{n}\right) \Delta t\right|
$$

$$
\begin{equation*}
\leqq \frac{1}{16} \beta \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}+C \Delta t\left\{\left\|Z^{n}\right\|_{1}^{2}+\left\|Z^{n-1}\right\|_{1}^{2}+\left\|\eta^{n}\right\|_{1}^{2}+\left\|\eta^{n-1}\right\|_{1}^{2}+\sigma_{1, n}\right\} . \tag{3.47}
\end{equation*}
$$

We note that the constant $C$ in (3.47) depends upon $K_{1}$ and a bound on $\left\|\partial W_{b} / \partial t\right\|_{L^{\infty}\left(J ; W_{3}^{1}\right)}$ from (2.10). The rest of the proof follows as before.

Corollary 3.3. Let the assumptions of Corollary 3.2 and (2.4) hold. If we also assume $u \in L^{\infty}\left(J ; H^{3}\right)$ boundedly, the results of Theorem 3.2 hold.

Proof. The proof of Theorem 3.2 is modified using an analog of (3.45) as above.
4. Extensions to other cases. In this section we relax some of the assumptions of case I of Q and thus treat a wider class of applications of (1.1). We emphasize that, in case II, $b$ is independent of $\nabla u$ but, in case III, we again have $b=(b x, u, \nabla u)$.

First we shall treat case II of Q. We see that by letting $b$ have the value zero, we are allowing our Sobolev equation to degenerate to a nonlinear parabolic equation for some set in $\Omega$. We note that the Neumann conditions for (1.1) degenerate at the same time to standard Neumann conditions for the parabolic problem. In terms of the model of fluid flow in a fissured medium introduced by [3], this would allow the size of the blocks in the fissuring to tend to zero and approach the standard model for fluid flow in a porous medium, without fissures.

Mathematically, the assumption of case II of (2.3) will still force $L^{n}(\xi)$ from (2.16) to be positive definite for each $n$, so we have no problems with the existence of a solution to (2.13) in this case. Similarly, we can define our conjugate gradient iteration just as before to obtain the approximation $V^{n}, n=0,1, \cdots, N$. However, we used the fact that we had a positive multiple of a term equivalent to $\left\|d_{t} Z^{n}\right\|_{1}^{2}$ (or $\left\|d_{t} \zeta^{n}\right\|_{1}^{2}$ ) on the left side of (3.4) and (3.33) in the proofs of Theorem 3.1 and Theorem 3.2 respectively, in a very crucial manner. We recall that we grouped small multiples of terms of this type which arose from bounds of the form (3.7) and subtracted them from the positive term mentioned above in our proofs. We must therefore modify our proofs in this case to account for the lack of these important terms.

Theorem 4.1. Let case II of (2.3), (2.4), R and the restriction on $\left\{\mathcal{M}_{h}\right\}$ of $\S 2$ be satisfied. Let $r \geqq 3$ and an analog of (3.1) for case II hold. Assume that

$$
\begin{equation*}
\|u\|_{H^{2}\left(J ; H^{5}\right)}+\left\|\frac{\partial^{4} u}{\partial t^{4}}\right\|_{L^{1}\left(J ; H^{1}\right)}+\|u\|_{W_{\infty}^{3}\left(J ; H^{1}\right)} \leqq K_{2} . \tag{4.1}
\end{equation*}
$$

Then there exist positive constants $\tau_{0}$ and $C_{16}$ such that if $h \leqq \tau_{0}$ and $\Delta t \leqq h^{d / 3}$,

$$
\begin{equation*}
\sup _{c^{n}}\|U-u\|_{1} \leqq C_{16}\left\{(\Delta t)^{2}+h^{r-1}\right\} \tag{4.2}
\end{equation*}
$$

The constant $C_{16}$ has the same dependencies as $C_{2}$.
Proof. We first note that if the same test function is used as above and if $\eta^{n}=u^{n}-W^{n}$, then estimates of all terms on the right of (3.4) will follow as before except for the terms involving $\nabla y$. These terms are contributed by the coefficients $a$ and $b$ and must be treated differently. We note that, as in (3.7),

$$
\begin{aligned}
\left(a\left(E U^{n}\right) \nabla\right. & \left.u^{n+1 / 2}, \nabla y\right)-\left(a\left(u\left(t^{n+1 / 2}\right)\right) \nabla u\left(t^{n+1 / 2}\right), \nabla y\right) \\
= & \left(\left[a\left(E U^{n}\right)-a\left(u\left(t^{n+1 / 2}\right)\right)\right] \nabla u^{n+1 / 2}, \nabla y\right) \\
& +\left(a\left(u\left(t^{n+1 / 2}\right)\right)\left[\nabla u^{n+1 / 2}-\nabla u\left(t^{n+1 / 2}\right)\right], \nabla y\right) \\
\equiv & A_{1, n}+A_{2, n} .
\end{aligned}
$$

Similarly, we see that

$$
\begin{align*}
\left(b\left(E U^{n}\right) \nabla\right. & \left.d_{t} u^{n}, \nabla y\right)-\left(b\left(u\left(t^{n+1 / 2}\right)\right) \nabla \frac{\partial u}{\partial t}\left(t^{n+1 / 2}\right), \nabla y\right) \\
= & \left(\left[b\left(E U^{n}\right)-b\left(u\left(t^{n+1 / 2}\right)\right)\right] \nabla d_{t} u^{n}, \nabla y\right)  \tag{4.4}\\
& +\left(b\left(u\left(t^{n+1 / 2}\right)\right)\left[\nabla d_{t} u^{n}-\nabla \frac{\partial u}{\partial t}\left(t^{n+1 / 2}\right)\right], \nabla y\right) \\
\equiv & B_{1, n}+B_{2, n} .
\end{align*}
$$

We shall use summation by parts in time to bound each of $A_{i, n}, B_{i, n}, i=1,2$. As typical examples, we shall give estimates for $B_{1, n}$ and $B_{2, n}$. With $y=Z^{n+1}-Z^{n}$, we
sum by parts to obtain

$$
\begin{aligned}
& \left|\sum_{n=1}^{t-1} B_{2, n}\right| \leqq \sum_{n=2}^{t-1}\left|\Delta t\left(\frac{\left\{b\left(u\left(t^{n+1 / 2}\right)\right)\left[\nabla d_{t} u^{n}-\nabla \frac{\partial u}{\partial t}\right]-b\left(u\left(t^{n-1 / 2}\right)\right)\left[\nabla d_{t} u^{n-1}-\nabla \frac{\partial u}{\partial t}\right]\right\}}{\Delta t}, \nabla Z^{n}\right)\right| \\
& +\left|\left(b\left(u\left(t^{l-1 / 2}\right)\right) \nabla\left(d_{t} u^{l-1}-\frac{\partial u}{\partial t}\left(t^{l-1 / 2}\right)\right), \nabla Z^{l}\right)\right| \\
& +\left|\left(b\left(u\left(t^{3 / 2}\right)\right) \nabla\left(d_{i} u^{1}-\frac{\partial u}{\partial t}\left(t^{3 / 2}\right)\right), \nabla Z^{1}\right)\right| \\
& \leqq \sum_{n=2}^{l-1} \left\lvert\,\left(\left\{\frac{b\left(u\left(t^{n+1 / 2}\right)\right)-b\left(u\left(t^{n-1 / 2}\right)\right)}{\Delta t}\right\} \nabla\left[d_{t} u^{n}-\frac{\partial u}{\partial t}\right] \Delta t\right.\right. \\
& \left.+b\left(u\left(t^{n-1 / 2}\right)\right) \nabla\left\{\frac{d_{t} u^{n}-\frac{\partial u}{\partial t}\left(t^{n+1 / 2}\right)-\left[d_{t} u^{n-1}-\frac{\partial u}{\partial t}\left(t^{n-1 / 2}\right)\right]}{\Delta t}\right\} \Delta t, \nabla Z^{n}\right) \mid \\
& +\frac{1}{32}\left\|Z^{\prime}\right\|_{a}^{2} t-1+\left\|Z^{1}\right\|_{1}^{2}+C_{17}(\Delta t)^{4} \\
& \leqq \frac{1}{32}\left\|Z^{l}\right\|_{a^{t-1}}^{2}+\left\|Z^{1}\right\|_{1}^{2}+C_{18}(\Delta t)^{4}+C_{19} \sum_{n=1}^{t-1}\left[\Delta t+\sigma_{5, n}\right]\left\|Z^{n}\right\|_{1}^{2},
\end{aligned}
$$

where

$$
\begin{equation*}
\sigma_{5, n}=\int_{t^{n-1}}^{t^{n+1}}\left\|\frac{\partial^{4} u}{\partial t^{4}}(\cdot, s)\right\|_{1} d s \tag{4.6}
\end{equation*}
$$

We note that $C_{17}$ depends upon the bound $K_{2}$ for $\left\|\partial^{3} u / \partial t^{3}\right\|_{L^{\infty}\left(J ; H^{1}\right)}$ from (4.1) while $C_{18}$ also depends upon the bound for $\left\|\partial^{4} u / \partial t^{4}\right\|_{L^{1}\left(J ; H^{1}\right)}$. To estimate $B_{1, n}$, sum by parts in time again to obtain

$$
\begin{align*}
& \left|\sum_{n=1}^{l-1} B_{1, n}\right| \leqq \mid \sum_{n=2}^{l-1}\left(\left\{\left[b\left(E U^{n}\right)-b\left(u\left(t^{n+1 / 2}\right)\right)\right] \nabla d_{t} u^{n}\right.\right. \\
& \left.\left.-\left[b\left(E U^{n-1}\right)-b\left(u\left(t^{n-1 / 2}\right)\right)\right] \nabla d_{t} u^{n-1}\right\}, \nabla Z^{n}\right) \mid \\
& +\left|\left(\left[b\left(E U^{l-1}\right)-b\left(u\left(t^{l-1 / 2}\right)\right)\right] \nabla d_{t} u^{l-1}, \nabla Z^{l}\right)\right| \\
& +\left|\left(\left[b\left(E U^{1}\right)-b\left(u\left(t^{3 / 2}\right)\right)\right] \nabla d_{t} u^{1}, \nabla Z^{1}\right)\right|  \tag{4.7}\\
& \leqq C_{20}\left\{\left\|Z^{1}\right\|_{1}^{2}+\left\|Z^{0}\right\|^{2}+\left\|Z^{l-2}\right\|^{2}+\left\|Z^{l-1}\right\|^{2}+\left\|\eta^{0}\right\|^{2}\right. \\
& \left.+\left\|\eta^{1}\right\|^{2}+\left\|\eta^{l-2}\right\|^{2}+\left\|\eta^{l-1}\right\|^{2}+(\Delta t)^{4}\right\} \\
& +\frac{1}{20}\left\|Z^{l}\right\|_{a^{2}-1}^{2}+\sum_{n=2}^{l-1}\left(\left[b\left(E U^{n}\right)\right.\right. \\
& \left.\left.-b\left(u\left(t^{n+1 / 2}\right)\right)\right]\left[\nabla d_{t} u^{n}-\nabla d_{t} u^{n-1}\right], \nabla Z^{n}\right) \mid \\
& +\left.\right|_{n=2} ^{l-1}\left(\nabla d _ { t } u ^ { n - 1 } \left[b\left(E U^{n}\right)-b\left(u\left(t^{n+1 / 2}\right)\right)\right.\right. \\
& \left.\left.-\left\{b\left(E U^{n-1}\right)-b\left(u\left(t^{n-1 / 2}\right)\right)\right\}\right], \nabla Z^{n}\right) \mid .
\end{align*}
$$

Note that $C_{20}$ depends upon the bound $K_{2}$ from (4.1). We bound the next to the last
term on the right of (4.7) as follows:

$$
\begin{array}{r}
\left|\sum_{n=2}^{l-1}\left(\left[b\left(E U^{n}\right)-b\left(u\left(t^{n+1 / 2}\right)\right)\right]\left[\nabla d_{t} u^{n}-\nabla d_{t} u^{n-1}\right], \nabla Z^{n}\right)\right|  \tag{4.8}\\
\leqq C_{21} \sum_{n=1}^{l-1} \sigma_{6, n}\left[\left\|Z^{n}\right\|_{1}^{2}+\left\|\eta^{n}\right\|^{2}+(\Delta t)^{4}\right]
\end{array}
$$

where

$$
\begin{equation*}
\sigma_{6, n}=\int_{t^{n-1}}^{t n+2}\left\|\nabla \frac{\partial^{2} u}{\partial t^{2}}(\cdot, s)\right\|_{L^{3}(\Omega)} d s, \quad n=1, \cdots, l-2 \tag{4.9}
\end{equation*}
$$

and $\sigma_{6, l-1}$ is as in (4.9) with $t^{n+2}$ replaced by $t^{n+1}$. Then $\sum_{n=1}^{N-1} \sigma_{6, n} \leqq C K_{2}$ by (4.1). Next define
a) $b_{1, n}^{\prime}(x)=\int_{0}^{1} \frac{\partial b}{\partial u}\left(x, \theta E U^{n}+(1-\theta) E U^{n-1}\right) d \theta$,
b) $b_{2, n}^{\prime}(x)=\int_{0}^{1} \frac{\partial b}{\partial u}\left(x, \theta u\left(t^{n+1 / 2}\right)+(1-\theta) u\left(t^{n-1 / 2}\right)\right) d \theta$.

We now treat the last term on the right of (4.7) as follows

$$
\begin{aligned}
& \left|\sum_{n=2}^{l-1}\left(\nabla d_{t} u^{n-1}\left[b\left(E U^{n}\right)-b\left(u\left(t^{n+1 / 2}\right)\right)-\left\{b\left(E U^{n-1}\right)-b\left(u\left(t^{n-1 / 2}\right)\right)\right\}\right], \nabla Z^{n}\right)\right| \\
& =\sum_{n=2}^{l-1}\left(\nabla d_{t} u^{n-1}\left[b_{1, n}^{\prime}\left\{E U^{n}-E U^{n-1}\right\}-b_{2, n}^{\prime}\left\{u\left(t^{n+1 / 2}\right)-u\left(t^{n-1 / 2}\right)\right\}\right], \nabla Z^{n}\right) \mid \\
& \leqq \sum_{n=2}^{l-1} \left\lvert\,\left(\left\{\nabla d_{t} u^{n-1}\left[b_{1, n}^{\prime}-b_{2, n}^{\prime}\right]\left[\frac{u\left(t^{n+1 / 2}\right)-u\left(t^{n-1 / 2}\right)}{\Delta t}\right] \Delta t\right.\right.\right. \\
& \\
& +\nabla d_{t} u^{n-1} b_{1, n}^{\prime}\left[E \delta Z^{n-1}-E \delta \eta^{n-1}+E \delta u^{n-1}-\left\{u\left(t^{n+1 / 2}\right)\right.\right. \\
& \text {.11) } \begin{array}{l}
\left.\left.\left.\left.\quad-u\left(t^{n-1 / 2}\right)\right\}\right]\right\}, \nabla Z^{n}\right) \mid
\end{array} \\
& \leqq C_{22} \Delta t \sum_{n=0}^{l-1}\left\{\left\|Z^{n}\right\|_{1}^{2}+\left\|\eta^{n}\right\|^{2}+\left\|d_{t} \eta^{n}\right\|^{2}\right\} \quad \\
& \quad+\frac{1}{32} c_{*} \Delta t \sum_{n=1}^{l-1}\left\|d_{t} Z^{n}\right\|^{2}+C_{23} \Delta t\left\|d_{t} Z^{0}\right\|^{2}+C_{24}(\Delta t)^{4} .
\end{aligned}
$$

One can easily see that corresponding bounds can be obtained in exactly the same way for $A_{1, n}$ and $A_{2, n}$. Similarly, using summation by parts, we see that

$$
\begin{align*}
&\left|\sum_{n=1}^{l-1}\left(b\left(E U^{n}\right) \nabla d_{t} \eta^{n}, \nabla\left(Z^{n+1}-Z^{n}\right)\right)\right| \\
& \leqq\left|\sum_{n=2}^{l-1}\left(\left[b\left(E U^{n}\right)-b\left(E U^{n-1}\right)\right] \nabla d_{t} \eta^{n}, \nabla Z^{n}\right)\right| \\
&+\left|\sum_{n=2}^{l-1}\left(b\left(E U^{n-1}\right)\left[\nabla d_{t} \eta^{n}-\nabla d_{t} \eta^{n-1}\right], \nabla Z^{n}\right)\right|  \tag{4.12}\\
&+\left|\left(b\left(E U^{l-1}\right) \nabla d_{t} \eta^{l-1}, \nabla Z^{l}\right)\right|+\left|\left(b\left(E U^{1}\right) \nabla d_{t} \eta^{1}, \nabla Z^{1}\right)\right|
\end{align*}
$$

We use the fact that $\|\nabla \partial \eta / \partial t\|_{L^{\infty}\left(J ; L^{\infty}\right)} \leqq C\|u\|_{W_{\infty}\left(J ; H^{3}\right)}$ to be bound the first term on the
right of (4.12) as follows:

$$
\begin{aligned}
\mid \sum_{n=2}^{l-1}( & {\left.\left[b\left(E U^{n}\right)-b\left(E U^{n-1}\right)\right] \nabla d_{t} \eta^{n}, \nabla Z^{n}\right) \mid } \\
& =\left|\sum_{n=2}^{l-1}\left(\frac{\partial b}{\partial u}\left[E \delta Z^{n-1}+E \delta W^{n-1}\right] \nabla d_{t} \eta^{n}, \nabla Z^{n}\right)\right| \\
& \left.\leqq \sum_{n=2}^{l-1} C_{25}\left[\left\|\nabla d_{t} \eta^{n}\right\|_{L^{\infty}(\Omega)}\right)\left\|E \delta Z^{n-1}\right\|+\left\|E \delta W^{n-1}\right\|_{L^{\infty}(\Omega)}\left\|d_{t} \eta^{n}\right\|_{1}\right]\left\|Z^{n}\right\|_{1} \\
& \leqq C_{26} \Delta t\left\|d_{t} Z^{0}\right\|^{2}+\frac{1}{32} c_{*} \Delta t \sum_{n=1}^{l-1}\left\|d_{t} Z^{n}\right\|^{2}+C_{27} \Delta t \sum_{n=2}^{l-1}\left[\left\|d_{t} \eta^{n}\right\|_{1}^{2}+\left\|Z^{n}\right\|_{1}^{2}\right]
\end{aligned}
$$

This yields a bound for (4.12) of the form

$$
\begin{align*}
& \left|\sum_{n=1}^{l-1}\left(b\left(E U^{n}\right) \nabla d_{t} \eta^{n}, \nabla\left(Z^{n+1}-Z^{n}\right)\right)\right| \\
& \begin{array}{c}
\text { (4.14) } \leqq \frac{1}{20}\left\|Z^{l}\right\|_{a}^{2 l-1}+\frac{1}{32} c_{*} \Delta t \\
\sum_{n=1}^{l-1}\left\|d Z^{n}\right\|^{2}+C_{28}\left\{\left\|Z^{1}\right\|_{1}^{2}+\left\|d_{t} Z^{0}\right\|^{2} \Delta t+\left\|d_{t} \eta^{l-1}\right\|_{1}^{2}+\left\|d_{t} \eta^{1}\right\|_{1}^{2}\right\} \\
\\
+C_{29} \Delta t \sum_{n=2}^{l-1}\left[\left\|Z^{n}\right\|_{1}^{2}+\left\|d_{t} \eta^{n}\right\|_{1}^{2}+\left\|d_{t}^{2} \eta^{n}\right\|_{1}^{2}\right] .
\end{array} \tag{4.14}
\end{align*}
$$

We note here that if a projection $W_{b}$ of the form ( 2.7 b ) could be defined, then, as in the proof of Corollary 3.2, we would not have to treat the term bounded in (4.14) and an assumption on $u$ of the form $u \in H^{1}\left(J ; H^{r}\right)$ instead of the stronger $u \in H^{2}\left(J ; H^{r}\right)$ would suffice for this result. However, since $b$ is allowed to take on the value zero, the projection $W_{b}$ from (2.7b) is not well-defined. The third term on the right of (3.4) can be bounded using similar techniques. Combining the above estimates with those obtained in the proof of Theorem 3.1, we obtain

$$
\begin{align*}
& \frac{3}{4} c_{*} \Delta t \sum_{n=1}^{l-1}\left\|d_{t} Z^{n}\right\|^{2}+\Delta t \sum_{n=1}^{l-1}\left\|d_{t} Z^{n}\right\|_{b^{n}}^{2}+\sum_{n=1}^{l-1}\left\{\left\|Z^{n+1}\right\|_{a^{n}-}^{2}\left\|Z^{n}\right\|_{a^{n}}^{2}\right\} \\
& \begin{aligned}
\leqq \frac{1}{4}\left\|Z^{l}\right\|_{a^{l-1}}^{2} & +C_{30}\left\{\left\|Z^{1}\right\|_{1}^{2}+\left\|Z^{0}\right\|_{1}^{2}+\Delta t\left\|d_{t} Z^{0}\right\|\right\} \\
& +C_{31}\left\{\left\|Z^{l-1}\right\|^{2}+\left\|Z^{l-2}\right\|^{2}\right\}
\end{aligned} \\
& \quad+C_{32}\left\{\left\|\eta^{0}\right\|^{2}+\left\|\eta^{1}\right\|^{2}+\left\|\eta^{l-2}\right\|^{2}+\left\|\eta^{l-1}\right\|^{2}+\left\|d_{t} \eta^{1}\right\|_{1}^{2}+\left\|d_{t} \eta^{l-1}\right\|_{1}^{2}+(\Delta t)^{4}\right\}  \tag{4.15}\\
& \\
& \quad+C_{33} \sum_{n=1}^{l-1}\left[\Delta t+\sigma_{6, n}\right]\left[\left\|\eta^{n}\right\|_{1}^{2}+\left\|d_{t} \eta^{n}\right\|_{1}^{2}+\left\|d_{t}^{2} \eta^{n}\right\|_{1}^{2}\right] \\
& \\
&
\end{align*}
$$

We next introduce an $L^{2}$-norm of $Z$ to the left side of (4.15) in order to apply the discrete Gronwall lemma in the $H^{1}$-norm and simultaneously treat the term multiplied by $C_{31}$ as follows:

$$
\begin{align*}
\left(C_{31}+\frac{1}{2}\right)\left\{\left\|Z^{n+1}\right\|^{2}-\left\|Z^{n}\right\|^{2}\right\} & =2\left(C_{31}+\frac{1}{2}\right) \Delta t\left(d_{t} Z^{n}, Z^{n}\right)+\left(C_{31}+\frac{1}{2}\right)(\Delta t)^{2}\left\|d_{t} Z^{n}\right\|^{2}  \tag{4.16}\\
& \leqq \frac{1}{12} c_{*} \Delta t\left\|d_{t} Z^{n}\right\|^{2}+C_{35}\left\|Z^{n}\right\|^{2} \Delta t
\end{align*}
$$

if $\Delta t<c_{*}\left[16\left(C_{31}+\frac{1}{2}\right)\right]^{-1}$. Sum the above inequality from $n=1$ to $l-1$ (with $C_{31}=0$ ), from $n=1$ to $l-2$, and then from $n=1$ to $l-3$. Then use the telescoping properties of

$$
\begin{align*}
& \frac{1}{2} c^{*} \Delta t \sum_{n=1}^{l-1}\left\|d_{t} Z^{n}\right\|+\frac{1}{2}\left\|Z^{l}\right\|^{2}+\sum_{n=1}^{l-1}\left\{\left\|Z^{n+1}\right\|_{a^{n}}^{2}-\left\|Z^{n}\right\|_{a^{n-1}}^{2}\right\}+\Delta t \sum_{n=1}^{l-1}\left\|d_{t} Z^{n}\right\|_{b^{n}}^{2} \\
& \quad \leqq \frac{1}{4}\left\|Z^{l}\right\|_{a^{l-1}}^{2}+C_{36}\left((\Delta t)^{4}+h^{2 r-2}\right)+C_{37} \sum_{n=1}^{l-1}\left[\Delta t+\sigma_{5, n}+\sigma_{6, n}\right]\left\|Z^{n}\right\|_{1}^{2} \tag{4.17}
\end{align*}
$$

We have used Lemma 2.1 and the result for case II corresponding to (3.1) to obtain the bound appearing in the second term on the right of (4.17). We then use the ideas of (3.15)-(3.28), the telescoping sum, the comparability of $\|\cdot\|_{a^{n}}+\|\cdot\|$ with $\|\cdot\|_{1}$, and the discrete Gronwall lemma to obtain a result similar to (3.29). The final result of the theorem follows from (2.8), the inequalities analogous to (3.1) and (3.29), and the triangle inequality.

We note here that the assumption of a positive uniform lower bound for $b(x, q)$ was used very strongly in the proof of Theorem 3.2. Since assumption (2.3) case II does not allow this, we must again modify our proof and Theorem 4.2 will be weaker than Theorem 3.2. By making the "inverse assumption" (2.2a) on $\mathscr{M}_{h}$ and making the additional assumption that, for some constant $C_{39}$, independent of $h$, we have

$$
\begin{equation*}
\Delta t \leqq C_{39} h^{2} \tag{4.18}
\end{equation*}
$$

we can use the results of Theorem 4.1 to obtain the following result.
Theorem 4.2. Assume the hypotheses of Theorem 4.1 and (4.18) hold. Assume that $V^{0}$ and $V^{1}$ satisfy

$$
\begin{equation*}
\left\|V^{0}-W^{0}\right\|_{1}+\left\|V^{1}-W^{1}\right\|_{1}+(\Delta t)^{1 / 2}\left\|d_{t}\left(V^{0}-W^{0}\right)\right\| \leqq C_{40}\left\{(\Delta t)^{2}+h^{r-1}\right\} \tag{4.19}
\end{equation*}
$$

For $n \geqq 1$, let $V^{n}$ satisfy (2.29) with $\rho K$ satisfying (2.32) with $\alpha=1$. Then there exist positive constants $C_{41}, C_{42}$ and $\tau_{0}$ such that if $h \leqq \tau_{0}$ and $\Delta t \leqq C_{39} h^{2}$,

$$
\sup _{t^{\prime}}\|V-u\|_{1} \leqq C_{42}\left\{(\Delta t)^{2}+h^{r-1}\right\} .
$$

The constant $C_{42}$ has the same dependencies as $C_{40}$.
Proof. The proof of this theorem follows from Theorem 4.1 as in Theorem 3.2, except we need new estimates for (3.34) and (3.36) to fit into the analysis of Theorem 4.1. From (2.29) we obtain the following to replace (3.36). The replacement for (3.34) is determined analogously. For $n \geqq 2$, we use (2.2a) and (4.18) to obtain

$$
\begin{aligned}
& \Delta t \left\lvert\,\left(c\left(E V^{n}\right) \frac{V^{n+1}-\bar{V}^{n+1}}{\Delta t}, d_{t} \zeta^{n}\right)+\left(\frac{1}{2} a\left(E V^{n}\right) \nabla\left(V^{n+1}-\bar{V}^{n+1}\right), \nabla d_{t} \zeta^{n}\right)\right. \\
& \left.\quad+\left(b\left(E V^{n}\right) \nabla\left(\frac{V^{n+1}-\bar{V}^{n+1}}{\Delta t}\right), \nabla d_{t} \zeta^{n}\right) \right\rvert\, \\
& \leqq C_{43}\left\|V^{n+1}-\bar{V}^{n+1}\right\|_{1}\left\|d_{t} \zeta^{n}\right\|_{1} \\
& \leqq \rho K C_{43}\left\|\delta^{3} V^{n}\right\|_{1}\left\|d_{t} \zeta^{n}\right\|_{1} \\
& \leqq \rho K C_{43}\left\{\Delta t\left[\left\|d_{t} \zeta^{n}\right\|_{1}+\left\|d_{t} \zeta^{n-1}\right\|_{1}+\left\|d_{t} \zeta^{n-1}\right\|_{1}\right]+C_{44}(\Delta t)^{3}\right\}\left\|d_{t} \zeta^{n}\right\|_{1} \\
& \leqq \rho K C_{43}\left\{\frac{(\Delta t)^{1 / 2} K_{0}}{h}\left[\left\|d_{t} \zeta^{n}\right\|+\left\|d_{t} \zeta^{n-1}\right\|\right]+\left\|d_{t} \zeta^{n-2}\right\|\right] \\
& \left.\quad+C_{44}(\Delta t)^{5 / 2}\right\} \frac{(\Delta t)^{1 / 2} K_{0}}{h}\left\|d_{t} \zeta^{n}\right\| \\
& \leqq \rho K C_{43}\left\{K_{0} C_{39}^{1 / 2}\left[\left\|d_{t} \zeta^{n}\right\|+\left\|d_{t} \zeta^{n-1}\right\|+\left\|d_{t} \zeta^{n-2}\right\|\right]+C_{44}(\Delta t)^{5 / 2}\right\} K_{0} C_{39}^{1 / 2}\left\|d_{t} \zeta^{n}\right\| \\
& \leqq \frac{1}{8} c_{*} \Delta t\left\|d_{t} \zeta^{n}\right\|^{2}+\frac{1}{24} c_{*} \Delta t\left[\left\|d_{t} \zeta^{n-1}\right\|^{2}+\left\|d_{t} \zeta^{n-2}\right\|^{2}\right]+C_{45}(\Delta t)^{6},
\end{aligned}
$$

if we choose $\mu$ such that we have

$$
\begin{equation*}
\rho<c_{*} \Delta t /\left(16 K C_{39} C_{43} K_{0}^{2}\right) . \tag{4.21}
\end{equation*}
$$

The rest of the proof follows as before.
Corollary 4.1. If $b \equiv 0$, then we can weaken the assumptions of Theorems 4.1 and 4.2 to

$$
\begin{equation*}
\|u\|_{H^{1}\left(J ; H^{\prime}\right)}+\|u\|_{W_{\infty}^{1}\left(J ; H^{2}\right)}+\|u\|_{L^{\infty}\left(j ; H^{3}\right)}+\|u\|_{H^{3}\left(J ; H^{1}\right)} \leqq K_{2} \tag{4.22}
\end{equation*}
$$

with $r \geqq 2$. The results of Theorem 4.1 as well as optimal order $L^{2}$-estimates can be obtained. A conjugate gradient iterative process with (4.21) replaced by a fixed constant which is independent of $n, h$, and $\Delta t$ yields optimal order $L^{2}$ and $H^{1}$ error estimates.

Proof. (See [12]).
We shall now consider a different weakening of the assumption of case I of Q . The new assumption is given by case III of Q and allows $a_{*}$ to be less than or equal to zero. We note that in case $a(x, q) \equiv 0$, we have a form of the model used in [4], [5], [29], [34] to model long waves. Wahlbin considered this equation when $\Omega=\mathbb{R}$ in one dimension and $b$ and $c$ were independent of $q$. He achieved optimal order $L^{2}, H^{1}$, and $L^{\infty}$ estimates in [34]. If $a_{*}<0$, the equation can model backward time problems and has been used in [15], [27] to approximate unstable backward parabolic problems. For numerical methods for backward in time quasilinear problems, see [16], [19].

Mathematically, the assumption (2.3c.III) will allow $L^{n}(\xi)$ from (2.16) to lose its positive definite character unless $a_{*}=0$. If $a_{*}<0$, we can see that by making the further restriction on $\Delta t$, that for some $0<\varepsilon<b_{*}$,

$$
\begin{equation*}
0<\Delta t \leqq \frac{2 b_{*}-\varepsilon}{\left|a_{*}\right|} \tag{4.23}
\end{equation*}
$$

then $L^{n}(\xi)$ will again be positive definite for each $n$ and we again have the existence of a solution to (2.13). We can define the conjugate gradient iteration as before to obtain the approximation $V^{n}, n=0,1, \cdots, N$. We note that we no longer have the telescoping sequence of semi-norms $\|\cdot\|_{a^{n}}$ as in (3.6). We must therefore use a different test function in (3.5). Define

$$
\begin{equation*}
\bar{a}=\max \left\{a^{*},\left|a_{*}\right|\right\} \tag{4.24}
\end{equation*}
$$

Theorem 4.3. Let case III of (2.3), (2.4a), (3.1), R and the restrictions on $\left\{\mathcal{M}_{h}\right\}$ of $\S 2$ be satisfied. Let $\Delta t$ satisfy (4.23), $r \geqq 3$, and

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial t}\right\|_{L^{\infty}\left(J ; w_{\infty}^{1}\right)} \leqq K_{2} \tag{4.25}
\end{equation*}
$$

hold. Then there exist positive constants $\tau_{0}$ and $C_{46}$ such that if $h \leqq \tau_{0}$ and $\Delta t \leqq h^{d / 3}$,

$$
\begin{equation*}
\sup _{t^{n}}\|U-u\|_{1} \leqq C_{46}\left\{(\Delta t)^{2}+h^{r-1}\right\} \tag{4.26}
\end{equation*}
$$

The constant $C_{46}$ has the same dependencies as $C_{2}$.
Proof. First consider the test function $y=d_{t} Z^{n} \Delta t$ as before. Due to case III of (2.3) we shall treat the second term on the left of (3.4) with the terms on the right. We obtain

$$
\begin{equation*}
\left|\left(a\left(E U^{n}\right) \nabla Z^{n+1 / 2}, \nabla d_{t} Z^{n} \Delta t\right)\right| \leqq \frac{1}{4} \beta \Delta t\left\|d_{t} Z^{n}\right\|_{1}^{2}+C_{47} \Delta t\left[\left\|Z^{n+1}\right\|_{1}^{2}+\left\|Z^{n}\right\|_{1}^{2}\right] \tag{4.27}
\end{equation*}
$$

Letting $\Delta t \leqq\left(4 C_{47}\right)^{-1} \beta$ and using (4.27) we obtain as in (3.14)

$$
\begin{equation*}
\frac{\beta}{2} \Delta t \sum_{n=1}^{l-1}\left\|d Z^{n}\right\|_{1}^{2} \leqq \frac{\beta}{4}\left\|Z^{l}\right\|_{1}^{2}+C \Delta t \sum_{n=1}^{l-1}\left\|Z^{n}\right\|_{1}^{2}+C\left\{(\Delta t)^{4}+h^{2 r-2}\right\} . \tag{4.28}
\end{equation*}
$$

Since this does not give the estimate we need, we also use the test function $y=Z^{n+1 / 2}$ in (3.4) and treat the second term on the left of (3.4) with those on the right using (4.24). After multiplying by $2 \Delta t$ and obtaining bounds as above, we use (2.28) to see that

$$
\begin{align*}
\sum_{n=1}^{t-1}\left\{\left\|Z^{n+1}\right\|_{c}^{2}-\right. & \left.\left\|Z^{n}\right\|_{c^{n}}^{2}+\left\|Z^{n+1}\right\|_{b^{n}}^{2}+\left\|Z^{n}\right\|_{b^{n}}^{2}\right\} \\
& \leqq \frac{\beta}{4}\left\|Z^{l}\right\|_{1}^{2}+C \Delta t \sum_{n=1}^{t-1}\left\|Z^{n}\right\|_{1}^{2}+C\left\{(\Delta t)^{4}+h^{2} r^{-2}\right\} \tag{4.29}
\end{align*}
$$

We shall now use our comparability of norms argument to make the sums on the left side of (4.29) telescope. Since $b=b(x, u, \nabla u)$, the argument is slightly more complicated than before. As in (3.14)-(3.18) we obtain from (4.29)

$$
\begin{align*}
\beta\left\|Z^{l}\right\|_{1}^{2} \leqq \frac{\beta}{4}\left\|Z^{\prime}\right\|_{1}^{2} & +C \Delta t \sum_{n=1}^{l-1}\left\|Z^{n}\right\|_{1}^{2}+C\left\{(\Delta t)^{4}+h^{2 r-2}\right\}  \tag{4.30}\\
& +C \sum_{n=2}^{l-1}\left\{\sigma_{7, n}+\left\|\delta Z^{n-1}\right\|_{W_{\infty}^{\prime}}+\left\|\delta Z^{n-2}\right\|_{W_{\infty}^{1}}\right\}\left\|Z^{n}\right\|_{1}^{2}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma_{7, n}=\int_{t^{n-2}}^{t n+1}\left\|\frac{\partial W}{\partial t}(\cdot, s)\right\|_{W_{\infty}^{1}} d s \tag{4.31}
\end{equation*}
$$

Note that $\sum_{n=2}^{l-1} \sigma_{7, n} \leqq C K_{2}$ since $\partial u /(\partial t) \in L^{2}\left(J ; H^{3}\right)$ from (2.6b). Then adding (4.28) and (4.30), we obtain

$$
\begin{align*}
& \frac{1}{2} \beta \Delta t \sum_{n=1}^{l-1}\left\|d_{t} Z^{n}\right\|_{1}^{2}+\frac{1}{2} \beta\left\|Z^{l}\right\|_{1}^{2} \\
&  \tag{4.32}\\
& \leqq \\
& \leqq \\
& \quad C\left\{(\Delta t)^{4}+h^{2 r-2}\right\}+C \Delta t \sum_{n=1}^{l-1}\left\|Z^{n}\right\|_{1}^{2} \\
& \\
& \quad+C \sum_{n=2}^{t-1}\left\{\sigma_{7, n}+\left\|\delta Z^{n-1}\right\|_{W_{\infty}^{1}}^{1}+\left\|\delta Z^{n-2}\right\|_{W_{\infty}}\right\}\left\|Z^{n}\right\|_{1}^{2}
\end{align*}
$$

The same induction argument as used in the proof of Theorem 3.1 will then yield

$$
\begin{equation*}
\sum_{n=0}^{l-2}\left\|\delta Z^{n}\right\|_{W_{\infty}^{1}} \leqq C \tag{4.33}
\end{equation*}
$$

and the discrete Gronwall lemma will establish our result.
Theorem 4.4. Let the assumptions of Theorem 4.3 be satisfied. Assume $V^{0}$ and $V^{1}$ satisfy (3.31) and $V^{2}$ satisfies (2.33). Then there exist positive constants $C_{48}$ and $\tau_{0}$ such that if $\mu$ is chosen independently of $n, h$, and $\Delta t$ for $n \geqq 2$ such that $\rho K \leqq \frac{1}{2} C_{12}$ in (2.29b), if $h \leqq \tau_{0}$ and $\Delta t \leqq h^{d / 3}$,

$$
\begin{equation*}
\sup _{t^{n}}\|V-u\|_{1} \leqq C_{48}\left\{(\Delta t)^{2}+h^{r-1}\right\} \tag{4.34}
\end{equation*}
$$

Proof. Recall that to use the analysis of Theorem 4.3, we must use (3.34) and (3.36) as well as corresponding estimates for the test function $y=\zeta^{n+1 / 2}$. For example,
after multiplying by $\Delta t$, (3.36) with the new test function yields

$$
\begin{aligned}
& \mid\left(c\left(E V^{n}\right)\left(V^{n+1}-\bar{V}^{n+1}\right), \zeta^{n+1 / 2}\right)+\left(a\left(E V^{n}\right) \nabla \frac{V^{n+1}-\bar{V}^{n+1}}{2}, \nabla \zeta^{n+1 / 2}\right) \Delta t \\
&+\left(b\left(E V^{n}\right) \nabla\left(V^{n+1}-\bar{V}^{n+1}\right), \nabla \zeta^{n+1 / 2}\right) \mid \\
& \leqq C_{49}\left\|V^{n+1}-\bar{V}^{n+1}\right\|_{1}\left\|\zeta^{n+1 / 2}\right\|_{1} \\
&\left.\leqq \Delta t \rho K C_{49}\left\{\left\|d_{t} \zeta^{n}\right\|_{1}+2\left\|d_{t} \zeta^{n-1}\right\|_{1}+\left\|d_{t} \zeta^{n-2}\right\|_{1}+C \Delta t \sigma_{4, n}\right\}\| \| \zeta^{n+1}\left\|_{1}+\right\| \zeta^{n} \|_{1}\right\} \\
& \leqq \frac{\beta \Delta t}{32}\left\{\left\|d_{t} \zeta^{n}\right\|_{1}^{2}+\left\|d_{t} \zeta^{n-1}\right\|_{1}^{2}+\left\|d_{t} \zeta^{n-2}\right\|_{1}^{2}\right\}+C_{50} \Delta t\left\{\left\|\zeta^{n+1}\right\|_{1}^{2}+\left\|\zeta^{n}\right\|_{1}^{2}\right\}+C(\Delta t)^{4} .
\end{aligned}
$$

We see that this estimate will fit into the analysis together with (3.34) and (3.36) and the techniques of the proof of Theorem 4.3 will yield the desired result.
5. Computational considerations. In this section we consider some computational aspects of the extrapolated Crank-Nicolson-Galerkin (ECNG) method and its preconditioned conjugate gradient (PCG) iterative variant. We compare some rough operation counts for the two methods. Then we consider some machine-oriented stopping procedures which, while preserving the error bound, would stop the conjugate gradient iteration earlier than the pessimistic theoretical bounds given by (2.31) for case II and by (4.21) for case I and case III.

For estimating the arithmetic operation counts, we restrict our attention to spaces of piecewise polynomials over quasi-regular meshes. Although the heuristic arguments presented below can currently be made precise only in cases in which the meshes have very special structure (such as uniform mesh on a square), numerical experiments indicate that the assumptions are more generally valid.

First consider $d=2$. Let $M$ be the dimension of $\mathcal{M}_{h}$ and $N$ be the number of time steps. Assume that the work to factor a matrix with the structure of $L^{n}$ or $L_{0}$ from (2.16) or (2.18), respectively, is $F \approx M^{3 / 2}$. For a rectangular mesh on a rectangle this order work estimate can be achieved optimally by the nested dissection process of George [21]. We next assume that the amount of work to solve the system once the matrix has been factored is essentially the number of nonzero elements, or $S \approx$ $M \log M$.

Combining the above ideas, since the ECNG method requires a factorization at each time level, the total work for the ECNG method for cases I, II or III is of the order

$$
\begin{equation*}
N(F+S)=O\left(N\left(M^{3 / 2}+M \log M\right)\right)=O\left(N M^{3 / 2}\right) \tag{5.1}
\end{equation*}
$$

For cases I and III, we note that we need only a fixed number of iterations of the PCG method at each step with only one factorization. Thus the work estimate for the PCG method for cases I and III is

$$
\begin{equation*}
F+N S=O\left(M^{3 / 2}+N M \log M\right)=O(N M \log M) . \tag{5.2}
\end{equation*}
$$

For case II, where a norm reduction factor of $Q(\Delta t)$ is necessary, $O(\log (1 / \Delta t))=$ $O(\log N)$ iterations are required at each time step and the total work is

$$
\begin{equation*}
F+N S=O\left(M^{3 / 2}+N \log N(M \log M)\right)=O(N M \log N \log M) \tag{5.3}
\end{equation*}
$$

If $d=3$, the best conjectures we know of say that $F \approx M^{2}$ and $S \approx M^{4 / 3}$. We use these $F$ and $S$ in (5.1)-(5.3) to obtain work estimates for $d=3$. We define an "optimal"
work estimate as one which is proportional to the number of unknowns in the problem-MN.

We summarize the above remarks in the following table of total work estimates:

|  | $\underline{d=2}$ | $\underline{d=3}$ |
| :---: | :---: | :---: |
| "Optimal" | $N M$ | $N M$ |
| Cases I and III of PCG | $N M \log M$ | $N M^{4 / 3}$ |
| Case II of PCG | $N M \log N \log M$ | $N M^{4 / 3} \log N$ |
| ECNG | $N M^{3 / 2}$ | $N M^{2}$ |

One can clearly see that the PCG incomplete iterative methods yield work estimates that are "close to optimal" and which are much better than the ECNG methods for large $M$ and $N$. For some slight modifications of the PCG methods with comparable work estimates see [12].

We now consider alternative stopping procedures for the iterations in the PCG methods. Let $V_{k}^{n+1}$ correspond to $x_{k}$ of (2.20). (2.24) then yields the comparability

$$
\begin{equation*}
0<\psi_{0} \leqq\left\|V_{k}^{n+1}-\bar{V}^{n+1}\right\|_{1}^{2} /\left(L_{0}^{-1} q_{k}, q_{k}\right)_{l} \leqq \psi_{1} . \tag{5.4}
\end{equation*}
$$

Since we compute ( $\left.L_{0}^{-1} q_{k}, q_{k}\right)_{t}$ during the PCG procedure, we can easily estimate the size of the error $\left\|V_{k}^{n+1}-\bar{V}^{n+1}\right\|_{1}$.

If we had

$$
\begin{equation*}
\left\|V_{k}^{n+1}-\bar{V}^{n+1}\right\|_{1}^{2} \leqq \lambda, \tag{5.5}
\end{equation*}
$$

then the left-hand side of (4.20) would be bounded by

$$
\begin{aligned}
C_{43}\left\|V_{k}^{n+1}-\bar{V}^{n+1}\right\|_{1}\left\|d_{t} \zeta^{n}\right\|_{1} & \leqq C_{43}(\Delta t)^{-1 / 2}\left\|V_{k}^{n+1}-\bar{V}^{n+1}\right\|_{1} \frac{(\Delta t)^{1 / 2} K_{0}}{h}\left\|d_{t} \zeta^{n}\right\| \\
& \leqq \varepsilon \Delta t c_{*}\left\|d_{t} \zeta^{n}\right\|^{2}+C \lambda(\Delta t)^{-2}
\end{aligned}
$$

Thus at each step if either a norm reduction factor of $O(\Delta t)$ is achieved or

$$
\begin{equation*}
\lambda(\Delta t)^{-2} \leqq C\left((\Delta t)^{4}+h^{2 r-2}\right) \Delta t, \tag{5.6}
\end{equation*}
$$

then the results of Theorem 4.2 will hold. Thus, in the program, one could set a parameter $\kappa=O\left((\Delta t)^{3}\left((\Delta t)^{4}+h^{2 r-2}\right)\right)$ and stop iterating if

$$
\begin{equation*}
\left(L_{0}^{-1} q_{k}, q_{k}\right)_{l} \leqq \kappa \tag{5.7}
\end{equation*}
$$

due to (5.4).
Also note that by comparing $\left(L_{0}^{-1} q_{0}, q_{o}\right)_{l}$ and $\left(L_{0}^{-1} q_{k}, q_{k}\right)_{l}$ we can observe the actual factor by which the norm is reduced. Another stopping procedure could be to define another parameter $\rho_{1}=O(\Delta t)$ for case II, for example, and stop the iteration if

$$
\begin{equation*}
\left(L_{0}^{-1} q_{k}, q_{k}\right)_{l} /\left(L_{0}^{-1} q_{0}, q_{0}\right)_{l} \leqq \rho_{1}^{2} . \tag{5.8}
\end{equation*}
$$

The results of Theorem 4.2 will still hold.
For each of the cases, there corresponds appropriate choices of $\kappa$ and $\rho_{1}$ to retain the error bounds. The following table summarizes these choices.

Result
Theorem 3.2
Theorem 4.2
Theorem 4.4
$C(\Delta t)^{2}\left((\Delta t)^{4}+h^{2 r-2}\right)$
$\left(C_{12} / \frac{\rho_{1} \leqq}{K)\left(\psi_{1} / \psi_{0}\right)^{1 / 2}}\right.$
$C(\Delta t)^{3}\left((\Delta t)^{4}+h^{2 r-2}\right)$
$C(\Delta t)^{2}\left((\Delta t)^{4}+h^{2 r-2}\right)$
$C \Delta t$
$\left(C_{12} / K\right)\left(\psi_{1} / \psi_{0}\right)^{1 / 2}$
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