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Abstract

Time syndronizationis a critical pieceof infrastructue
for anydistributedsystemDistributed,wirelesssensomet-
works male extensiveuse of syndronizedtime but often
haveuniquerequirementsn the scope lifetime and preci-
sionofthesyndronizationachieved,aswell asthetimeand
enegyrequiredto achieveit. Existingtime syndironization
methodseedto be extendedto meetthesenew needs.\W\e
outline the syndironization requirementsof future sensor
networksand presentan implementatiorof our own low-
powersyndironizationscheme post-factosynchronization
We also describean experimentthat characterizests per
formancefor creating short-livedand localized but high-
precisionsyndironizationusingverylittle enegy.

1. Introduction

Recentadvancesin miniaturizationand low-cost, low-
power designhave led to active researchin large-scale,
highly distributed systemsof small, wireless, low-power,
unattendedsensorsand actuatorgl, 7, 4]. The vision of
mary researcherss to createsensoirich “smart environ-
ments”"throughplannedor ad-hocdeploymentof thousands
of sensorseachwith a short-rangewirelesscommunica-
tions channelandcapableof detectingambientconditions
suchastemperaturemovement,sound,light, or the pres-
enceof certainobjects.

Time synchronizationis a critical piece of infrastruc-
turefor ary distributedsystem Distributed,wirelesssensor
networks make particularly extensive useof synchronized
time: for example,to integratea time-seriesof proximity
detectionsnto avelocity estimatg3]; to measurghetime-
of-flight of soundfor localizingits source[5]; to distribute
a beamformingarray[13]; or to suppressedundanimes-
sagedy recognizinghatthey describeduplicatedetections
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of thesameeventby differentsensorg6]. Sensometworks
alsohave mary of the samerequirementsstraditionaldis-
tributed systems:accuratetimestampsare often neededn
cryptographicschemesto coordinateeventsscheduledn
thefuture,for orderingloggedeventsduringsystemdehug-
ging,andsoforth.

Thebroadnatureof sensonetwork applicationdeadsto
timing requirementavhosescope,lifetime, and precision
differ from traditionalsystems.n addition,mary nodesin
the emeging sensorsystemswill be untetherecandthere-
fore have smallenegy resenes.All communication—een
passve listening—will have a significanteffect on thosere-
senes. Time synchronizatiormethodsfor sensometworks
mustthereforealsobe mindful of the time andenegy that
they consume.

In this paper we argue that the heterogeneityof re-
guirementacrossensonetwork applicationsthe needfor
enegy-eficiency andotherconstraintsiotfoundin corven-
tional distributedsystemsandeventhevariety of hardware
on which sensometworks will be deployed, make current
synchronizatiorschemesnadequateo the task. In sensor
networks, existing schemeswill needto be extendedand
combinedn new waysin orderto provideservicethatmeets
theneedsf applicationswith theminimumpossibleenegy
expenditures.

In thisframework, we presenburideafor post-factesyn-
chronization an extremelylow-power methodof synchro-
nizing clocksin alocal areawhenaccuratdimestampsre
neededor specificevents. We also presentan experiment
that suggestghis multi-modal schemes capableof preci-
sion on the order of 1usec—anorder of magnitudebetter
thaneitherof thetwo modesof whichit is composedThese
resultsare encouragingalthoughstill preliminaryandper
formedunderidealizedlaboratoryconditions.

In Section2, we presenta numberof metricsthatcanbe
usedto classifyboth the typesof serviceprovided by syn-
chronizationmethodsandthe requirement®f applications
thatusethosemethods.Section3 describesour post-facto
synchronizationdeaandpresentsan experimentthat char
acterizests performanceFuturework is describedn Sec-
tion 4, andour conclusionsaredravn in Section5.



2. Characterizing Time Synchronization

Many different methodsof distributed time synchro-
nization are in common use today Systemssuch as
the U.S. Global Positioning System (GPS) [8] and the
WWV/WWVB radio stationsoperatedcby the NationalIn-
stitute of Standardsaind Technology{2] provide references
to the U.S. time and frequeny standards. Network time
protocols, most notably Mills’ NTP [10], distribute time
recevedfrom theseprimary sourcego network-connected
computers.

In studyingtheirapplicationto sensonetworks,we have
found it usefulto characterizehe differenttypesof time
synchronizatioralong variousaxes. We considercertain
metricsto be especiallyimportant:

e Precision—either the dispersionamonga group of
peers,or maximumerror with respectto an external
standard.

e Lifetime—which canrangefrom persistentsynchro-
nization that lasts as long as the network operates,
to nearlyinstantaneouguseful,for example,if nodes
wantto comparethe detectiontime of a singleevent).

e Scopeand Availability—the geographispanof nodes
that are synchronizedand completenessf coverage
within thatregion.

o Efficiency—thetime and enegy expendituresneeded
to achieve synchronization.

e Costand Form Factor—which can becomeparticu-
larly importantin wirelesssensornetworks that in-
volve thousandsf tiny, disposablesensomnodes.

The servicesprovided by existing time synchronization
methodsfall into mary disparatepointsin this parameter
space. All of them make tradeofs—no single methodis
optimalalongall axes.

For example,consumeiGPSreceverscansynchronize
nodesto a persistent-lifetimeime standardthat is Earth-
wide in scopeto a precisionof 200ns[9]. However, GPS
unitsoftencannotbeused(e.qg. insidestructuresunderva-
ter, duringMarsexploration),canrequireseseralminutesof
settlingtime. In somecasesGPSunitsmightalsobelarge,
high-paverandexpensve comparedo smallsensors.

In contrast,considera smallgroupof nodeswith short-
range Jow-powerradios.If onenodetransmitsasignal,the
otherscan usethat signal as a time reference—forexam-
ple, to comparethe timesat which they recordeda sound.
The synchronizatiorprovided by this simple“pulse” is lo-
calin scopeandis limited in precisionby the variablede-
laysontheradiorecevversandpropagatiordelayof thera-
dio waves. For a givenprecisionbound,the lifetime of the
synchronizatioris alsofinite asthe nodes’clockswill wan-
der after the initial pulse. However, the pulseis fastand

enegy-eficientbecausé only requireshetransmissiorof
asinglesignal.

The needsof applicationsin wirelesssensoretworks
can be characterizedalong the sameaxes. For exam-
ple, considera beamformingarraydesignedo localizethe
sourceof sound,suchasthatdescribedy YHRCL in [13].
Thearraydescribedshares commontime baseby virtue of
thefactthattheaudiodataareall fed to the sameprocessar
For suchan arrayto be implementecbn a fully distributed
setof autonomousvirelesssensorsnetwork time synchro-
nizationis neededThis synchronizatiorwould requirepre-
cisionof about100usecbut couldbelimited in lifetime and
localin scope.

Differentapplicationshave differentsynchronizatiome-
guirementsijllustratedby anotherexample: dataaggrea-
tion. A featurecommonto sensornetworks due to the
high enegy costof communicatiorcomparedo computa-
tion [11] is local processingsummarizationand aggreya-
tion of datain orderto minimizethe sizeandfrequeng of
transmissionsSuppressionf duplicatenotificationsof the
sameaventfrom agroupof nearbysensorganresultin sig-
nificantenegy savings[6]. To recognizeduplicatesgvents
mustbetimestampeadvith a precisiononthe sameorderas
the eventfrequeng; this might only betensor hundredsof
milliseconds Sincethedatamaybesentalongwaythrough
the network and even cachedby mary of the intermediate
nodesthesynchronizatioomustbe broadin scopeandlong
in lifetime—perhapgven persistent.

2.1. Sensor Network Time

A numberof factorsmake existing methodsnadequate
for timekeepingin a sensornetwork. Perhapsthe most
importantis that sensometworks must be highly enegy-
efficient As we mentionedn Sectionl, nodeswill beun-
tetheredand have finite batteryresenes. Unlike laptops
or otherhandhelddevicesthatenjoy constantattentionand
maintenancéy humansthe scaleof a sensomet'’s deploy-
mentwill make replenishmenof theseresenesimpossible.
Existing time synchronizationmethodsare not designed
with this constraintin mind. Although protocolssuchas
NTP are consenrative in their use of bandwidth,they are
inefficientin this new context whereradiosconsumesignif-
icantpower evenby passvely listeningfor messagefl1].

Anothercomplicationis introducedby the heterogeneity
of hardwarethatmaybe usedwithin a sensometwork. The
smallestnodes—perhapdesignedto be attacheddirectly
to thephenomenshatthey aremonitoring—areunlikely to
have an enegy budgetor form factorthatallows anything
morethana local oscillatoranda short-rangeadio. Some
will bebetterendaved,with longerrangeradioscapableof
synchronizingwith more remotepartsof the network, or
in somecaseswith externaltime sourcessuchas GPSor
WWVB.



The heterogeneityin the synchronizatiorrequirements
acrosssensornetwork applications,the needfor enegy-
efficiency and other constraintsnot found in corventional
distributed systems andthe variety of hardware on which
sensometworkswill bedeployed,all leadusto the follow-
ing conclusions:

1. The time synchronizationmethodsusedby existing
distributed systemsare not appropriaten sensomet-
workswithout modification.

2. Becausét isimpossiblefor any singlesynchronization
methodto appropriatén all situations,sensorshould
have multiple methodsavailable. If anodecandynam-
ically tradeprecisionfor enegy, or scopefor corver
gencetime, it canavoid “paying” for somethingthat
it doesnt need.ldeally, the algorithmsshouldalsobe
tunable—allowing finer controloveranalgorithmthan
simply turningit on or off.

We arethereforeextendinga rangeof traditional ways
of synchronizingtime for sensometworks. By modifying
existing methodsandcomposingheminto multi-modalso-
lutions, we can createnew forms of synchronizatiorthat
cover a variety of pointsin the parameterspacewe de-
scribedearlier Our goalis to implementand characterize
a setof methodsrich enoughso that all applicationswill
have oneavailablethatis both necessanandsuficient for
its needs.

Startingdown this path,we have developeda technique
called post-factosyndironizationto reconcilethe needof
mary applicationsfor accuratesensorevent timestamps
with the desireto keepthe node off in orderto consere
enepy.

3. Post-Facto Synchronization

To save enegy in a sensometwork, it is a desirableto
keep nodesin a low-power state,if not turned off com-
pletely, for aslong aspossible.Sensometwork hardwareis
oftendesignedwith this goalin mind; processohave vari-
ous“sleep” modesor are capableof pawering down high-
enegy peripheralsvhennotin use.

Thistype of designis exemplifiedby the WINS platform
[1], which hasanextremelylow-power “pre-processorthat
is capableof rudimentarysignalprocessingNormally, the
entirenodeis powereddown exceptfor the pre-processor
Whenthepre-processaletectsapotentiallyinterestingsig-
nal, it powerson the generalpurposeprocessofor further
analysis.The CPU, in turn, canpower on the nodes radio
if it determineghatan eventhasoccurredthatneedsto be
reported.

Such designsallow the componentghat consumethe
mostenegy to be poweredfor the leasttime, but alsopose
significantproblemsf we wish to keepsynchronizedime.

Traditionalmethodstry to keepthe clock disciplinedat all
times so that an accuratetimestampis always available.
What happensif the radio—our external sourceof time
andfrequeny standards—igontinuouslyoff for hoursat
atime?Or, in thecaseof a platformlike WINS, whatif the
general-purposprocessothatknows how to disciplinethe
clockis alsooff?

Our solution to this problem is post-facto syndiro-
nization In our scheme,nodes’ clocks are normally
unsynchronized. When a stimulus arrives, each node
recordsthe time of the stimuluswith respecto its own lo-
cal clock. Immediatelyafterwards,a “third party” node—
actingasa beacon—broadcastssynchronizatiorpulseto
all nodesin theareausingits radio. Nodesthatreceve this
pulseuseit asaninstantaneousme referenceandcannor-
malizetheir stimulustimestampswith respecto thatrefer
ence.

This kind of synchronizatioris notapplicablen all situ-
ations,of courseiit is limited in scopeto thetransmitrange
of thebeacorandcreateonly an“instant” of synchronized
time. This makesit inappropriatefor an applicationthat
needsto communicatea timestampover long distancesor
times. However, it doesprovide exactly the servicenec-
essanyfor beam-formingapplications|ocalizationsystems,
andothersituationsin which we needto comparethe rela-
tive arrival timesof a signalat a setof spatiallylocal detec-
tors.

3.1. Expected Sourcesof Error

There are three main factorsthat affect the accuray
and precision achievable by post-facto synchronization.
Roughlyin order of importance,they are: recever clock
skew, variabledelaysin the recevers,andpropagatiorde-
lay of the synchronizatiompulse.

e Skew in the receivers local clocks. Post-fctosyn-
chronization requires that each recever accurately
measurghe interval that elapsedetweertheir detec-
tion of the eventandthearrival of the synchronization
pulse.However, nodes’clocksdonotrunatexactlythe
samerate, causingerror in that measurementSince
clock skew amongthe groupwill causethe achiesable
precisionto decayastime elapsesetweenthe stimu-
lus andpulse,it is importantto minimizethis interval.

Oneway of reducingthis erroris to useNTP to dis-
cipline the frequeng of eachnodes oscillator This
exemplifiesour idea of multi-modal synchronization.
Although runningNTP “full-time” defeatsone of the
original goalsof keepingthe main processobor radio
off, it canstill beusefulfor frequeng discipline(much
moresothanfor phasecorrection)atverylow duty cy-
cles.



e Variable delays on the receivers. Even if the syn-
chronizatiorsignalarrivesatthe samenstantatall re-
ceivers, thereis no guaranteghat eachreceier will
detectthe signalat the sameinstant. Nondeterminism
in the detectionhardwareandoperatingsystemissues
suchasvariableinterruptlateng/ cancontributeunpre-
dictabledelaysthat are inconsistentacrossrecevers.
Thedetectiorof theeventitself (audio,seismicpulses,
etc.) mayalsohave nondeterministicelaysassociated
with it. Thesedelayswill contribute directly to the
synchronizatiorerror.

Our designavoids error dueto variabledelaysin the
senderby consideringthe senderof the syncpulseto
bea“third party” Thatis, thereceversareconsidered
to be synchronizednly with eachother, not with the
beacon.

It isinterestingo notethattheerrorcausedy variable
delayis the sameirrespectve of the time elapsede-
tweenthe eventandthe syncpulse.Thisis in contrast
to errordueto clock skew thatgrows overtime.

e Propagation delay of the synchronization pulse.
Our methodassumeshatthe synchronizatiorpulseis
anabsolutdime referenceattheinstantof its arrival—
thatis, thatit arrivesat every nodeat exactly the same
time. In reality, this is not the casedueto the finite
propagatiorspeedf RF signals.Synchronizatiomill
neverbeachievablewith aprecisionbetterthanthedif-
ferencein the propagatiordelay betweenthe various
receversandthe synchronizatiorbeacon.

This sourceof errormakesour techniquemostuseful
whencomparingarrival timesof phenomenghatprop-
agatemuchmoreslowly thanRF, suchasaudio. The
six-orderof-magnitudedifferencein the speedof RF
and audio hasbeensimilarly exploited in the pastin
systemsuchasthe ORL' s Active Bat[12] andGirod's
acousticangefindef5].

3.2. Empirical Study

We designedan experimentto characterizehe perfor
manceof our post-factosynchronizatiorscheme.The ex-
perimentattemptso measureéhe sourceof errordescribed
in the previous sectionby deliveringa stimulusto eachre-
ceiveratthe samenstant,andaskingthereceversto times-
tampthe arrival time of thatstimuluswith respecto a syn-
chronizationpulsedeliveredvia the samemechanismide-
ally, if thereareno variabledelaysin thereceversor skew
amongtherecevers’local oscillators thetimesreportedor
the stimulusshouldbeidentical. In reality, thesesourcef
errorcausehedispersiommongthereportedimesto grow
as more time elapsesbetweenthe stimulusand the sync
pulse.Thedecayin precisionshouldhappermoreslowly if

NTP is simultaneouslyusedto disciplinethe frequeny of
therecevers’ oscillators.

We realizedthis experimentwith onesenderandtenre-
ceivers,eachof whichwasordinaryPChardware(Dell Op-
tiPlex GX1 workstations)running the RedHatLinux op-
eratingsystem. Eachstimulusand sync pulsewas a sim-
ple TTL logic signalsentandreceved by the standard”C
parallelport! In eachtrial, eachrecever reportedits per
ceivedelapsedime betweerthe stimulusandsynchroniza-
tion pulseaccordingto the systemclock, which has1usec
resolution. We definedthe dispersionto be the standard
deviation from the meanof thesereportedvalues.To mini-
mizethevariabledelayintroducedby the operatingsystem,
thetimesof theincomingpulseswererecordedby the par
allel portinterrupthandlerusinga Linux kernelmodule.

In orderto understandhow dispersionis affectedby the
time elapsedbetweenstimulusand sync pulse, we tested
the dispersionfor 21 differentvaluesof this elapsedime,
rangingfrom 24usecto 224;sec(16usecto 16.8 seconds).
For eachelapsed-timevalue, we performed50 trials and
reportedthe mean. Thesel,050trials were performedin a
randomorderover the courseof onehourto minimize the
effectsof systematierror(e.g.changesn network actiity
thataffectinterruptlateng).

For comparisonthis entireexperimentwasperformedn
threedifferentconfigurations:

1. The experimentwasrun on the “raw clock”: thatis,
while therecevers’ clockswerenotdisciplinedby any
externalfrequeng standard.

2. An NTPv3 client was startedon eachrecever and
allowed to synchronize(via Ethernet)to our lab’s
stratum-1GPSclockfor tendays.Theexperimentwas
thenrepeatedvhile NTP wasrunning.

3. NTP’sexternaltime sourcewasremoved,andtheNTP
daemonwasallowedto free-runfor severaldaysusing
its last-knavn estimate®f thelocal clock’s frequeng.
The experimentwasthenrepeated.

To compareour post-facto method to the precision
achievable by NTP alone, we recordedtwo different
stimulus-arwal timestampswvhen running the experiment
in Configuration2: the time with respecto the syncpulse
andthe time accordingto the NTP-disciplinedlocal clock.
Similar to the other configurationsa dispersionvalue for
NTP was computedfor eachstimulusby computingthe
standarddeviation from the meanof the reportedtimes-
tamps.Thehorizontalline in Figurel is the meanof those
1,050dispersionvalues—101.7Qsec.

Ourresultsareshowvn in Figurel. ?

1This was accomplishedusing the authors parallel port pin pro-
gramming library for Linux, parapi n, which is freely available at
http://www circlemud.og/jelsonsoftwardparagin

2“The joy of engineerings to find a straightline on a doublelogarith-
mic diagrant. —ThomasKoenig
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Figure 1. Precisionof post-fictotime synchronizatiorwithout externalfrequeny discipline,with disciplinefrom anactive NTP
time source,andwith free-runningNTP discipline (externaltime sourceremaoved after the oscillators frequeng was estimated).
Thesearecomparedo theprecisionachiezablewith NTP alone(thehorizontalline near100usec). Thebreakpoinseemears0msec
is whereerrordueto clock skew, which grows proportionallywith the time elapsedrom stimulusto syncpulse,overcomesother
source®f errorthatareindependenof thisinterval. EachpointrepresentthedispersiorexperiencecamonglOrecevers,averaged

over 50trials.

3.3. Discussion

The resultsshowvn in Figure 1 illuminate a numberof
aspectf the system. First, the experimentgivesinsight
into the natureof its error sources.The resultswith NTP-
disciplinedclock caseareequivalentto undisciplinedclocks
whentheinterval is lessthan~ 50msec suggestinghatthe
primary sourceof errorin thesecasess variabledelayson
the recever (for example, dueto interruptlateng/ or the
samplingratein the analog-to-digitakorversionhardware
in the PC parallelport). Beyond 50msecthe two experi-
mentsdiverge,suggestinghatclock skew becomeshe pri-
marysourceof erroratthis point.

Overall, the performanceof post-facto synchronization
wasquite good. WhenNTP wasusedto disciplinethe lo-
cal oscillators frequeng, precisionvery nearto the clock’s
resolutionof 1usecwas achieved. This is significantly
betterthanthe 100usecachiered by NTP alone. Clearly,
the combinationof NTP’s frequeng estimationwith the
syncpulsesinstantaneouphasecorrectionwasvery effec-
tive. Indeed,the multi-modal combinationachiesespreci-
sionbetterthaneithermodecanachiese alone.We find this
a very encouragingndicatorfor the multi-modal synchro-
nizationframework we proposecht the endof Section2.

Without NTP discipline,the post-factomethodstill per
formsreasonablywell for shortintenvals betweenstimulus
andsyncpulse. For longerintervals, we are at the mergy

of happenstancethe precisiondependson the naturalfre-
guenciesof whatever oscillatorswe happento have in our
receverset.

Perhapghe mostexciting result, however, is shavn in
the experimentwhere NTP disciplined the nodes’ local
clocksusingonly the last-knavn-estimateof frequeng, af-
ter the externaltime sourcewasremoved. The achievable
precisionwas1usec:thelimit of ourclock’sresolutionand,
moreimportantly exactly the sameasthe resultwith NTP
andan active externaltime standard.This resultis impor-
tantbecauset shows that extremelylow-enegy andhigh-
precisiontime synchronizationis possible: after an ini-
tial frequeng-training period,nodesmight be ableto keep
their radiosoff for daysandstill instantlyacquirea 1usec-
precisiontimebasewhenan eventof interestarrives. That
resultis madepossibleby the multi-modalsynchronization;
the frequeng correctionprovided by free-runningNTP is
notgoodenougho keepclockspreciselyin phaseovertime
dueto accumulatecrror. (In thefree-runningNTP experi-
ment,the accurag of thetimestampsvhennot normalized
by the syncpulsewasonly in thetensof milliseconds.)

All of theseresults,while encouragingdo comewith a
numberof caveats.Ourexperimentgesultswereperformed
underidealizedlaboratoryconditions,using (equal-length)
cablesto directly connectthe sendetto the recevers. Real
world conditionswill requirewirelesslinks that arelikely
far morecomplex with more opportunitiesfor variablede-



lay. In addition, the relatively constantambienttempera-
ture reducedthe oscillators’ frequeng drift over time. A
realsensonetwork deployedoutdooramightnotbeablelet
NTP free-runwithout anexternaltime sourcefor aslong as
wedid in our experiment.

4. Future Work

As part of our continuing research,we plan to re-
implementour time synchronizationexperimenton hard-
ware that is more akin to hardware that will be found in
sensonetworks: slower, lower-powernodeghathave wire-
lessradio links. While using PCswith wired stimuli and
event delivery did provide an importantproof-of-concept,
we wish to investigatethe effects on precisionof factors
suchasslower clock speedsyariablelateng of radios,and
nondeterminismntroducedby radio propagationanoma-
lies. We planto dotheseestsusingthewirelesssensomnet-
work testbedn placeaspartof therelatedSCADDSproject
[4].

In additionto characterizingpost-factosynchronization,
we planto useit in the contet of arealapplication:local-
ization. Building on Girod's prototypeacoustiaangefinder
[5], we planto usepost-factotime synchronizatiorto fa-
cilitate measurementf the time of flight of soundfrom an
audiosourceto a setof recevers,allowing themto trilater-
atewith high precision.

We alsoplanto build on this work by developingaddi-
tional time sync methodswith the ultimate goal of provid-
ing a paletteto applicationsthat coversa good portion of
theparametespacene describedn of the parametespace
we describedn Section2. Becauset is impossiblefor any
single synchronizatiomrmethodto appropriatein all situa-
tions, sensorshouldhave multiple methodsavailable. If a
nodecandynamicallytradeprecisionfor enegy, or scope
for corvergencetime, it canavoid “paying” for something
thatit doesnt need. Ideally, the algorithmsshouldalsobe
tunable—allowing finer controloveranalgorithmthansim-
ply turningit on or off.

5. Conclusions

Time synchronizatioris a critical pieceof infrastructure
for ary distributedsystem Distributed,wirelesssensomnet-
worksmake heary useof synchronizedime, but oftenhave
uniquerequirementén the scopelifetime, andprecisionof
the synchronizatiorachiesed, aswell asthe time anden-
ergy requiredto achiese it. Existingtime synchronization
methodseedto be extendedo meetthesenew needs.

We have presenteénimplementatiorof our own sensor
network time synchronizatiorscheme post-factosynairo-
nization This methodcombinesthe oscillator frequeny
discipline provided by NTP with an instantaneouphase

correctionprovidedby asimplesynchronizatiorsignalsent
by a beacon.Our experimentshave shavn achiezabletim-
ing precisionfor a group of 10 nodesto be at the limit of
our clock resolutionof 1usec.

An importantadditionalresultis that the sametiming
precisionwaspossibleevenwhenNTP nolongerhadanac-
tive externaltime or frequeng standardafteraninitializa-
tion periodwhenit wasallowedto estimatethelocal oscil-
lator’s frequeng error. Thisis critical for sensometworks
wherelimited enegy resenesandthe high enegy costof
operatinga wirelessradio make standardNTP unsuitable
for long-lived,low-poweroperation.

Although our currentresultsare a preliminary labora-
tory study we believe that post-factosynchronizatiorover
wirelessradioswill be ableto supportthe sameinstanta-
neouscreationof a short-lived but highly precisesynchro-
nizedtimebaseverafteralongperiodof radiosilence.Our
ongoingresearchs moving our experimentfrom thelab to
realsensonetwork nodeswvherewe planto characterizeur
schemawith furtherexperimentsanduseit in the context of
realapplications.
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