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Abstract

Many end-to-end approaches have been proposed to detect predefined keywords. For scenarios of multi-keywords,
there are still two bottlenecks that need to be resolved: (1) the distribution of important data that contains keyword(s)
is sparse, and (2) the timestamps of the detected keywords are inaccurate. In this paper, to alleviate the first issue and
further improve the performance of the end-to-end ASR front-end, we propose the biased loss function for guiding
the recognizer to pay more attention to the speech segments containing the predefined keywords. As for the second
issue, we solve this problem by modifying the force alignment applied to the end-to-end ASR front-end. To get the
frame-level alignment, we utilize a Gaussian Mixture Model-Hidden Markov Model (GMM-HMM) based acoustic model
(AM) for auxiliary. The proposed system is evaluated in the OpenSAT20 held by the National Institute of Standards and
Technology (NIST). The performance of our end-to-end KWS system is comparable to the conventional hybrid KWS
system, sometimes even slightly better. With fusion results of the end-to-end and conventional KWS systems, we won
the first prize in the KWS track. On the dev dataset (a part of SAFE-T corpus), the system outperforms the baseline by a
large margin, i.e., our system with GMM-HMM aligner has a lower segmentation-aware word error rates (relatively
7.9–19.2% decrease) and higher overall Actual term-weighted values (relatively 3.6–11.0% increase), which
demonstrates the effectiveness of the proposed method. For more precise alignments, we can use DNN-based AM as
alignmentor at the cost of more computation.
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1 Introduction
Accurate spoken term detection (STD), also named key-

word searching (KWS), is a vital downstream application

of automatic speech recognition (ASR). For information

retrieval in massive data, people not only want to know

the presence or absence but also the specific time region

(we name it “timestamp”) of the keyword in the utterance.

The typical KWS pipeline is based on a lattice obtained

from a Large Vocabulary Continuous Speech Recognition

(LVCSR) system, wherein a neural acoustic model (AM)

and a word-based language model (LM) are both applied
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to generate the word-level lattices by decoding [1]. Conse-

quently, KWS can be performed mainly on lattices.

During the last decade, end-to-end ASR stimulated

great interest and achieved many successes. For train-

ing, end-to-end ASR systems only require the segmented

speech and the corresponding text. There are two popu-

lar approaches for end-to-end ASR systems, i.e., connec-

tionist temporal classification (CTC) [2–4] and attention

mechanism [5–9]. CTC introduces a blank symbol to

match the output sequence length with the input sequence

[10], and optimizes the sum over all possible output

sequences instead of each individual output label. The

attention-based encoder-decoder architecture such as the

Listen, Attend, and Spell (LAS) [11] system includes an

encoder which is analogous to a conventional acoustic
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model, an attender that acts as an alignment model, and a

decoder that is analogous to a language model in the con-

ventional system [9]. The joint CTC/attention ASR archi-

tecture combines these two approaches and has become a

popular trend for end-to-end ASR [12–17].

Meanwhile, deep neural networks (DNNs) have become

more and more popular for the KWS task. In [18], Chen

et al. propose the famous DeepKWS framework, which

achieves better performance than the conventional meth-

ods. Following DeepKWS, more advanced architectures

have been successfully applied to the KWS task, including

convolutional neural networks (CNNs), recurrent neural

networks (RNNs), deep residual networks (ResNets), and

Graph Convolutional Networks (GCNs) [19–22]. How-

ever, the approaches mentioned above have two disad-

vantages: (1) they are ASR-free and designed for a small

number of the keywords of interest, and (2) they neglect

the timestamps of keywords. Some people work on ASR-

freemulti-keyword detection [23–25], but the timestamps

of keywords are still neglected. Nonetheless, in some prac-

tical applications, the timestamps of a large amount of

keywords are still required. In addition, the ASR-free

KWS system is not suitable for scenarios with higher flex-

ibility (keywords will change). When changing or adding

keywords, ASR-based KWS only needs finetuning to meet

the new requirements, but ASR-free KWS has to retrain a

new model from scratch.

In this paper, we aim to develop an end-to-end ASR-

based KWS system to overcome the two disadvantages.

The main contributions of the proposed system are (1) we

propose a biased training approach for an ASR front-end

to improve the KWS by paying more attention to prede-

fined keywords than the normal data, and (2) we use an

auxiliary AM to force align the ASR recognition text with

time, therefore the keyword region can be detected.

The rest of the paper is organized as follows. In

Section 2, we introduce the OpenSAT20 and our Speech

Activity Detection (SAD) frontend. Then we describe the

proposed KWS system in Section 3. A series of exper-

iments is shown in Section 4. Finally the conclusion is

made in Section 5.

2 Background
2.1 OpenSAT20

The OpenSAT Series for speech analytic systems eval-

uations started last year (2019) and OpenSAT20 is the

second. The OpenSAT20 Evaluation makes use of simu-

lated public safety communications spoken in English and

offers three evaluation tasks: SAD, KWS, and ASR. Partic-

ipants may choose to participate in one, two, or all three

of the tasks. In this paper, we focus on the ASR and KWS

tasks, although our team completed all the tasks.

Summary statistics for the OpenSAT20 data used herein

are given in Table 1. NIST did not release the transcripts

of the evaluation dataset, so we evaluate our system based

on the dev dataset. The development keyword lists con-

sist of 559 single and multi-word query terms, as shown

in Table 2. It should be noted that more than half of the

segments do not contain keywords.

2.2 Speech activity detection frontend

In this work, our SAD module is based on a regression

approach to speech enhancement based on DNN [26, 27].

Our SAD system is shown in Fig. 1. In order to get a bet-

ter performance in low signal-noise ratio conditions, the

raw input audios are enhanced by a pre-trained speech-

enhancement module, resulting in enhanced audio sig-

nals. We extract FilterBank (FBank) features [28] of raw

audios and enhanced audios before feeding them into sub-

systems. The subsystems contain the BUT phoneme rec-

ognizer (BUT) [29], Neural Network Classifiers and Sub-

band OSF-Based VAD (SOV). BUT is a Hidden Markov

Model/Artificial Neural Network (HMM/ANN) system,

which implements the Temporal Pattern (TRAP) system

[30] and utilizes a new Split Temporal Context (STC)

system[29]. As for the Neural Network Classifiers, we uti-

lize a convolutional recurrent neural network (CRNN)

and a RNN [26, 27]. The SOV is based on the deter-

mination of the speech/nonspeech divergence by means

of specialized order statistics filters (OSFs) working on

the subband log-energies [31]. Results of different subsys-

tems are fusioned by a model ensemble module, which is

computed as follows:

s =

N
∑

i=1

wi × si (1)

whereN is the number of sub-systems of SAD, wi denotes

the weight of each system, and si denotes the confi-

dence score output by each subsystem. The weight of

each system wi is systematically calculated. We intro-

duce BOSARIS toolkit [32] to the fusion module to

Table 1 OpenSAT20 data partition statistics

Corpus #File #Hour Trans

SAFE-T train 194 80 Avaliable

SAFE-T dev 100 5 Avaliable

SAFE-T eval 173 8.7 Not avaliable
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Table 2 Examples of OpenSAT20 keywords

PET HAS BEEN KID’S HOPEFULLY GREEN

OOF MAN FOCUS ENTRANCE WAIT

SHORT LITTLE SAVED REMOVING SPREAD

train a model whose inputs are probabilities of speech

existence in every frame output by subsystems and out-

put is the optimized probability of speech existence in

every frame. Actually the trained model is a vector with

the weight of each subsystem and the corresponding

offset.

In the presence of noise, recognition of the voice

signal is inevitably weakened, often requiring speech

enhancement. Therefore, as shown in Fig. 2, some “holes”

that appear in speech segments in output need to be

patched, and some boundaries need to be expanded. Each

audio is divided into several segments marked speech

or nonspeech in our system output, and this is just like

a one-dimensional binary image. Therefore, our one-

dimensional dilation-erosion algorithm is dilating or erod-

ing speech segments of output. Here we give the concept

of SAD parameter α, i.e. the length of eroding speech seg-

ments. Our one-dimensional dilation-erosion algorithm

can be expressed as

tbeg = max[ 0, tbeg − α]

tend = min[T , tend + α]
(2)

where α is a scalar in the SAD postprocess and varies from

0.1 to 0.5 in this work, tbeg , tend denote the beginning and

ending times of a detected speech segment, and T denotes

the audio length. The mechanism of how α affects SAD

output is also depicted in Fig. 2.

The metric to evaluate our SAD system is the detection

cost function value (DCF(θ)), which is also the official

evaluation metric in OpenSAT19 and OpenSAT20 [33].

DCF(θ) is computed by the false positive rate (PFP) and

false negative rate (PFN) as follows:

PFP =
total FP time

annotated total nonspeech time
(3)

PFN =
total FN time

annotated total speech time
(4)

DCF(θ) = 0.75 × PFN + 0.25 × PFP (5)

where θ denotes a given system decision-threshold set-

ting [33]. A good SAD system should achieve a small value

of DCF(θ) in (5). Besides, there is a collar with 0.5 s

duration between every speech segment and nonspeech

segment, and none of the collar segments are scored when

calculating DCF(θ).

The output result of the SAD system will affect the

end-to-end ASR performance, which will be specifically

described and discussed in Section 4.

3 Proposed end-to-end ASR-based KWS system
Generally, an ASR model aims to recognize all the words

in the speech while a KWS system focuses only on key-

words. Furthermore, an end-to-end ASR model usually

does not align the recognized text with timestamp infor-

mation while the KWS model cares about whether and

when the keywords appear [1, 34, 35]. In order to alle-

viate the above two problems and further improve the

KWS performance, we proposed a biased-training ASR-

based KWS system and utilize an auxiliary GMM-HMM

Fig. 1 Overview of our SAD architecture used in OPENSAT20
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Fig. 2 One-dimensional dilation-erosion

model for alignment. Our proposed KWS architecture is

depicted in Fig. 3.

3.1 Biased-loss ASR front-end for KWS

In this section, we will introduce our proposed model by

first reviewing our baseline ASRmodel, and then detailing

our improved end-to-end ASR.

We give an overview of our ASR baseline and summa-

rize a few key components of the Transformer model.

Transformer, a popular neural network architecture, has

beenmore andmore popular in ASR tasks. For full details,

please refer to [11, 36–38].

Transformer was proposed by [11] as an encoder-

decoder sequence transduction model, in which encoder

has Ne repeated building blocks and decoder has Nd

repeated building blocks, as shown in Fig. 4. In addi-

tion to the encoder-decoder structure, the conventional

speech Transformer model [11] has a multi-head atten-

tion module, as explained in Equations (6)-(8). Given an

input sequence of acoustic features X = {x1, . . . , xn} the

encoder maps X to a sequence of hidden states H =

{h1, . . . ,hn}. Given H, the decoder generates the outputs

sequence Y =
{

y1, . . . , ym
}

step by step, where n is the

frame number of the input sequence,m is the length of the

output sequence. Both encoder and decoder are stacked

with attention and position-wise feed-forward networks

and replace the commonly used recurrent layers with self-

attention layers to learn the input representation by scaled

dot-product attentions. The multi-head attention strategy

is utilized by concatenating multiple self-attention out-

puts together to learn different subspaces concurrently:

Attention (Q,K ,V ) = softmax

(

QKT

√

dk

)

V (6)

MultiHead(Q,K ,V)=Concat (head1, . . . , headh)W
H

(7)

head i = Attention
(

QW
Q
i ,KWK

i ,VWV
i

)

, i = 1, ..., h

(8)

Fig. 3 Our proposed KWS architecture
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Fig. 4 An overview of our biased-loss ASR front-end based on Transformer [11]

where headi is the output of the i-th attention head, and

h is the number of attention heads; Q ∈ R
nq×dq , K ∈

R
nk×dk , and V ∈ R

nv×dv represent query, key and value

matrices, respectively; n∗ and d∗ are sequence lengths

and feature dimensions, respectively; dmodel represents

the number of input feature dimensions;W
Q
i ∈ R

dmodel×dq ,

WK
i ∈ R

dmodel×dk , WV
i ∈ R

dmodel×dv , WH ∈ R
hdv×dmodel

are corresponding weight matrices, and dk = dq = dv =

dmodel/h [38].

After the multi-head attention network, there is a posi-

tionwise feedforward network with rectified linear unit

(ReLU) activation:

FFN(x) = max (0, xW1 + b1)W2 + b2 (9)

where W1 ∈ R
dmodel×dff , W2 ∈ R

dff ×dmodel and the biases

b1 ∈ R
dff , b2 ∈ R

dmodel [36]. In each block, the FFN have

different learnable parameters.

The ASR architecture used in our work is based on the

advanced joint CTC/attention models. According to [17],

using CTC along with the attention decoder can improve

robustness since the forward-backward algorithm of CTC

can enforce monotonic alignment between speech and

label sequences during training. That is, the forward-

backward algorithm in CTC helps to speed up the process

of estimating the desired alignment rather than solely

depending on data-driven attention methods to estimate

the desired alignments in long sequences. Moreover, CTC

also assists the network in training speed. The idea of this

architecture is to use CTC as an auxiliary objective func-

tion to train the attention-based seq2seq network. Specif-

ically, we combine with the Transformer architecture [11]

that uses self-attention.The objective to be maximized is a

logarithmic linear combination of the CTC and attention

objectives:

LMTL = λ log pctc(C | X)+ (1−λ) log patt(C | X) (10)

where λ is the CTC module weight, C is the reference,

and log pctc(C | X) and log patt(C | X) are CTC and

Transformer objectives, respectively.

As aforementioned in Section 2, the amount of data con-

taining keywords is typically much less than the normal

speech for ASR due to the cost of data acquisition, i.e.,
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Table 3 Keyword occurrence statistics in training set

Keyword KW-id #Occurrence Keyword KW-id #Occurrence

PET KW-0240 6 ANY KW-0030 4

HAS KW-0031 12 POSSIBLE KW-0025 19

BEEN KW-0048 4 ANY POSSIBLE KW-0358 0

PET HAS BEEN KW-0537 0 ENTRANCE KW-0199 10

OOF KW-0239 5 GREEN KW-0011 72

MAN KW-0091 58 WAIT KW-0036 48

OOF MAN KW-0436 0 SPREAD KW-0052 56

KID’S KW-0089 11 SAVED KW-0016 47

FOCUS KW-0177 1 HOPEFULLY KW-0088 1

the positive samples that containing at least one keyword

will be much less than the negative samples. Here “sam-

ple” means handcrafted speech segment in training set.

For some uncommon keywords, the number of positive

samples is very small, even only one or two. Among 49,989

training samples, only 8.27% of training data (4048 sam-

ples) contain keyword(s). Table 3 offers some representa-

tive statistical information on positive samples of different

keywords. Although some multi-word query terms, e.g.,

“PET HAS BEEN” and “ANY POSSIBLE”, do not occur

in the training set, the single words that consist of multi-

word query terms are also in the keyword list and there are

several corresponding positive samples. The distribution

of keywords in the training dataset is sparse, how to use

those precious examples efficiently is the key for the KWS

task. When facing such a large class imbalance during

training, a KWS system may lead to a degenerate model.

Since the majority of samples do not contain keywords,

the information learned from segments containing key-

words is of vital importance.

To further improve the performance of the end-to-end

ASR front-end, we propose the biased loss function to

guide the recognizer to pay more attention to the seg-

ments containing the predefined keywords. Unlike a nor-

mal ASR system, we emphasize the recognition of pre-

defined keywords. That is, we want to learnmore carefully

on positive samples since the aforementioned imbalance

leads to inefficient training.

Here, we define a bias factor δ and the biased loss

function as follows:

LWL =[ 1 + n(kw)]δ ·LMTL (11)

where n(kw) is the number of keywords in this utterance

and LMTL is the original training loss. In particular, we

Fig. 5 An example how alignment affects segmentation-aware WER. Orange blocks represent handcrafted speech segments (above) or
SAD-classfied speech segments (middle and bottom)
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Fig. 6 Example of system output CTM file. Timestamps consist of the starting time and KW duration

focus the model on the positive samples by up-weighting

the contribution of positive samples duringz training.

3.2 Selection of the force alignment module for ASR and

KWS

There are several tools to implement the force alignment.

Montreal Force Alignment (MFA) and Gentle toolkits are

built on top of Kaldi toolkit [39], while Munich Automatic

Segmentation (MAUS) uses HTK [40]. These toolkits first

transform the given transcript into a graph represent-

ing different sequences of phones by applying predefined

rules. Afterwards, the actual alignment is estimated by

finding the most probable path using a set of HMMs and

pretrained acoustic models.

Usually, an end-to-end ASR outputs text without align-

ment information. Attention-based architectures, such as

Transformers, encode the feature sequence into embed-

ding, which is not explicitly associated with frames, so

alignment information is not available. In addition, the

CTC-based algorithm has an alignment function and can

output alignment information. Recently, Ludwig Kürzinge

et al. proposed to use a CTC-based network for the

segmentation task and it outperforms the other exist-

ing segmentation tools [41]. It should be noted that here

“segmentation task” in [41] is similar to the SAD task.

The authors proposed to use a CTC-based network

to extract proper speech segments in the presence of

additional unknown speech or non-speech segments at

Table 4 A comparison of using different bias factor. WERs and CERs are in percent and evaluated on the manually segmented dev
dataset

bias factor δ Model 1: base + FT Model 2: FT all epochs

WER / CER WER / CER

0 (baseline) 9.2/10.5 9.2/10.5

1/4 9.0/10.2 9.2/10.4

1/3 9.0/10.2 9.2/10.5

1/2 9.0/10.2 9.2/ 10.5

1 9.1/10.4 9.2/10.4

2 9.0/10.3 9.1/10.3

4 9.1/10.3 10.1/11.4
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Table 5 SAD performance on different α

SAD α 0.1 SAD α 0.2 SAD α 0.3 SAD α 0.4 SAD α 0.5

PFN 0.1884 0.1298 0.0940 0.0716 0.0570

PFP 0.0181 0.0251 0.0317 0.0378 0.0440

DCF(θ) 0.1458 0.1037 0.0784 0.0631 0.0537

# segments 3891 3262 2694 2191 1878

the beginning or end of the audio recording. It uses

a CTC-based end-to-end network that is trained on

already aligned data beforehand, e.g., as provided by a

CTC/attention ASR system. For a given audio record-

ing, the CTC network generates frame-based character

posteriors. Therefore, it is possible to compute all pos-

sible maximum joint probabilities for aligning the text

via dynamic programming. In [41], the CTC network is

used for utterance-level segments and outperforms other

existing segmentation tools.

However, because CTC is also a kind of sequence mod-

eling, the CTC loss is actually the sum of the probabilities

of multiple alignment paths. The objective of CTC loss is

not for obtaining the alignment result and during decod-

ing, the path with the highest probability usually is taken,

so the real path cannot be completely determined, and the

timestamp information obtained is not accurate enough.

In addition, the existence of the blank symbol aggravates

this situation.

Based on the previous analysis, we take the CTC-

segmentation algorithm as our baseline of force alignment

module to output the word-level segmentation. In other

words, we use our SAD module in Section 2 and output

segmented utterances for the ASR system, then the CTC-

segmentation algorithm computes word-level text-time

alignment.

In this paper, inspired by the idea of MFA as well as

MAUS, we will train an auxiliary AM using training data

to perform the alignment on the dev dataset, although

we can utilize the CTC network in our ASR front-end to

output alignment.

We train a triphone GMM-HMM system as our aux-

iliary AM to provide time information in order to per-

form KWS, which needs the accurate occurrence time,

i.e., the timestamp, of keywords. We first prepare train-

ing data with annotated segments. Secondly, we train a

conventional ASR-based on a triphone GMM-HMM AM

module. The primary objective of the conventional ASR is

to build a statistical model to infer the text sequences W

from a sequence of feature vectors X, as explained in eq

13:

W∗ = argmax
W

P(X | W) · P( W)/P(X) (12)

where P(X | W) represents a generative AM and P(W)

represents a generative Language Model (LM). We have

Equation (13) after applying Bayes’ Theorem:

W∗ = argmax
W

P(X | W) · P( W) (13)

The function of the acoustic model is to model a

sequence of feature vectors given a sequence of phones

instead of words. But we will continue the use of the nota-

tion P(X | W) for the acoustic model. The distribution of

features for phones can be modeled with a GMM, which

can be learned from training data. The transition between

phones and the corresponding observable is modeled with

Table 6 A comparison of using different bias factors and SAD dilation-erosion factors ASR Model 1. WERs are in percent and evaluated
on the SAD segmented dev dataset. “G” and “C” represent GMM-HMM aligner and CTC aligner, respectively

bias factor SAD α 0.1 SAD α 0.2 SAD α 0.3 SAD α 0.4 SAD α 0.5

δ G G G / C G / C G / C

0 (baseline) 13.7 13.3 12.9/14.0 12.9/15.1 13.5/16.7

1/4 13.7 13.2 12.6/13.9 12.8/15.1 13.0/16.7

1/3 13.7 13.3 12.6/14.0 12.8/15.1 13.3/16.8

1/2 13.5 13.3 12.6/13.8 12.8/15.0 13.0/16.6

1 13.6 13.2 12.6/13.8 12.7/15.0 12.9/16.8

2 13.6 13.3 12.7/13.8 12.8/15.0 13.0/16.8

4 13.6 13.1 12.7/13.8 12.8/14.9 13.1/16.5
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Table 7 A comparison of using different bias factors and SAD dilation-erosion factors on ASR Model 2. WERs are in percent and
evaluated on the SAD segmented dev dataset. “G” and “C” represent GMM-HMM aligner and CTC aligner, respectively

bias factor SAD α 0.1 SAD α 0.2 SAD α 0.3 SAD α 0.4 SAD α 0.5

δ G G G / C G / C G / C

0 (baseline) 13.7 13.3 12.9/14.0 12.9/15.1 13.5/ 16.7

1/4 14.0 13.7 12.9/13.9 12.8/15.1 13.5/17.0

1/3 14.0 13.8 12.9/14.2 13.1/15.5 13.5/17.0

1/2 13.8 13.4 13.0/14.3 13.1/15.3 13.5/16.8

1 14.2 13.7 12.9/13.8 12.7/15.0 12.3/16.8

2 13.8 13.1 12.8/15.1 12.7/15.0 13.6/16.7

4 14.9 14.0 13.7/16.4 13.9/17.2 14.7/17.8

the HMM. The HMM model consists of hidden variables

and observable variables, and the observable variables can

be represented by features extracted from the correspond-

ing audio frames. Lastly, given a text sequence, we align it

with features by searching for the feature sequence with

the maximum likelihood:

X∗ = argmax
X

P(X | W) (14)

The GMM-HMM aligning is a special decoding opera-

tion with the text sequence provided from our end-to-end

ASR front-end. The Weighted Finite-State Transducer

(WFST)[42] is used to build the state map for decod-

ing. Finally, we can obtain the decoding text results with

annotated timestamps.

4 Experiment set up and results
In this section, we evaluate how well the proposed system

recognizes and aligns word-wise text and audio.

4.1 Experiment dataset

To evaluate our network model, we participated in

the OpenSAT20 Evaluation. The OpenSAT20 Evaluation

comprised data from the simulated Public Safety Com-

munications (PSC) data, which are simulated public safety

communications spoken in English from the SAFE-T cor-

pus that was collected by the Linguistic Data Consortium

(LDC) and initially made available for the OpenSAT19

evaluation. The data have the following characteristics: (1)

varying background noise types, (2) varying background

noise levels, (3) speech in the presence of noise, and (4)

speech under stress induced situations. In addition, we

use the whole Librispeech corpus as the additional data to

increase the system robustness.

Evaluation is performed on the dev dataset of the SAFE-

T dataset, which consists of 100 180-s-length record-

ings from 25 unique speakers. Each recording consists

of several speech and non-speech segments. This corpus

contains labeled sentence-length utterances, each with

the information of start and end of its segment in the

audio recording. Note that there are no transcripts of the

OpenSAT20 eval dataset so we evaluate the system perfor-

mance on manually segmented as well as SAD segmented

dev datasets.

4.2 Performance metric computation

In this paper, we use the OpenSAT20 metrics to measure

our system’s performance. ASR performance is measured

by the segmentation-aware word error rate (WER). Here

“segmentation-aware” means the text must be aligned

in the segmentation block, otherwise result in insertion

error. Segmentation-aware WER is a more strict metric

than the normal WER. As depicted in Figs. 5 and 6, the

word “in” occurs from 11.7 s to 11.8 s, if “in” is recognized

rightly but aligned to a region before 11.7 s, insertion and

deletion errors appear simultaneously.

KWS performance is measured by the Term-Weighted

Value (TWV), a function of false-positive (false-alarm)

and false-negative (missed detection) rates for the key-

word and is determined by comparison to the reference.

An Actual Term-Weighted Value (ATWV) is a measure

of keyword detection performance at a given system’s

threshold setting (ϕ) and is calculated from the system

decision threshold setting determined by the developer.

The TWV is defined as

TWV(ϕ) = 1−[ PFN(ϕ) + β · PFA(ϕ)] (15)

As for choosing ϕ, we choose a decision threshold for

the “Actual Decisions” to optimize our term-weighted

value, and all the “YES” system occurrences called the

ATWV. Information for accessing and downloading the

scoring software is available at the OpenSAT website.

The scoring protocol is the “Keyword Occurrence Scor-

ing” protocol that evaluates the system accuracy. For

more detailed information, see the DRAFT KWS16 KEY-

WORD SEARCH EVALUATION PLAN, PLAN (KWS16-

evalplan-V04), https://www.nist.gov/document-194.
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Table 8 A comparison of using different bias factors and SAD dilation-erosion factors on ASR Model 1. ATWV values are evaluated on
the SAD segmented dev dataset. “G” and “C” represent GMM-HMM aligner and CTC aligner, respectively

bias factor SAD α 0.1 SAD α 0.2 SAD α 0.3 SAD α 0.4 SAD α 0.5

δ G G G/C G/C G/C

0 (baseline) 0.5673 0.5783 0.5917/0.5593 0.5906/0.5542 0.5973 / 0.5656

1/4 0.5919 0.6077 0.6028/0.5795 0.6086/0.5741 0.5896/0.5488

1/3 0.5919 0.6050 0.6086/0.5872 0.6058/0.5730 0.5951/0.5591

1/2 0.5955 0.6031 0.6092/0.5858 0.6072/0.5766 0.5910/0.5550

1 0.5950 0.6007 0.6077/0.5844 0.6140/0.5796 0.5972/0.5602

2 0.5920 0.6107 0.6102/0.5809 0.6128/0.5822 0.5886/0.5521

4 0.5788 0.6024 0.6012/0.5749 0.5993/0.5688 0.5865/0.5455

4.3 Configuration of ASRmodel

We combine 80-dim FBank vectors with 3-dim pitch vec-

tors as the input features for our E2E systems. 5002 word-

piece units are used as output labels. In our system, we use

the original lexicon provided in the Librispeech pack. It is

worth noting that not all the words in the lexicon appear

in the training transcripts, but we keep all the words in

order to maximize our vocabulary size to reduce the OOV

rate on the dev dataset.

As the alignments of the training dataset have been

done manually, we use the well-segmented wave file

for training. The ASR and LM training are imple-

mented in the ESPnet toolkit [43]. The configuration

of the pre-trained model (termed as “pytorch large

Transformer with specaug (4 GPUs) + Transformer

LM (4 GPUs)” in the ESPnet toolkit [43], model link:

https://drive.google.com/open?id=17cOOSHHMKI

82e1MXj4r2ig8gpGCRmG2p) is briefly as follows: the

Transformer-based model consists of an encoder made

up of 12 attention blocks and a decoder made up of

6 attention blocks; within each attention block, the 8-

head attention layer is 2048-dim; it has been trained on

the whole 960-h Librispeech dataset; the amount of the

parameters is about 230M. It should be noted that we just

utilize the pre-trained ASRmodel. Our LM is trained from

scratch. Our LM is trained with two parts: transcripts of

the training data and the Librispeech dataset. We train a

large LM consisting of four 2048-dimension RNN layers,

which is pre-trained on Librispeech corpus data and then

finetuned on the SAFE-T training corpus data. LM weight

in decoding is 0.1.

In order to enhance the robustness of our ASR systems,

we adopt speed perturbation as well as spec-augmentation

[44] methods. For each audio file in the training dataset,

we use both 1.1x and 0.9x speed perturbations. During

training, Adam optimizer is used to train our model. We

choose warmup = 250,000, dropout = 0.1, labelsmooth

= 0.1 for all experiments. In order to do evaluation, we

save the model parameters of 3 best epochs according to

the validation sets and average them at the end of train-

ing. We use WER as the evaluation metric. The beam

search is carried out with a beam size of 10 and length

penalty of 0.6. LM is used during decoding with weight

0.1.

Table 9 A comparison of using different bias factors and SAD dilation-erosion factors on ASR Model 2. ATWV values are evaluated on
the SAD segmented dev dataset. “G” and “C” represent GMM-HMM aligner and CTC aligner, respectively

bias factor SAD α 0.1 SAD α 0.2 SAD α 0.3 SAD α 0.4 SAD α 0.5

δ G G G / C G / C G / C

0 (baseline) 0.5673 0.5783 0.5917/0.5593 0.5906/0.5542 0.5973/0.5656

1/4 0.5808 0.6026 0.5935/0.5778 0.6089/0.5786 0.5923/0.5699

1/3 0.5891 0.5919 0.6009/0.5414 0.5889/0.5498 0.5975/0.5707

1/2 0.5744 0.5847 0.5830/0.5402 0.5789/0.5389 0.5901/0.5617

1 0.5753 0.5899 0.5910/0.5710 0.6077/0.5706 0.5997/0.5611

2 0.5805 0.5801 0.5956/0.5543 0.5749/0.5415 0.5657/0.5288

4 0.5445 0.5751 0.5837/0.5525 0.5699/0.5271 0.5467/0.4965
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4.4 Configuration of auxiliary acoustic model

We apply Speaker Adapted Training (SAT) twice to

provide the final GMM-HMM system with 4200 leaves

and 40,000 Gaussians. Besides, we transform the fea-

tures before SAT by splicing across 3 frames from both

context sides, using the Linear Discriminant Analysis

(LDA) for dimensionality reduction, and estimating

over multiple iterations. This module is implemented

in Kaldi toolkit [45]. The GMM-HMM aligner used

in the OpenSAT20 Evaluation is trained by 4 itera-

tion, named as “G”. A GMM-HMM aligner trained by

3 iteration is named as “G3”. The “T” aligner means

an AM trained by the CNN-TDNNF network using

the recipe of OpenSAT20 dataset, which is released

in Kaldi toolkit recently (https://github.com/kaldi-

asr/kaldi/tree/master/egs/opensat20/s5).

4.5 Results of the ASR task

4.5.1 Results on hand-labeled segments on the Dev set

As explained in section 2.2, one of the main motivations

for force alignment is tomatch the text to audio in a robust

manner. We first provide the benchmark results on hand-

labeled segments on the dev dataset in Table 4. “Model 1:

base + FT” represents only finetuning the last 3 epochs

using biased loss fuction while “Model 2: FT all epoch”

means all 28 epochs are finetuned by our new biased loss

function.

It can be seen that our new training method can be ben-

eficial to ASR and Model 1 outperforms Model 2 slightly.

When bias factor δ is not too large, our improved ASR

performs robustly.

4.5.2 Results on SAD segmented Dev set

Table 5 shows our SAD system performance on differ-

ent factor α. We recognize these five sets segmented dev

dataset and computer corresponding segmentation-aware

WERs and ATWVs of Model 1 and Model 2, which are

summarized in Tables 6, 7, 8, and 9.

We evaluate the impact on text aligned by CTC and

GMM-HMM based aligners. In order to evaluate the

impact of segmentation error on ASR, we first calculate

segmentation-aware WER (the word should be recog-

nized and aligned to right segment file) of different param-

eters and the results are shown in Tables 6 and 7. The

CTC aligner fails when the SAD factor α is less than 0.2.

Correspondingly, the results of ATWV are summarized in

Tables 8 and 9.

According to Tables 4, 5, 6, and 7, Model 1 has bet-

ter overall performance. This phenomenon shows that

the loss function has considerable influence on training

Table 10 A comparison of using different bias factors and SAD dilation-erosion factors on ASR Model 1. ATWV values are evaluated on
the SAD segmented dev dataset. “T”, “G” and “G3” represent CNN-TDNNF aligner, GMM-HMM (4 iteration) aligner and GMM-HMM (3
iteration) aligner, respectively

bias factor SAD α 0.1 SAD α 0.2 SAD α 0.3 SAD α 0.4 SAD α 0.5

δ T / G / G3 T / G / G3 T / G / G3 T / G / G3 T / G / G3

0.5998 0.6092 0.6056 0.6101 0.6004

1/4 0.5919 0.6077 0.6028 0.6086 0.5896

0.5863 0.5967 0.5904 0.5915 0.5656

0.6061 0.6043 0.6098 0.6069 0.6013

1/3 0.5919 0.6050 0.6086 0.6058 0.5951

0.5688 0.5966 0.5984 0.5906 0.5713

0.6056 0.6048 0.6124 0.6108 0.5999

1/2 0.5955 0.6031 0.6092 0.6072 0.5910

0.5891 0.5895 0.5993 0.5919 0.5674

0.6016 0.5998 0.6145 0.6204 0.5988

1 0.5950 0.6007 0.6077 0.6140 0.5972

0.5897 0.5901 0.5989 0.6004 0.5686

0.6022 0.6120 0.6206 0.6207 0.5889

2 0.5920 0.6107 0.6102 0.6128 0.5886

0.5864 0.5794 0.6006 0.6023 0.5649

0.5898 0.6087 0.6004 0.6019 0.5870

4 0.5788 0.6024 0.6012 0.5993 0.5865

0.5773 0.5976 0.5955 0.5848 0.5667
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results. If we bias the loss function from the first epoch,

the accuracy of the ASR front-end does not necessarily

increase.

We also notice that, when α varies from 0.1 to 0.5,

DCF(θ) keeps dropping whileWER andATMVdo not. As

aforementioned in Section 2.2, smaller α means that we

take shorter segments without dilation, therefore there are

much more segments when α = 0.1 compared to α = 0.5.

So large α brings lower PFN . But insert and delete errors,

i.e., shown in Fig. 5, happen more and result in higher

WER.When α is too small, ASR cannot work well because

segments are too short and some speech information is

missing, leading to increasing segmentation-aware WER.

In this case, CTC aligner can not work normally, which

indicates that is not robust enough.

We notice that when δ = 1/4, 1/3, 1/2, 1, and 2, our

proposed Model 1 system outperforms baseline with δ =

0 obviously. When δ = 1/4, 1/3, 1/2, and 1, our pro-

posed Model 2 system outperforms baseline with δ = 0

overall. Compared to baseline with CTC aligner, our sys-

tem performs better by a large margin. In addition, the

results of the CTC aligner are less stable than those of

the GMM-HMM aligner, because there are many error

sources, including but not limited to ASR accuracy, align-

ment of CTC, and SAD precision. Generally speaking,

the performance of ASR is positively correlated with the

performance of KWS, which is also consistent with our

common sense. Compared to CTC aligner, the GMM-

HMM aligner is more beneficial to our KWS system. On

the condition of δ = 0, our system with GMM-HMM

aligner has lower WERs (relatively 7.9–19.2% decrease)

and higher overall ATWVs (relatively 3.6–11.0% increase),

which demonstrates the effectiveness of the proposed

method. With different values of δ and α, our system

can achieve relative WER reduction of 7.9% to 25.9%

and improves TWV significantly. In particular, take the

δ = 0 as example, our ATWV has relatively 5.6% to 6.6%

increase; as for the case of δ = 1/3, we get relatively 3.6%

to 11.0% increase.

During the OpenSAT20 evaluation, we also have trained

some conventinal hybrid ASR and KWS models, but that

is not the point in this paper. Based on the experiments,

we found that the performance of our end-to-end system

(using GMM-HMM AM) is comparable to the conven-

tional hybrid systems (using Kaldi recipes), sometimes

even slightly better. The hybrid ASR system WER varies

from 11.6 to 14% (dev dataset segmented by SAD), the

KWS system ATWV varies from 0.68 to 0.58. The final

submitted result of the OpenSAT20 was the fusion of mul-

tiple single system results. We won the first prize in both

SAD and KWS tracks, and the second prize in the ASR

track.

For further comparison, we use the CNN-TDNNF net-

work for AM training, named as “T” aligner. We find

the Kaldi toolkit released the OpenSAT20 recipe recently,

and we use it to train the CNN-TDNNF-based “T”

aligner. We also use a GMM-HMM aligner trained by

3 iteration, named as “G3” aligner. We recognize five

sets segmented dev dataset and compute correspond-

ing segmentation-aware ATWVs of Model 1, summarized

in Table 10. The auxiliary AM trained using the CNN-

TDNNF network is slightly more precise than the HMM-

GMM model, while the performance gap between “G”

and “G3” aligners are wider. A precise AM can indeed

align the text and time better. Considering that the train-

ing cost of DNN-based networks is much higher than that

of GMM-HMM models, it is acceptable to use GMM-

HMM AM for alignment when computation resources

is insufficient.

5 Conclusions
The end-to-end KWS system suffers from two problems:

data imbalance and inaccurate keyword timestamps. In

order to alleviate the first issue, we modify the train-

ing loss function to make the ASR front-end pay more

attention to our predefined keywords, leading to better

performance on the KWS task. In addition, we address

the second problem by utilizing a GMM-HMM based

AM as the force aligner for the frame-level alignment to

get the accurate timestamps of keywords. To evaluate the

performance of our system, we have participated in the

OpenSAT20 Evaluation. The experiment results show that

the improved approach on the ASR and KWS task can

achieve satisfactory performance. Up-weighting the loss

assigned to the samples containing keywords can benefit

the ASR front-end slightly and improve the KWS sys-

tem a lot. According to the ASR and KWS results of two

kinds of training strategies (Model 1 and Model 2), fine-

tuning the ASR front-end on the last several epochs is

preferred. Thanks to the precise frame alignment of the

GMM-HMMAM,we can detect the keyword occurrences

with more accurate timestamps than the baseline. We fur-

ther study the alignment performance of auxiliary AMs

with different accuracies. The more accurate the auxil-

iary AM is, the better performance for alignment. With

enough computing resources, DNN-based auxiliary AM is

the best choice, else it is acceptable to use a GMM-HMM

AM for alignment.
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