
Suppose someone had to prepare a review article on vi-
sual perception, instead of time perception. This individual 
would probably ask for a series of reviews, with at least 
one—and probably several—dedicated to color, distance, 
shape, and motion perception, and maybe to other aspects 
of visual perception. It would be very difficult to complete 
the same exercise for time perception since the categories of 
temporal experiences are not as clearly defined. However, 
for a reader to understand the scope of a text on time per-
ception, it is essential to develop a representation of what 
the main research avenues or categories are. The present 
text should help the reader to grasp the scope of recent lit-
erature related to psychological time and time perception.

After a brief overview of the various perspectives on 
what could be meant by psychological time, the review 
will propose to identify of series of key concepts and em-
pirical findings that should delineate the field of time per-
ception and timing, and will discuss some models of time 
perception. The article also provides a review of the main 
recent findings in the field in which a neuroscientific ap-
proach to timing is adopted. In this section, the roles of 
the cerebellum, of the cerebral cortices, and of the basal 
ganglia in the timing processes are emphasized.

Time Perception Beyond the Focus  
of the Present Review

There is a wide range of research on psychological time 
and temporal processing, mainly because of the ubiquity of 

time in behavior and the relevance of a temporal perspec-
tive in regard to living organisms and events. There is a vast 
literature in social psychology as to how behavior is shaped 
by time (see Perret-Clermont, 2005, or Strathman & Joire-
man, 2005), which includes topics such as time manage-
ment, time perspective, and time orientation, or the relative 
value of past and future (Caruso, Gilbert, & Wilson, 2008; 
Zimbardo & Boyd, 1999). Even within the scope of experi-
mental psychology, some studies have emphasized how the 
temporal structure of events determines our perception of 
the world (see the second part of Helfrich, 2003).

Some authors who are interested in consciousness have 
adopted a phenomenological perspective on time (see the 
first part of Buccheri, Saniga, & Stuckey, 2003). Indeed, 
time and consciousness have become more closely linked 
recently with the development of a new area of research 
on the concept of chronesthesia (awareness of subjective 
time; Tulving, 2002), as opposed to noetic conscious-
ness (awareness of the world) or autonoetic conscious-
ness (awareness of self in time). Interestingly, there is 
now evidence that even animals can anticipate the future 
(Roberts, 2008).

There are many psychological time studies related in 
various ways to memory processes (Block & Zakay, 2008). 
One research avenue deals with the chronology of events 
in our lives, particularly the memory of the order of occur-
rence of these events (Damasio, 2002; Friedman, 1993). 
Remembering in autobiographical memory when a past 
event occurred is different from remembering the duration 
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Wearden et al., 2008), or  attention-deficit/hyperactivity dis-
order (ADHD; Gilden & Marusich, 2009; Toplak, Docksta-
der, & Tannock, 2006). Note that timing is also used in the 
field of physical disorders, in which training with rhythm 
production is reported to help physical rehabilitation (Ford, 
Wagenaar, & Newell, 2007; see Thaut, 2005).

The present review will not cover all of the aforemen-
tioned article types (social issues, consciousness, memory 
for the past and future, continuity of signal, space–time 
interaction, or pathologies in neuropsychology or psychia-
try). Instead, it will focus on the literature in which normal 
participants are asked to provide explicit judgments about 
time. The term explicit is used in the present article to 
mark opposition with, for instance, motor activities such 
as those involved in speech, practicing scales on a piano, 
or catching a ball, in which the encoding of time is im-
plicit (Zelaznik, Spencer, & Ivry, 2002, 2008).

The reader is invited to consult several additional sources 
providing reviews or groups of articles on timing and time 
perception. A list of these sources is available in Table 1 
in Grondin (2001b). However, many relevant books and 
special journal issues have been published in recent years. 
For people who are interested in neuroscience, there is a 
special issue in Brain and Cognition (Meck, 2005) and an-
other in Cognitive Brain Research (Meck, 2004), whereas 
for researchers who are more interested in animal timing, 
there is a special issue in Learning and Motivation (Allan 
& Church, 2002) and another in Behavioural Processes 
(Crystal, 2007). The reader will also find special issues 
on timing and time perception in Acta Neurobiologiae Ex-
perimentalis (Szelag & Wittmann, 2004) and in recent is-
sues of Philosophical Transactions of the Royal Society B 
(Wittmann & van Wassenhove, 2009) and NeuroQuantol-
ogy (Tarlaci, 2009). In addition, there are books on differ-
ent aspects of psychological time, timing, or time percep-
tion (Glicksohn & Myslobodsky, 2006; Grondin, 2008b; 
Helfrich, 2003; Meck, 2003; and Strathman & Joireman, 
2005). I am not aware of all of the volumes available in 
foreign languages, but would like to draw attention to a 
book in Italian (Vicario, 2005).

Main Distinctions and Empirical Issues

Even after narrowing down the choice of research av-
enues to be reviewed in the present article, certain key 
distinctions must still be made in order to understand the 
literature on time perception within the context in which 
explicit judgments about the length of temporal intervals 
are required. In this section, I will present (1) the main 
dependent variables in time perception studies (mean and 
variability of time estimates), (2) the main paradigms (pro-
spective or retrospective), and (3) the main tasks or meth-
ods; also described are (4) the need to consider the range 
of duration under investigation, and the particular impact 
on time perception of (5) attention, and of (6) emotion.

Mean Estimates and Variability
It is important to bear in mind, when examining the lit-

erature on time perception, that studies often emphasize 
the analysis of one or two critical dependent variables. One 

of an event or activity, which is defined below as “retro-
spective timing.” Remembering a past event comprises 
two major processes. One is location based and consists of 
using contextual associations to judge how recent events 
are. The other process is distance based and involves es-
timating the amount of time that has elapsed between a 
past event and the present, or the relative recency of two 
past events. Another memory-related ability is known as 
prospective memory, or the ability to formulate plans and 
promises, to retain them, and to execute them in the future 
in the appropriate context, which may involve a time (e.g., 
5:00 p.m.) or a specific amount of time (e.g., 5 min) (for 
time-based issues on prospective memory, see Glicksohn 
& Myslobodsky, 2006; Labelle, Graf, Grondin, & Gagné-
Roy, 2009). Finally, the capacity to estimate the duration 
of a future task is another ability based on memory (Roy 
& Christenfeld, 2008; Roy, Christenfeld, & McKenzie, 
2005; Thomas, Handley, & Newstead, 2007).

Other portions of the timing literature emphasize features 
that are specific to each sensory modality. In audition, for 
instance, the capacity to detect an interruption (or gap) in a 
quasicontinuous signal is well documented (Phillips & Hall, 
2002). In addition, there is a specific literature on speech 
(Quené, 2007)1 and music processing (Large, 2008) that 
contains a wealth of information on temporal resolution. In 
the visual perception field, one of the research issues, time-
to-collision, refers to the study of the mechanisms involved 
in judging when an object will arrive at a given point (time-
to-arrival) or will pass a given point (time-to-passage) in 
space (Hecht & Savelsbergh, 2004). Indeed, regardless of 
modality, time and space interactions constitute a research 
domain unto themselves. The domain has been somewhat 
neglected, however, in the recent time perception literature. 
Although the influence of time between events influences 
spatial judgments (the tau effect; Henry, McAuley, & Za-
leha, 2009; Sarrazin, Giraudo, Pailhous, & Bootsma, 2004; 
Sarrazin, Giraudo, & Pittenger, 2007), it is well known that 
the distance between the sources marking time intervals 
influences the estimation of duration (the kappa effect) not 
only in the visual mode (see Roussel, Grondin, & Killeen, 
2009) but also in the auditory mode (Goldreich, 2007; Gron-
din & Plourde, 2007a; Henry & McAuley, 2009; B. Jones 
& Huang, 1982; for a review, see ten Hoopen, Miyauchi, & 
Nakajima, 2008). These space–time research avenues re-
flect, to some extent, a substantial amount of older literature 
on psychological time involving the long  Piagetian tradition 
of the ontogenesis of temporal regulation, wherein the criti-
cal issue is the interaction of time, distance, and speed.2

Readers who are more interested in psychopathologies 
will also find a large number of time-related articles in 
the neuropsychological or psychiatric literature (see, e.g., 
Grondin, Pouthas, Samson, & Roy, 2006). Distorted per-
ception of time or problems for processing time has been 
reported for people suffering, for instance, from schizo-
phrenia (Carroll, O’Donnell, Shekhar, & Hetrick, 2009; 
Davalos, Kisley, & Freedman, 2005; Davalos, Kisley, 
Polk, & Ross, 2003; Davalos, Kisley, & Ross, 2002, 2003; 
Elvevåg, Brown, McCormack, Vousden, & Goldberg, 
2004; Elvevåg et al., 2003; Lee et al., 2009), Parkinson’s 
disease (J. G. Smith, Harper, Gittings, & Abernethy, 2007; 
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investigation. Traditionally, authors distinguish four main 
methods (Bindra & Waksberg, 1956; Wallace & Rabin, 
1960; Zakay, 1993; see Grondin, 2008a). The method 
called verbal estimation entails the presentation of a tar-
get interval and the requirement that a participant provide 
a verbal estimation of its duration, using temporal units, 
such as seconds or minutes. In a second method, termed 
reproduction, an experimenter presents a target interval 
with a continuous sound or flash, for instance, and a par-
ticipant reproduces the length of the interval by some op-
eration. In a third method, referred to as production, the 
experimenter specifies a target interval in temporal units; 
then, a participant produces this interval. The production 
usually involves two finger “taps” marking the beginning 
and end of the interval, or pushing a button for a duration 
that is judged equivalent to the target interval.3

The fourth method, called the method of comparison, 
is similar to those used in traditional psychophysics. Ba-
sically, a participant has to judge the relative duration of 
intervals presented successively and to indicate, by press-
ing the appropriate button, whether the second interval 
was shorter or longer than the first. The intervals may be 
marked, for instance, by continuous sounds or by con-
tinuous flashes. A participant is most often placed in a 
two-alternative forced choice (2AFC) condition. In psy-
chophysics, when a standard interval is always presented 
first, followed by a comparison interval, the approach is 
known as the reminder method, and when the standard and 
comparison intervals vary from trial to trial, it is called the 
roving method (Macmillan & Creelman, 1991). Duration 
discrimination is much better with the reminder method 
than with the roving one; in other words, discrimination 
is better when the standard interval, which is kept con-
stant, is presented before a comparison interval, which 
is varied from trial to trial (Grondin & McAuley, 2009; 
Lapid, Ulrich, & Rammsayer, 2008; Ulrich, Nitschke, & 
Rammsayer, 2006). Note that presenting intervals suc-
cessively induces some bias in the perceived duration of 
intervals, as is the case when other sensory stimuli are 
under investigation. This effect is known as the time-order 
 error—an effect already identified by Fechner, the founder 
of psychophysics (for reviews, see H. Eisler, A. D. Eisler, 
& Hellström, 2008; Hellström, 1985).

There is a variant of the method of comparison, called 
the single-stimulus method. Instead of comparing directly 
two intervals that are presented consecutively, the partici-
pant makes a judgment after each interval presentation, 
and this judgment involves assigning the interval to one 
of two categories: short or long. There are some specific 
variations of this method in the animal timing literature 
that have been adapted for human experimentation. In a 
classical one known as the bisection method, the shortest 
and the longest intervals (anchors, or standards) of a series 
of intervals are first presented several times and are then 
followed by intervals, including the standards, that have to 
be categorized as being closer to one of the two anchored 
standards (Penney, Gibbon, & Meck, 2008). A classi-
cal psychometric function can be drawn from these data 
(Grondin, 2008a): The probability of responding “long” 
on the y-axis is plotted as a function of the interval value 

such variable is associated with the capacity to remain as 
close as possible to the target duration to be estimated. In 
other words, one quality of a timing system is to ensure 
that a perceived duration approximates the real duration 
of a stimulus. This dependent variable is emphasized 
when the purpose is to understand what causes distortions 
of perceived duration (Frassinetti, Magnani, & Oliveri, 
2009; Kanai & Watanabe, 2006; Nakajima et al., 2004; 
Ono & Kitazawa, 2010; Pariyadath & Eagleman, 2007; 
for reviews, see Eagleman, 2008, ten Hoopen et al., 2008; 
see also Guillot & Collet, 2005, for potential distortions 
when movement is mentally simulated). An example of 
distortion is called chronostasis—that is, the illusion that 
the second hand takes longer to move to its next position 
when someone makes voluntary saccadic eye movements 
while watching a silently ticking clock (Yarrow, Haggard, 
Heal, Brown, & Rothwell, 2001). The same type of illusion 
is observed as well in the auditory (Hodinott-Hill, Thilo, 
Cowey, & Walsh, 2002) and tactile (Yarrow & Rothwell, 
2003) modes. Deviation from real time is also a concern in 
minute range experiments that are dedicated, for instance, 
to the impact of playing video games on time perception 
(Rau, Shu-Yun, & Chin-Chow, 2006; Tobin, Bisson, & 
Grondin, 2010; Tobin & Grondin, 2009).

Even if a timing system provides a mean perceived dura-
tion that is close to target over a series of trials, the system 
may be poor. It might provide a correct mean response, but 
the variability of information is high, with estimates being 
sometimes much briefer or much longer than those in real 
time. In other words, in many studies, it is not the mean 
estimates of the system that are of interest, but its capacity 
to minimize variability over trials (see Grondin, 2001b).

General Paradigms:  
Prospective Versus Retrospective

In situations in which participants are asked to judge 
time explicitly, cognitive psychologists make a distinction 
between two paradigms: one in which participants are in-
formed before they perform the task that they are required 
to make a time-related judgment (prospective timing), and 
the other in which they receive no prior warning (retro-
spective timing) (see Brown & Stubbs, 1988; A. D. Eisler, 
H. Eisler, & Montgomery, 2004; Hicks, Miller, & Kins-
bourne, 1976; Predebon, 1996). The present review deals 
primarily with prospective timing.

Retrospective timing, for its part, is mainly associated 
with memory processes (Block & Zakay, 1997; Zakay & 
Block, 1997, 2004), but the structure of events is a critical 
determinant of remembered duration (Boltz, 1992, 1994, 
1995, 2005). Note that most studies within the prospec-
tive paradigm concentrate on the processing of very brief 
intervals (up to a few seconds), whereas most research 
in the retrospective domain is generally more concerned 
with much longer intervals (Bisson, Tobin, & Grondin, 
2009; Grondin & Plourde, 2007b).

Specific Investigation Methods
Many methods have been proposed for assessing mean 

estimates and variability, and the appropriateness of a 
method may well depend on the range of duration under 



564    GRONDIN

The field of time perception has been more concerned 
with intervals in the range of 100 msec to a few seconds; in-
tervals up to a minute or so are common in the animal tim-
ing literature. Intervals below a second in the human timing 
literature have received a great deal of emphasis, probably 
because they are related to fundamental adaptive behavior, 
such as speech processing, motor coordination, and music 
perception. The 0.1- to 1-sec range has received quite a bit 
of attention because it covers (1) the debatable notion of 
indifference interval (around 700 msec)4—that is, an inter-
val in which there would be no tendency to overestimate or 
underestimate durations (see H. Eisler et al., 2008); (2) the 
highest sensitivity for tempo discrimination, located some-
where in the range of 300 to 800 msec (Drake & Botte, 
1993), or maybe more specifically at 500 msec (Friberg & 
Sundberg, 1995) or 600 msec (Fraisse, 1957); and (3) the 
preferred tapping tempo (i.e., the spontaneous preferred 
rate in a tapping task), which is approximately 350 msec 
for children, 600 msec for young adults, and 700 msec for 
seniors (McAuley, Jones, Holub, Johnston, & Miller, 2006; 
see also Zelaznik, Spencer, & Doffin, 2000).

Many researchers in the field of time perception—
mainly those adopting a neuroscientific perspective (see 
below)—have emphasized a distinction between intervals 
above and below 1 sec (Penney & Vaitilingam, 2008). 
This distinction is based on differential pharmacological 
effects (Rammsayer, 2008) and on the fact that the pro-
cessing of smaller intervals is sensory based, or benefits 
from some automatic processing, whereas the processing 
of longer intervals requires the support of cognitive re-
sources (Hellström & Rammsayer, 2004; Lewis & Miall, 
2003b; Rammsayer & Lima, 1991; but see Rammsayer & 
Ulrich, 2005). This is somewhat reminiscent of Fraisse’s 
(1984) distinction between time perception and time es-
timation. This 1-sec transition period remains somewhat 
arbitrary.5 However, there is certainly some turning point 
on the time continuum in which an observer would ben-
efit from adopting a segmentation strategy. The aim of 
a segmentation strategy is to divide a given interval into 
smaller and usually equal portions. In duration discrimi-
nation, benefits can be expected from counting numbers 
explicitly when intervals are longer than 1.2 sec (Gron-
din, Meilleur-Wells, & Lachance, 1999). When examining 
the human timing literature, the reader should consider 
whether participants were asked to segment temporal in-
formation or to refrain from using any strategies such as 
foot tapping, imaging, repetitive movements, or counting 
seconds (Grondin & Killeen, 2009; Grondin, Ouellet, & 
Roussel, 2004; Hinton & Rao, 2004). Indeed, there are 
several reports that show that at certain points between 
1 and 2 sec, the Weber fraction6 is not constant; that is, 
it is higher at 1.5 and 2 sec than at 1 sec (Drake & Botte, 
1993; Grondin, 2001a; Lavoie & Grondin, 2004; Madi-
son, 2001). The fact that the Weber fraction does not re-
main constant for a larger range of durations could be ar-
gued to reflect short-term memory limitations (Gilden & 
Marusich, 2009; Grondin, 2001c).

Finally, readers who approach the time perception lit-
erature from a temporal continuum perspective will also 
encounter the concept of psychological present (or spe-

on the x-axis. In another procedure, referred to as tem-
poral generalization (Wearden, 1992; Wearden, Norton, 
Martin, & Montford-Bebb, 2007), the central interval (a 
standard at midpoint) is initially presented several times, 
and participants should indicate (yes or no) whether sub-
sequent intervals are of the same length as the standard.

Suppose that the interval to be compared is marked by 
two brief auditory signals (empty intervals) instead of by a 
continuous sound (a filled interval). In some conditions, a 
series of brief signals will mark several intervals. Partici-
pants might be assigned the task of detecting any aniso-
chrony in the series or whether the last interval of the se-
ries is shorter or longer than the previous intervals. In such 
experiments, there are instances in which the second of 
two intervals is perceived as being much shorter than the 
first one—an effect known as the time-shrinking illusion 
(Arao, Suetomi, & Nakajima, 2000; see ten Hoopen et al., 
2008). This illusion is observed when the first interval is 
brief ( 250 msec, with maximum illusion at 200 msec), 
and when the difference between the second and the first 
interval is more than 0 msec and less than 100 msec (with 
a maximum illusion at 80 msec). Participants might also 
be asked to compare the relative length of intervals in two 
consecutive series of intervals. In most studies using this 
method, intervals last between 250 msec and 1 sec. With 
this method, it has been shown that using multiple- instead 
of single-interval presentations improves discrimination 
(Drake & Botte, 1993), and that this improvement depends 
not only on the number of intervals in the first sequence 
(usually standard), but also on the number of intervals in 
the second (comparison intervals) sequence (McAuley & 
Miller, 2007; Miller & McAuley, 2005). Indeed, depending 
on the modality of stimuli marking sequences, it looks as 
if increasing the number of comparison intervals, regard-
less of whether they are presented first or second, is the 
key factor affecting discrimination (Grondin & McAuley, 
2009). Note that participants are very sensitive not only to 
the immediate intervals that are presented (local effect), 
but also to the series of intervals presented within a block 
of trials (M. R. Jones & Mc Auley, 2005; see Barnes & 
Jones, 2000, or McAuley & Jones, 2003, for the notion of 
expectancy profile). Figure 1 offers a schematic view of 
the methods reviewed previously.

Critical Times
Assessing the literature on time perception also inevi-

tably requires keeping in mind what range of duration is 
under investigation. The human organism comprises mul-
tiple levels of cyclic activities or sorts of temporal rates, 
extending from very large scales (e.g., menstrual cycles, 
circadian rhythm) to much shorter ones (e.g., the firing 
rate of cortical cells) (see Buonomano, 2007; Mauk & 
Buonomano, 2004; Wackermann, 2007). In fact, a human 
observer has the impression that physical time is a con-
tinuous flow that can be divided indefinitely into smaller 
units. But whatever physical time is (Buccheri et al., 
2003; Lobo, 2008), experimental psychologists have been 
tempted to identify a variety of phenomena on a temporal 
continuum that reflect fundamental transitions about the 
way the brain captures information.
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intervals (Glicksohn, 2001; P. U. Tse, Intriligator, Rivest, 
& Cavanagh, 2004). Essentially, the literature on prospec-
tive timing reveals that attending to the flow of time in-
creases perceived duration and, somewhat similarly, that 
being distracted from time results in the shortening of 
perceived time.

As we will see in another section, attention is a key 
concept in many models of time perception or estimation, 
including the more purely cognitive ones in which no ref-
erence is made to a central timekeeping device (Block, 
2003), and M. R. Jones and Boltz’s (1989) dynamic at-
tending approach, which is based on environmental cues. 
The pacemaker–counter models, which will be described 
later in the present review, also acknowledge the critical 
role of attention at different stages of the timing process 
(switch errors). In the few studies briefly described in the 
present article, attention is viewed as a causal agent of per-
ceived duration. The selected studies should reflect some 

cious present in James, 1890). This concept was defined 
by Fraisse (1978) as “the temporal extent of stimulations 
that can be perceived at one given time, without the in-
tervention of rehearsal during or after the stimulation” 
(p. 205), and it would range from 2 to 5 sec. Somewhat 
along the same lines, Pöppel (1997, 2004) argued, on the 
basis of converging evidence from different fields, that the 
neurocognitive machinery is based on a 3-sec temporal 
window that provides some sense of nowness.

Attention
The involvement of attention mechanisms is a funda-

mental issue in contemporary research on timing and time 
perception (Brown & Boltz, 2002; Buhusi & Meck, 2009; 
Burle & Casini, 2001; Hemmes, Brown, & Kladopoulos, 
2004). Although the variability of estimates is sometimes 
argued to depend on attention, the role of attention is most 
commonly used for explaining the perceived duration of 

Paradigm 

Retrospective
timing  

Prospective
timing  

Verbal estimate 

Interval
reproduction  

Verbal estimate 

Interval
reproduction  

Interval
production  

Interval
comparison  

Single stimulus 

Bisection 
Temporal

generalization  

Forced choice 

Single intervals Sequences of
intervals  

Figure 1. Schematic of the main methods used in the study of timing and time 
perception.
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involving, for instance, a series of partially overlapping 
visual displays marking intervals of different lengths that 
had to be timed for eventual reproduction. It has been 
shown that the variability and deviation from target in-
crease with the number of events to be timed (Brown, 
Stubbs, & West, 1992; Brown & West, 1990). In other 
words, increasing attentional demand has a direct influ-
ence on time reproduction.

Other evidence that allocating attention influences per-
ceived duration comes from studies in which an interrup-
tion in a signal to be timed is expected (Fortin et al., 2009). 
Note that “expecting” here should not be confused with 
the key concept of expectancy in M. R. Jones and Boltz’s 
(1989) dynamic attending approach, in which environ-
mental cues lead attentional energy toward specific points 
in time. In Fortin et al.’s (2009) study, the participant is an-
ticipating the occurrence of a break, and it is the location 
of the break (the moment of occurrence) that is manipu-
lated. So, if a participant has to reproduce the duration of 
a sound that is interrupted by a break, the location of the 
break will influence the length of the reproduced interval. 
More specifically, the longer the participant is expecting 
a break (i.e., the longer the sound in the prebreak por-
tion), the more attention will be allocated to the arrival 
of the break, which results in less attention to time and in 
shorter interval reproduction (see, e.g., Fortin, Bédard, & 
Champagne, 2005). Additionally, manipulating the period 
before presenting a brief time interval to be discriminated 
affects the perceived duration of the interval: Increasing 
the foreperiod increases the likelihood that the interval 
will be presented. This expectation prepares attention to 
time. Consequently, longer foreperiods result in longer 
perceived intervals (Grondin & Rammsayer, 2003).

Emotions
Although there is abundant literature on the effect of 

attention on time perception, there is a relatively new and 
rapidly flourishing avenue of research on the impact of 

versions of a fundamental perspective in the attention lit-
erature, that of limited processing capacity due to limited 
available resources. The reader is invited to consult Brown 
(2008) for an extensive review of the range of effects of at-
tention on time perception in relation to the most classical 
issues of the attention literature.

A central idea in research on time perception that is 
based on the notion that there is a limited pool of atten-
tional resources is that more attention to a nontemporal 
task reduces attention to time in dual-task conditions. It 
has been shown, for instance, that the presence of a con-
current task during a timing task decreases the accuracy of 
time estimations when compared with a single-task (tem-
poral) condition (Brown, 2006, 2008; Brown & Merchant, 
2007; Field & Groeger, 2004; Zakay, 1998); however, at-
tempts to determine the extent to which increasing the dif-
ficulty of the nontemporal task results in more interfer-
ence on timing show a less clear pattern of results (see 
Brown, 1997, 2008; see Figure 2). Nonetheless, according 
to Brown (2008), the interference caused by competing 
tasks on timing is “the most well-replicated finding in all 
the time perception literature” (p. 119).

Some of the evidence showing the critical role of 
attention in time perception comes from a strategy in 
which a participant is asked before each trial to share 
a specific proportion of attention between two separate 
tasks—a temporal and a nontemporal one—that is, to 
discriminate the length (temporal) and the intensity 
(nontemporal) of a sound or of a visual signal. This 
proportion is the independent variable—for instance, 
duration only, maximum duration/minimum intensity, 
half /half, maximum intensity/minimum duration, and 
intensity only (Casini & Macar, 1997; Grondin & Macar, 
1992; Macar, Grondin, & Casini, 1994). Focusing more 
attention on time results in fewer discrimination errors 
and longer perceived duration (Macar et al., 1994). The 
influence of attentional resources on time perception has 
also been demonstrated with multiple timing strategies 
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Figure 2. Results from Brown (1997) showing the effect of dual tasks on interval production (see note 3). The dependent variable on 
the y-axis is the coefficient of variation (the variability of productions to mean productions ratio), with the higher scores indicating 
more variability (lower performances). The target intervals to produce were either 2 or 5 sec. The results were obtained with a motor 
(tracking, left panel), a visual (search with distractor, middle panel), and a cognitive (mental arithmetic, right panel) nontemporal 
secondary task. From “Attentional Resources in Timing: Interference Effects in Concurrent Temporal and Nontemporal Working 
Memory Tasks,” by S. W. Brown, 1997, Perception & Psychophysics, 59, pp. 1124, 1127, and 1130. Copyright 1997 by the Psychonomic 
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poral information, depending on whether timing is seen as 
the output of a dedicated system.

No Central Clock
Many authors—usually those who are interested in 

human motor timing, animal learning, or human cogni-
tion—have argued that there is no need to refer to a clock 
for describing timing behaviors (Block, 1990; Hopson, 
2003; Zeiler, 1998, 1999). Indeed, myriad theoretical ex-
planations make no mention of a central mechanism that 
is dedicated to the processing of temporal information. 
For instance, researchers with a cognitive background 
have described time perception in terms of cognitive 
mechanisms, without referring to the idea that there is an 
internal clock (see Block, 2003; Block & Zakay, 2008). 
These researchers have provided explanations in terms 
of attentional or memory mechanisms and are often in-
terested in long intervals (Ornstein, 1969). In addition, in 
the specific field of human motor control, a distinction 
is made between event timing and emergent timing (see 
Zelaznik et al., 2008). Although the first suggests the need 
for an explicit representation of time, the latter does not. 
From a dynamical systems view, temporal regularities in 
movements emerge from the control of movement dynam-
ics. This distinction received support when it was shown 
that the timing variability in a tapping task is not linked to 
that observed in a continuous circle-drawing task (Rob-
ertson et al., 1999; see also Spencer & Zelaznik, 2003; 
Zelaznik et al., 2002). In brief, from an event-versus-
emergent-timing perspective, it is argued that a single-
timing process (or central clock) cannot account for the 
panoply of temporal regularities observed in the various 
motor-timing tasks.

A recent class of theoretical explanations about timing 
judgments could be referred to as intrinsic models (Ivry 
& Schlerf, 2008), or as being dependent specifically on 
a modality or a coordination-dependent system (Jantzen, 
Steinberg, & Kelso, 2005). A most representative example 
of this no-dedicated-system view is the one referred to 
as a state-dependent network (Buonomano, 2007; Kar-
markar & Buonomano, 2007). In this case, timing does 
not depend on a clock, but on time-dependent changes in 
the state of neural networks. Durations are represented as 
spatial patterns of activity, and judging duration means 
being able to recognize these patterns.

Recent findings in the field of visual perception have 
led to the development of a modality-specific perspective. 
When a flickering stimulus is presented in a specific re-
gion of visual space and leads to local adaptation, there is 
a reduction of the perceived duration of subsequent stimuli 
if they are presented in the same specific region, but not if 
they are presented in other regions of visual space (John-
ston, Arnold, & Nishida, 2006). Burr, Tozzi, and Morrone 
(2007) also reported that the timing of visual events is spa-
tially selective. Along the same lines, Morrone, Ross, and 
Burr (2005) showed that saccadic eye movements affect 
the perceived duration of visual events but not of audi-
tory events. This group of findings supports the idea that 
estimating the duration of visual signals could be embed-

emotion on time judgments—primarily, perceived dura-
tion. There is modest literature on the effect of emotion 
on retrospective judgments of intervals of a few minutes 
(Bisson et al., 2009; Glicksohn & Cohen, 2000; Hornik, 
1992; Kellaris & Kent, 1992). Closer to the focus of the 
present review are the recent findings with prospective 
paradigms and intervals in the range of seconds.

For instance, a bisection task involving intervals lasting 
0.4–1.6 sec showed that intervals are perceived as lon-
ger when angry faces are presented during the intervals 
as compared with when neutral faces are shown (Droit-
Volet, Brunot, & Niedenthal, 2004). This effect applies 
to perceived duration, but not to the level of variability. 
Droit-Volet et al. (2004) reported that the distortion ef-
fect also applies to the presentation of fearful, happy, and 
sad faces, but to lesser degrees (cited in Droit-Volet & 
Meck, 2007). Gil, Niedenthal, and Droit-Volet (2007) also 
reported, with a temporal bisection task (0.4 to 2.4 sec) 
involving children as participants, that presenting angry 
faces leads to longer perceived duration than does pre-
senting neutral faces (see also Effron, Niedenthal, Gil, & 
Droit-Volet, 2006). Finally, presenting faces representing 
older persons leads to shorter perceived duration than 
does presenting faces of younger persons (Chambon, Gil, 
Niedenthal, & Droit-Volet, 2005).

There are reasons to believe that the influence of affec-
tive valence (positive or negative) on time perception de-
pends on the level of arousal. Angrilli, Cherubini, Pavese, 
and Mantredini (1997) showed that, for intervals lasting 
2–6 sec, negative valence leads to longer perceived dura-
tion than does positive valence under high arousal condi-
tions; however, the reverse is observed under low arousal 
conditions. Indeed, it is possible that the arousal gener-
ated by emotion accelerates the mechanism (the internal 
clock—pacemaker—described below) that is responsible 
for judging time, which results in longer perceived dura-
tion (for a review, see Droit-Volet & Gil, 2009).

Summary
When studying the time perception literature, the reader 

is invited to keep in mind, for instance, whether an article 
is dealing mainly with perceived duration and the factors 
affecting it, with the variability of a series of estimates, 
with prospective or retrospective timing, or with a spe-
cific range of duration. Traditionally, the main methods 
of investigation are verbal estimates, interval production, 
interval reproduction, and interval comparison. The lat-
ter case includes the categorization of intervals as being 
short or long, or the discrimination of two or more suc-
cessive intervals. Finally, there is a huge amount of em-
pirical work on the role of attention in time perception, 
whereas research linking emotions and time perception 
is less abundant, despite recent advances, and concerned 
mainly with perceived duration.

Mechanisms and Models

Essentially, one can distinguish two ways of theoreti-
cally approaching the question of the processing of tem-



568    GRONDIN

the environment (take, for instance, music, speech, or even 
locomotion or interlimb coordination; see M. R. Jones, 
1976; M. R. Jones & Boltz, 1989). These regularities mark 
coherent beginnings and ends for several succeeding time 
spans. This temporal regularity makes forthcoming events 
predictable and sets (within an observer) an attending at-
titude, which M. R. Jones and Boltz called, within their dy-
namic attending theory (DAT), a future-oriented attending 
mode. With this view, the accuracy of temporal judgments 
depends on the temporal coherence of events and on the 
capacity to synchronize the internal rhythmicity of attend-
ing, or attunement, with the appropriate external level of 
rhythm that the environment offers.

M. R. Jones and Boltz’s (1989) DAT can be interpreted in 
terms of an oscillatory process made of two components: a 
nonlinear oscillator and an attentional energy pulse rhythm 
(for a formal description, see Large & Jones, 1999). The 
summation of these components provides an attentional 
rhythm. The period (the time span between the peaks of a 
given cycle) and phase (the difference between the onset of 
the stimulus and the peak of an attentional pulse) of this in-
ternal oscillator adapt according to the temporal structure 
of environmental stimuli (see also Barnes & Jones, 2000; 
Large, 2008; McAuley & Jones, 2003). The internal oscil-
lator changes gradually and adapts to allow the attentional 
rhythm to get closer to the stimuli onset.

In brief, the consequence of this oscillator adaptation 
to the context (i.e., to a series of isochronous stimuli) 
is the synchronization of attentional pulses and stimuli 
onsets and, eventually, of the narrowing of these pulses. 
This model is referred to as the entrainment model. En-
trainment underlines a key feature of the process: The os-
cillator continues to adapt, if the context permits, until 
the attentional peaks are well aligned with the expected 
stimulus onsets.

This entrainment model is an interesting case of the os-
cillator approach because it accounts for a large category 
of temporal phenomena—namely, those cases in which 
there are regularities available in the environment and a 
possibility to expect the moment of arrival of an event. 
However, there are other oscillator models that are not 
specifically concerned with expectations. For instance, 
the model proposed by Church and Broadbent (1990) em-
phasizes the role of an oscillator process, with specific 
combinations of periodic neural events for providing a 
representation of time. In this model, Church and Broad-
bent assumed the presence of multiple oscillators offering 
many periodicities covering very large time scales. The 11 
proposed oscillators have mean periods of 0.2 to 204.6 sec.

Another interpretation based on the oscillatory process 
was offered by Treisman, Faulkner, Naish, and Brogan 
(1990). They described the internal clock as a system made 
of two components linked in sequence. One of the compo-
nents is a temporal oscillator (TO), and the other, a calibra-
tion unit (CU). The role of the TO in this model remains 
that of a pacemaker. The TO emits pulses that are transmit-
ted to the CU, whose role is to control the pulse rate that 
multiplies the initial frequency by a calibration factor.

Pacemaker–counter models. In a dominant view 
in the field of time perception, temporal judgments 

ded within the visual modality. There would be spatially 
localized visual–neural mechanisms.

Such a modality-specific perspective provides a poten-
tial explanation as to why there are so many differences 
between sensory modalities when time intervals are to be 
discriminated or categorized (Grondin, 1993; Grondin, 
Roussel, Gamache, Roy, & Ouellet, 2005). Although it 
is known that auditory intervals are perceived as lon-
ger than visual signals of the same duration (Goldstone 
& Lhamon, 1974; Lhamon & Goldstone, 1974; Walker 
& Scott, 1981; Wearden, Edwards, Fakhri, & Percival, 
1998), it is also known that sensitivity to time is much 
higher (lower threshold, or less variability) when intervals 
are marked by auditory rather than by visual signals (for 
a review, see Grondin, 2003). Moreover, this superiority 
of the auditory over the visual mode for temporal process-
ing is also observed when sequences of sounds or flashes 
are used (Grondin & McAuley, 2009; see the Appendix). 
In particular, when empty intervals are marked by two 
brief sensory signals that are delivered from different sen-
sory modalities, sensitivity to time is much lower than it 
is when intervals are marked by signals from only one 
modality, either auditory or visual (Grondin & Rousseau, 
1991; Grondin et al., 2005). Finally, the modality-specific 
perspective would also account for the difficulty of trans-
ferring temporal learning from the auditory to the visual 
modality (Grondin, Bisson, Gagnon, Gamache, & Mat-
teau, 2009; Grondin, Gamache, Tobin, Bisson, & Hawke, 
2008; Lapid, Ulrich, & Rammsayer, 2009).

Central or Dedicated Device: The Internal Clock
A much longer tradition of thinking in the field of time 

perception involves the presence of a central mechanism 
that is responsible for estimating time. For the sake of sim-
plicity, this section on theoretical issues is organized ac-
cording to two main perspectives: the pacemaker–counter 
process versus the oscillator process. In the latter case, 
temporal control is usually reported to be based on a dy-
namic, nonlinear system (Large, 2008; Schöner, 2002), 
in contrast with the linear perspective of a pacemaker–
counter device that is most often embedded within an 
information-processing perspective (Ivry & Richardson, 
2002; Rosenbaum, 2002; Wing, 2002).

Note that there are other theoretical propositions, or 
types of timers, for explaining the ability to keep track of 
time. For instance, Staddon and Higa (1996, 1999) did not 
refer to any type of pacemaker or oscillator for explaining 
timing. Instead, they assumed that there was a cascade of 
interval timers, with specific amounts of memory-strength 
decay determining specific time periods. Wackermann and 
Ehm (2006) provided another example of a pacemaker- or 
oscillator-free model by positing that time is accumulated 
by inflow/outflow systems (known as the dual-klepsydra 
model). Such a model applies well to reproduction tasks 
(see also H. Eisler, 1975; H. Eisler et al., 2008).

Oscillators, expectation, and entrainment. Oscillator 
models could be especially useful with a given type of tem-
poral resolution—that is, when there are temporal intervals 
embedded in sequences of signals. Indeed, there are occur-
rences of physical regularities within the flow of events in 
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Figure 3). The second property, the variability (often ex-
pressed as one standard deviation, ) of time judgments, 
increases linearly with the mean representation of time 
(Lewis & Miall, 2009). Hence, if the proportion between 
variability and the mean is constant, it is said to be sca-
lar, which is essentially a form of Weber’s law (Killeen & 
Weiss, 1987). However, this property is more precise than 
in the case of the Weber law. For example, when psycho-
metric functions that are issued from a bisection proce-
dure are normalized by their mean, they superimpose (see 
Church, 2003; Wearden & Lejeune, 2008).

Pacemaker error. The reliability of the pacemaker—
that is, the properties of pulse emission—is often reported 
to be a main cause of timing error. The mode of pulse 
distribution is assumed to be either deterministic (regular 
interpulse intervals) or stochastic (random interpulse inter-
vals). For instance, in early time-perception models, Creel-
man (1962) proposed a counting model with a pacemaker 
emitting pulses according to a stochastic distribution mode 
(a Poisson process) with a fixed frequency, whereas Treis-
man’s (1963) model involved a deterministic pacemaker 
with a variable frequency that was related to arousal.

Counter error. As compared with the pacemaker case, a 
more limited number of models have emphasized the falli-
bility of the counter (Killeen & Fetterman, 1988), although 
Killeen and Taylor (2000) proposed a model involving a 
cascade of counter systems. If counting is hierarchical, as 
it is when decimal or binary systems are used, the mag-
nitude of the timing error increases disproportionately 
each time the next stage in the counter must be set. For 
decimal counters, for instance, this occurs at 10s, 100s, 
and so on. Dropped counts can become increasingly costly 
when larger numbers are counted. Consequently, the mean 
count registered should grow approximately as a power 
function of the target number: C  N , where   log(B)/

are assumed to be based on a single internal clock, de-
scribed as a pacemaker–counter device (Creelman, 1962; 
Rammsayer & Ulrich, 2001; Treisman, 1963). Such a 
pacemaker–counter device forms the basis of many theo-
retical propositions. This view can be summarized as fol-
lows. The pacemaker emits pulses that are accumulated in 
a counter, and the number of pulses counted determines 
the perceived length of an interval. The reason why one 
makes errors in judging time depends on several factors. 
Older studies have focused primarily on the properties of 
the pacemaker, but there are other sources of variance. 
Indeed, 35 years ago, Allan and Kristofferson (1974) 
pointed out in an article on time perception that

the input process is thought of as one which takes a 
measure of the temporal extent of a stimulus pattern, 
compares the measure either to an internal standard 
or to the memory of a measure of a standard stimu-
lus, and triggers a response, which may or may not be 
biased, depending on the outcome of the comparison 
process. (p. 26)

They underlined the critical role of the three levels of pro-
cesses emphasized in the information processing version 
of what is probably the most frequently cited contem-
porary model derived from the pacemaker-accumulator 
perspective: the scalar expectancy theory (SET; Gibbon, 
1977, 1991, 1992; Wearden, 2003). These levels are the 
clock (the input process), memory, and decision making 
(see Meck, 2003).

SET is characterized by two fundamental properties. 
The first, the mean representation of time for a series of 
temporal judgments, equals real time. In terms of classi-
cal psychophysics, the property conforms to psychophysi-
cal law when the relation is linear (exponent  1, but see 
H. Eisler, 1975, 1976, 2003; H. Eisler et al., 2008; see 
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2005, for intervals 1 sec; Penney et al., 2000, for inter-
vals lasting 3–6 sec), and that the influence of one interval 
type on the other lasts at least a few minutes (Gamache & 
Grondin, 2008). Moreover, some studies also employed 
simultaneous timing—that is, blocks of trials in which 
intervals from different duration ranges were used (inter-
vals around 250 msec [from 200 to 300 msec] and around 
750 msec [from 600 to 900 msec] in Grondin, 2005; see 
Figure 4). The results show that participants used differ-
ent memory representations for each duration range, with 
the possibility of some interference when the intervals are 
too close (Grondin, 2005; Klapproth, 2009; L. A. Jones & 
Wearden, 2004; Ogden, Wearden, & Jones, 2008).

Summary and a Comment
When approaching the time-perception literature, the 

reader will find different theoretical perspectives. Some re-
searchers will not adopt an internal-clock perspective, such 
as researchers who study motor control and who adopt a 
dynamical systems perspective, and visual perception re-
searchers, who claim that time perception is an emergent 
property within the visual modality. However, many time-
perception researchers do adopt an internal-clock perspec-
tive, based on either oscillatory processes (such as DAT) or 
on a pacemaker–counter device (such as SET).

DAT is better equipped than SET to address how people 
use event time structure in ordinary environments to attend 
to aspects of real-world events, such as speech, music, bird-
song, and so on, but it does not do well with single, isolated 
intervals—that is, when there is no basis for picking up in-
formation about a context rate or rhythm. DAT needs to 
tune into a whole sequence of trials. SET is designed to ad-
dress how people use/remember a discrete (standard) time 
interval in laboratory tasks in which participants must judge 
a single, isolated comparison time interval later on. With a 
rhythmic context sequence containing missing beats, for 
instance, prior to a to-be-judged time interval, SET breaks 
down, whereas the oscillator perspective of DAT does not 
(McAuley & Jones, 2003). Finally, unlike DAT, SET cannot 
predict whether people will be more accurate in identify-
ing nontemporal (e.g., tone pitch) properties of temporally 
expected items rather than of temporally unexpected items 
(M. R. Jones,  Johnston, & Puente, 2006).

A Neuroscientific Approach

In a perspective in which it is assumed that there is a 
specialized brain system for representing temporal in-
formation, one is justified in searching for the structures 
involved in this system. Indeed, the emergence of many 
new techniques has produced a large body of neuroscien-
tific studies of temporal processing over the past 15 years, 
which has resulted in increasing evidence that specific 
structures in the human brain play a role in the process-
ing of temporal information (Coull, Vidal, Nazarian, & 
Macar, 2004). Since it is not possible to provide a com-
plete review of the neuroscientific literature on timing and 
time perception, only the main brain structures and issues 
involved in explicit judgments of time will be reviewed in 
the present article.7

log(Bp), B being the base of the counter system used, and 
p the probability that the input will correctly increment 
each stage of the counter (Killeen & Taylor, 2000).

Switch and marking error. The switch is the part of 
the clock process that is directly associated with the 
mechanisms of attention (Meck, 1984). When the switch 
is closed, the pulses that are emitted by the pacemaker 
are accumulated in the counter. Indeed, it is the amount 
of attention paid to time that determines the accumula-
tion of pulses in the counter. In a dual-task manipulation 
of the type described earlier, where in some conditions 
participants may have to judge both the intensity and the 
duration of a signal (Macar et al., 1994) when full atten-
tion is dedicated to time, the switch is closed and the accu-
mulation is at its maximum. More attention leads to longer 
perceived duration and to fewer interval discrimination 
errors. Note that some authors also refer to the existence 
of a gate that determines the flow of pulses when attend-
ing to time, the switch being associated with attending to 
a duration-onset signal (see, e.g., Block & Zakay, 2008). 
Indeed, a part of the variance observed in a timing task 
is due to the variability caused by the latency, at both the 
onset and offset stages, between the physical and internal 
signals marking the interval to be judged. These marking 
errors would explain some of the sensory or structural ef-
fects on duration discrimination (Grondin, 1993, 2003; 
see also Bendixen, Grimm, & Schroger, 2006; Mitsudo 
et al., 2009; C.-Y. Tse & Penney, 2006). Moreover, some 
authors have even claimed that all of the variability in the 
timing process is caused by these latencies (Allan, Krist-
offerson, & Wiens, 1971).

Memory and decision processes. Even within the scope 
of a pacemaker–counter perspective, it is not possible to 
neglect the part of variance in a timing task belonging to 
memory and, to some extent, to decisional processes (Gib-
bon, Church, & Meck, 1984). In a bisection task, trans-
ferring into memory the accumulation of a given interval 
would involve a multiplicative storage constant, K*, whose 
variability is normally distributed (L. A. Jones & Wearden, 
2003). Variance in such a task may also be associated with 
the distribution in reference memory of each of the short 
(S) and the long (L) intervals to be learned (Penney, Gib-
bon, & Meck, 2000). In that case, judging a given interval 
would depend on the similarity between this interval and 
the central value of the distribution for S and L. Allan and 
Gerhardt (2001) have argued that S and L combine and 
form a single value (m); when the interval to be judged 
(a) exceeds that in memory, the interval is judged as being 
long. The decision-making rule that applies to this case 
remains debatable, but one possible candidate is the ratio 
rule (m a/m) (see, e.g., Church, 1997; Killeen, Fetter-
man, & Bizo, 1997; Wearden, 2004).

Some recent research on temporal memory was based 
on interval categorization (temporal generalization or bi-
section tasks), in which a series of intervals was assigned 
to one of two categories: short or long. In some conditions, 
there were blocks of trials in which intervals were marked 
by either auditory or visual signals. This research shows 
that intervals marked by different sensory modalities use 
a common memory representation (see, e.g., Grondin, 
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bedded within a more general hypothesis, or framework, 
in which it is argued that performance in time perception 
and time production tasks should be correlated. And there 
is evidence that they are (Ivry & Hazeltine, 1995; Keele, 
Pokorny, Corcos, & Ivry, 1985; McAuley et al., 2006). 
Therefore, if the perception and production of timing re-
flect a common process, they should be controlled by the 
same brain regions. Keele and Ivry (1991) and Ivry, Keele, 
and Diener (1988), who worked with humans, showed that 
lateral cerebellar lesions increase the variability of intervals 
produced with a series of taps. Although cerebellar patients 
had more difficulty than did control participants in dis-
criminating brief intervals marked with sounds, these two 
groups were equally efficient in discriminating the intensity 
of sounds (Ivry & Keele, 1989). Therefore, the deficit ob-
served for processing time is not due to a general auditory 
processing incapacity. Indeed, the cerebellum is argued to 
be involved in a variety of tasks, such as eyeblink condi-
tioning and speech perception and production, in which 
the timing of brief intervals is a central component. The 
involvement of the cerebellum in the temporal component 
of tasks in movement production also depends on the nature 
of the task. Its role is critical in discontinuous movements—
that is, if there is a need for an explicit representation of the 
temporal goal. This is not the case, however, in continuous, 
rhythmic movements (Spencer, Zelaznik, Diedrichsen, & 
Ivry, 2003; see also Zelaznik et al., 2008).

For a more comprehensive review of time-perception 
data obtained with imaging techniques, the reader is in-
vited to consult Penney and Vaitilingam (2008), who pro-
vided a series of precise summary tables (see also Macar 
et al., 2002). Those who are most interested in EEG 
should read Macar and Vidal (2009). Readers will also 
find a good summary of results on the neural correlates 
of time perception in Rubia (2006), which includes imag-
ing data associated with time management, as well as a 
nice review of brain-based models of timing in Buhusi 
and Meck (2005).

In the present brief review,  the roles of the cerebellum, 
of different cortical areas, and of subcortical structures 
(basal ganglia) will be summarized. Evidence is drawn 
mainly from EEG, fMRI, and repeated transcranial mag-
netic stimulation (rTMS). Although fMRI is known for 
providing excellent spatial resolution, EEG is a particu-
larly fine tool for investigating the mechanisms involved 
in time perception, since its temporal resolution is supe-
rior to that of fMRI.

Cerebellum
More than 40 years ago, the idea of the involvement of 

the cerebellum in the biological bases of temporal process-
ing was already a serious hypothesis (Braitenberg, 1967), 
but it is mostly in the past 20 years that the potential role 
of the cerebellum has been emphasized. This work is em-
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Figure 4. Schematic of the information-processing version of the scalar expectancy theory adapted to a 
simultaneous timing condition. At the perceptual level, or clock level, there is a pacemaker– accumulator 
(or counter) device, with a switch component between the two. The diagonal arrows indicate that, once a 
level of accumulation is reached, it is with another internal representation in reference memory (RM) that 
the interval for a given trial will be compared. The accumulation level that has to be reached may vary from 
trial to trial (gray zones in the accumulator). The bidirectional arrow between RM components indicates 
that the internal representations may exert mutual influence. D1, D2, Distribution 1 or 2, associated with a 
given level of accumulation of pulses. From “Overloading Temporal Memory,” by S. Grondin, 2005, Journal 
of Experimental Psychology: Human Perception and Performance, 31, p. 876. Copyright 2005 by the Ameri-
can Psychological Association. Reprinted with permission.
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length of a comparison interval with a prememorized 700-
msec standard interval presented several times (before 
comparison trials began). They observed that potential 
changes (CNVs) were clearly linked with the duration to 
be judged: Electrical activity returned to its normal level 
earlier when the comparison interval was shorter rather 
than when the comparison interval was longer (see also 
Pfeuty, Ragot, & Pouthas, 2008). Macar, Vidal, and Casini 
(1999) reported quite similar results with a standard in-
terval lasting 2.5 sec. Although the interval to be judged 
always lasted 2.5 sec, the CNV amplitude was larger when 
the interval was judged as being longer (see Figure 5). 
This finding is compatible with the idea that the CNV 
amplitude reflects the accumulation of time information, 
probably pulses if one refers to the pacemaker–counter 
device described earlier, with more counted pulses result-
ing in larger CNV amplitude. In brief, additional findings 
based on CNV indicate that frontal regions play a critical 
role in the accumulation of temporal information (Pfeuty, 
Ragot, & Pouthas, 2003b), during the building of an inter-
val memory trace (Pfeuty, Ragot, & Pouthas, 2003a), and 
during the retention of temporal information (Monfort & 
Pouthas, 2003; see also Macar & Vidal, 2004, 2009).

The involvement of the SMA in timing tasks has been 
documented mainly in the past 10 years. For instance, its 
role was identified for the timing of intervals briefer than 
1 sec (Ferrandez et al., 2003; Tregellas et al., 2006), as well 
as for the timing of intervals longer than 1 sec (Jahanshahi, 
Jones, Dirnberger, & Frith, 2006; Kudo et al., 2004; Rao, 
Mayer, & Harrington, 2001; A. Smith, Taylor, Lidzba, & 
Rubia, 2003; see Penney & Vaitilingam, 2008). The SMA 
is activated (fMRI) either during a timing task or when 
an explicit counting task (“one thousand one . . . , one 
thousand two . . .”—i.e., a counting rate of approximately 
one count per second) is performed (Hinton, Harrington, 
Binder, Durgerian, & Rao, 2004). The SMA is argued to 
be part of a striato-cortical pathway (Macar, Anton, Bon-
net, & Vidal, 2004; Macar, Coull, & Vidal, 2006).

In addition, mounting evidence has emerged recently, 
from the use of TMS, that the parietal cortex is involved in 
the processing of temporal intervals (Alexander, Cowey, 
& Walsh, 2005). More specifically, rTMS studies have 
shown that the right posterior parietal cortex has a critical 
role for timing intervals ( 1 sec) marked by either audi-
tory or visual signals (Bueti, Bahrami, & Walsh, 2008), 
and for timing longer intervals (Koch, Oliveri, Torriero, 
& Caltagirone, 2003). In addition, using fMRI has re-
vealed that the parietal cortex, which acts as an interface 
between sensory and motor processes, is involved in trans-
lating temporal information into action (Bueti, Walsh, 
et al., 2008). Finally, evidence for the role of the parietal 
cortex—the right hemisphere—in the estimation of long 
intervals was also obtained with patients with unilateral 
neglect (Danckert et al., 2007), whereas N’Diaye, Ragot, 
Garnero, and Pouthas (2004) reported that there is a po-
tential contribution for both frontal and parietal cortices.

Basal Ganglia and Processes
There are several subcortical cerebral structures that 

are reported to be involved in the processing of tempo-

Whether the cerebellum is involved exclusively in the 
timing of brief intervals or covers a wide duration range 
is an open question. The cerebellar hypothesis for very 
brief intervals has been disputed by some authors (Har-
rington, Lee, Boyd, Rapcsak, & Knight, 2004). For in-
stance, Nichelli, Always, and Grafman (1996) argued that 
cerebellar degeneration leads to temporal impairment in a 
bisection task when intervals to be judged are in the range 
of a few seconds, but not when they are in the quarter-
 second range. Additionally, Tracy, Faro, Mohamed, 
Pinsk, and Pinus (2000) showed, with neural imaging 
studies involving duration production, that the cerebel-
lum provides codes for the processing of intervals lasting 
12–24 sec. However, other studies based on neuroimaging 
have shown greater activation of the cerebellum for the 
discrimination of 600-msec rather than of 3-sec intervals 
(Lewis & Miall, 2003a). The cerebellum has also been 
reported to play a role in both production and discrimina-
tion timing tasks in cases in which intervals briefer than 
1.2 sec were investigated (Bueti, Walsh, Frith, & Rees, 
2008). Somewhat along the same lines, Lee et al. (2007), 
using rTMS and a bisection task, reported that the timing 
of 400- to 800-msec intervals was affected by the inhibit-
ing effect of the stimulation, but that the timing of inter-
vals above 1 sec was not. Koch et al. (2007) also reported 
rTMS data that were consistent with the hypothesis that 
the cerebellum is essential in the reproduction of brief in-
tervals (400–600 msec).8

In brief, many studies on the explicit timing of brief 
intervals have demonstrated the role of the cerebellum. 
However, some other experiments have shown that the role 
of the cerebellum might not be restricted to brief intervals 
(Tracy et al., 2000), or have even called into question the 
involvement of the cerebellum in the processing of brief 
intervals (Nichelli et al., 1996).

Cerebral Cortices
There are several areas of the cerebral cortex that are 

reported to be active when temporal intervals are pro-
cessed. In particular, the frontal and parietal cortices and 
the supplementary motor area (SMA) are said to have a 
critical role in timing.

Many recent imaging studies have revealed the involve-
ment of the frontal cortex, particularly the dorsolateral 
prefrontal cortex, in the processing of brief ( 1 sec) in-
tervals (Pouthas et al., 2005; Tregellas, Davalos, & Rojas, 
2006), and in the right hemispheric prefrontal cortex 
with sub- and suprasecond intervals (Koch, Oliveri, Car-
lesimo, & Caltagirone, 2002; Lewis & Miall, 2006; see 
also Live sey, Wall, & Smith, 2007; for a review, see Pen-
ney & Vaitilingam, 2008). This evidence confirms what 
electrophysiological investigations have already indicated 
regarding the role of the frontal lobe in the coding of 
temporal information (see Macar & Vidal, 2009). For in-
stance, Pouthas, Garnero, Ferrandez, and Renault (2000) 
used contingent negative variations (CNVs), which are an 
index of slow potential changes (with negative polarity) 
when a participant is expecting an event, as a dependent 
variable, in addition to behavioral measures and a tem-
poral generalization task, which involved comparing the 
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in their activity, begin firing simultaneously for a moment, 
creating a specific pattern of neural activity. When the 
timekeeping activity must stop after a specific time inter-
val, the substantia nigra sends a message to the striatum. 
The pattern of activation at that moment is then recorded 
via a burst of dopamine and serves to identify a specific 
interval length (for a review of the critical role of dopa-
mine on timing, see Rammsayer, 2008).

Summary
Variations of timing tasks and duration ranges are partly 

responsible for the difficulty of drawing a clearer and 
more definitive picture of the brain structures involved in 
the processing of temporal information. Nevertheless, evi-
dence from different types of neuroscientific methods of 
investigation indicates that the cerebellum has a computa-
tional role in different timing tasks. Furthermore, the pre-
frontal and parietal cortices, as well as the supplementary 
motor area, are among the main cortical regions involved 
in timing and time perception. Finally, the basal ganglia 
are probably the main subcortical cerebral structures in-
volved in the processing of temporal information.

Conclusion

Psychological time is a very elusive object of study. We 
all feel that we have a time sense, but this is certainly not 
a sense like the others. In daily life, people never or rarely 
talk about vision or audition in terms of lux, candelas, 

ral information. Research using fMRI has demonstrated 
the involvement of the basal ganglia in the early stages 
of the timing process—that is, in the encoding of time 
intervals (Rao et al., 2001; for a review, see Harrington 
& Haaland, 1999). It is mainly the caudate and putamen 
that are shown to be activated by timing tasks. For the 
processing of subsecond tasks, it is the right part of the 
caudate nucleus (Jueptner et al., 1995; Pouthas et al., 
2005) or both this structure and the putamen (Belin et al., 
2002; Ferrandez et al., 2003; Tragellas et al., 2006) that 
are reported to be involved. For the processing of longer 
intervals ( 1 sec), the caudate nucleus (Pouthas et al., 
2005), the putamen (Jahanshahi et al., 2006; Livesey 
et al., 2007; Nenadic et al., 2003), or both (Harrington 
et al., 2004; Hinton & Meck, 2004; Nenadic et al., 2003; 
Rao et al., 2001; Volz et al., 2001) are shown to be active 
in the timing process.

In the dedicated system perspective (clock process de-
scribed previously), the timing could be attributed to a 
distribution of neural activity in the brain. One important 
model of this sort is the one involving a cortico-striatal 
or, more specifically, a frontal-striatal, circuitry (Meck & 
Benson, 2002; see Matell & Meck, 2004; Matell, Meck, 
& Nicolelis, 2003). The striatum,9 which receives millions 
of impulses from the cortical cells, plays a critical com-
putational role. The hypothesis is that striatal cells receive 
inputs from cortical neurons when a “start-timing”10 sig-
nal is given. These cells, which have firing rates from 10 
to 40 cycles per second and are not normally synchronized 
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Figure 5. Contingent negative variations obtained over the median frontocentral area 
(FCz) during the production of a 2.5-sec target interval. L indicates when a participant’s 
performance is “too long,” C when it is “correct,” and S when it is “too short.” Backward 
recording time locked to the motor response (R2), which terminates the interval. Laplacian 
estimates, with amplitude (negative up) on ordinate, and time on abscissa. From “Event-
Related Potentials As Indices of Time Processing: A Review,” by F. Macar & F. Vidal, 2004, 
Journal of Psychophysiology, 18, p. 95. Copyright 2004 by the Federation of the European 
Psychophysiology Society. Reprinted with permission.
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Although experimental psychologists have rapidly es-
tablished a rich history of research on this elusive research 
topic (Fraisse, 1956, 1957; Roeckelein, 2000, 2008), time 
perception research has only really blossomed, if not to 
say exploded, over the past 25 years (see Grondin, 2008b). 
Much effort has been dedicated to comprehending the im-
pact of the structure of events marking time, and of at-
tention and most recently emotion on time perception. In 
addition, the past 25 years have seen a multiplication of 
theoretical propositions, including those embedded within 
a neuroscience perspective, to account for the ability to 
process temporal information.

Despite the explosion of research on time perception, 
there are still critical questions that need to be elucidated. 
From a strictly behavioral standpoint, we must still try to 
understand just how reasonable it is to believe that some 
timing mechanism applies to a large duration range when 
we know that there are inconstancies in the Weber fraction 
for time (Grondin, 2001b) and that humans opt to segment 
intervals when they are asked to keep track of long time in-
tervals. We also know that the general environmental con-
text, through regularity, proximity, or similarity of events, 
imposes a particular way of understanding time and deter-
mines the efficiency of timing performances (M. R. Jones, 
1976; M. R. Jones & Boltz, 1989). This tends to indicate 
that inner and outer factors determine psychological time, 
and that the relative importance of these factors may vary 
with the duration range apprehended.

There could be a multiplicity of timing mechanisms, 
but one fundamental principle in science is simplicity; 
viewing the capacity to estimate time in terms of a central, 
unique, timekeeping device conforms to this principle. 
This single-clock hypothesis is most often described as 
a pacemaker–counter device. Its SET version (see Meck, 
2003) is very useful for approaching the neuroscientific 
literature in which some cerebral areas (frontal and pa-
rietal cortices and the SMA) and subcortical structures 
(mainly the basal ganglia) are argued to play critical 
roles. However, the usefulness of SET should not detract 
from alternative approaches. One such approach, DAT, 
emphasizes the important contribution of the structure of 
the environment (M. R. Jones & Boltz, 1989) and claims 
that, ultimately, it is the attunement between this physical 
reality and internal rhythm states (internal oscillator pro-
cesses) that determines success in a task involving a criti-
cal temporal component (Large & Jones, 1999). Finally, it 
cannot be excluded that responsibility for timekeeping is 
distributed in the brain via some pattern of activity across 
a neural network and includes specific contributions of 
neural activity within sensory modalities.
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NOTES

1. A large body of work on speech and language impairment, as well 
as on reading impairment, relates temporal processing to time order 
judgments—that is, the ability to report, when presented with two sen-
sory signals, which one occurred first (Boets, Wouters, van Wieringen, 
& Ghesquière, 2006; Edwards et al., 2004; Grondin et al., 2007; Tallal, 
2003, 2004). Indeed, the field of temporal order judgment (TOJ) and 
the impression of successiveness has a long history and is not restricted 
to speech and language research. In a classic 1961 article, Hirsh and 
Sherrick adopted a multimodal approach for estimating temporal order 
thresholds (the minimum time interval required to perceive the order 
correctly). Describing the various contexts used to study TOJ and their 
impact on threshold estimates is a very complex task that is far beyond 
the scope of this review. Finally, note that, nowadays, some researchers 
who are interested in attention and multisensory processing also use a 
TOJ task.

(Continued on next page)
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APPENDIX

The value of the Weber fraction for time varies with the conditions of an experiment. In the following ex-
ample, which is based on the comparison method, the standard duration (St) was always 500 msec, and the 
eight comparison intervals (Co) varied from 395 to 605 msec (Grondin & McAuley, 2009). Three fundamental 
aspects varied in this study: the number of intervals presented (one or four) in the first or second sequence (see 
Figure A1), the sensory modality (auditory [A] or visual [V]) of the signals marking the intervals, and the order 
of presentation of St and Co. Each sensory signal lasted 20 msec, and the interstimulus interval lasted 1 sec.

Table A1 
Mean Weber Fraction for Each Experimental Condition in  

Grondin and McAuley (2009)

Number of Intervals Sensory Modalities Weber Fraction (%)

Sequence 1  Sequence 2  Sequence 1  Sequence 2  St–Co  Co–St

1 1 A A  6.79  9.67
4 1 A A  5.95  9.86
1 4 A A  5.34  8.37
4 4 A A  4.11  6.72
1 1 V V 13.23 27.90
4 1 V V 14.25 23.13
1 4 V V 10.00 26.99
4 4 V V  7.05 15.67
1 1 A V 11.54 16.60
4 1 A V 11.73  9.69
1 4 A V  8.29 13.27
4 4 A V  7.91  9.42
1 1 V A 12.10 16.27
4 1 V A 10.04 11.60
1 4 V A  8.65 13.98
4  4  V  A   7.38   9.95

Note—St, standard duration; Co, comparison interval.

Sequence 1 Sequence 2

ISI

ISI

ISI

ISI

Figure A1. Schematic of the method in Grondin and McAuley (2009), in which there were two or five 
tones in Sequence 1 and Sequence 2, marking either one or four intervals. ISI, interstimulus interval.

The results in each condition are reported in Table A1.

Note that the Weber fractions are generally reported to be higher for very brief durations. For instance, in an 
interval discrimination study in which participants are asked to detect anisochrony (the deviation of a tone) in 
sequences of tones, the Weber fractions are about 6%–8%, 11%–12%, and 20%, respectively, for standard inter-
vals (interonset intervals) equal to 200, 100, and 50 msec (Hirsh, Monahan, Grant, & Singh, 1990).
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revision accepted for publication November 8, 2009.)


