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Timing Speculation With Optimal In Situ

Monitoring Placement and Within-Cycle

Error Prevention
Hadi Ahmadi Balef , Hamed Fatemi, Kees Goossens , and José Pineda de Gyvez, Fellow, IEEE

Abstract— In this paper, a timing speculation technique with
low-overhead in situ delay monitors placed along critical paths
is presented. The proposed insertion of monitors enables timing
error prevention within the same clock cycle. Compared to other
techniques, the design cost per monitor in our technique is low
because no additional gates for the guard banding, inspection
window generation, and short path extension are required.
We benchmarked our approach on an ARM Cortex M0. The
insertion strategy reduces the number of monitors by up to ∼23×,
power by ∼5.5×, and area by ∼2.8× compared to the traditional
in situ monitoring techniques that insert monitors at the flip-
flops. The timing error correction uses a global clock stretching
unit to prevent errors within one cycle. With the proposed error
prevention technique, ∼22% more delay variation is tolerated
with a negligible energy overhead of less than ∼1%.

Index Terms— in situ delay monitoring, timing error, timing
speculation (TS), variation resilience.

I. INTRODUCTION

THE CMOS technology scaling has been the driving

force of the semiconductor industry for decades. In the

nanoscale era, however, the increased effects of variability on

design robustness can nullify the benefits of the technology

scaling. A variety of physical phenomena, such as aging effects

(e.g., hot carrier injection and bias temperature instability),

voltage droops, and process variations, are the sources of

variability. Variability effects on electrical parameters of a

circuit are manifested as delay variation. Delay variation may

cause erroneous capturing of data at the flip-flops, i.e., a timing

error happens. If the timing error is not masked properly,

a timing failure occurs in the system.

Traditionally, integrated circuits are over-designed to

improve their robustness by designing at the worst-case cor-
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ners. Fortunately, the cost of the worst-case design can be

reduced by employing timing speculation (TS) techniques.

TS techniques are based on chip health monitoring and mask-

ing of timing errors at runtime. Chip health monitoring is

based on physical sensors [1], replica paths [2], or in situ delay

monitors [3]–[6]. In contrast to other monitoring techniques,

in situ monitoring allows for a truly in-system monitoring. The

main challenges of in situ monitoring TS techniques are the

prohibitive design overhead, limited observability to variation

effects, design intrusion, and complexity and overhead of the

error masking mechanism.

In this paper, we propose a new in situ monitoring technique

with a low number of monitors and improved observability to

delay degradation. The following are our contributions.

1) An in situ monitoring strategy is proposed, in which the

monitors are inserted at intermediate points along timing

paths. With the proposed technique, the design overhead

due to the guard banding against variations, inspection

window generation, and short path extension is removed.

Thereby, power and area overhead of in situ monitoring

are low, compared to the state of the art (see [4] and [7]).

2) A method to identify a selective set of insertion points

is introduced that instead of relying on a list of all

critical timing paths (which requires path-based timing

analysis), it relies on the block-based timing analysis,

suitable for large circuits. The proposed method is

∼2.8× faster for small circuits with ∼100 gates, and

it is orders of magnitude faster for large circuits (more

than ∼1000 gates).

3) An error prevention technique based on stretching the

clock pulse globally within a cycle is introduced. This

clock stretching depends on the outputs of the in situ

monitors. This approach yields ∼25% more delay vari-

ation tolerance with negligible energy overhead com-

pared to the state-of-the-art error masking techniques

(see [4] and [8]).

A prior version of this paper was published in [9], where

the design and insertion flows of within-path in situ delay

monitors were introduced. This paper extends [9] in several

ways. The design of the monitor and its insertion algorithm

are improved to lower the power per monitor and to find the

insertion points more effectively. Recall and precision metrics

from binary classification are employed to show the tradeoffs

of insertion point choices against speed constraints. A new

clock stretching unit is presented that allows the timing error
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Fig. 1. Insertion points of monitors along the timing paths of digital circuits
for different in situ delay monitoring techniques.

prevention within a cycle by delaying the capturing edge of

the clock based on the collected monitoring data with an OR

tree. Furthermore, the experiments are expanded to assess the

proposed technique more extensively.

In what follows, first, an overview of the state of the art

is done in Section II. Then, the proposed TS technique is

explained in Section III. The new method to insert the monitors

is explained in Section IV. The selection of insertion points is

discussed in Section V. In Section VI, the experimental results

of applying the proposed ideas to some benchmark circuits

and an industrial design are provided and discussed. Finally,

Section VII provides the conclusion.

II. PRELIMINARIES AND RELATED WORKS

In synchronous digital circuits, data propagate from primary

inputs or sequential elements, through combinational logic,

to another or the same sequential gate or the primary outputs

of the circuit. Assuming that the sequential logic gates are

positive edge-triggered flip-flops, the timing path starts from

the clock pin of the launching flip-flop, continues through

the timing arcs of some logic gates, and ends into the data

pin of a capturing flip-flop. The path delay is the sum of

the propagation delay of each timing arc in the path. Within

one clock period, the maximum data arrival time to a circuit

node is the maximum delay from the clock pin of a launching

flip-flop to the node. The maximum delay of all the timing

paths that end into a capture flip-flop is, therefore, equal to the

maximum data arrival time to the data input pin of the flip-flop.

Note that the maximum delay of each timing path should not

be more than one clock period tclock. Otherwise, erroneous

data may be captured, i.e., a timing error may happen. The

timing analysis is performed to find the propagation delay

of the paths and to make sure that a timing violation does

not happen. Basically, the delay of all the paths could be

calculated in a path-based timing analysis. Alternatively, in a

block-based timing analysis, the maximum data arrival time is

calculated from summation and maximum operations to find

the maximum delay of all paths ending in each flip-flop. The

block-based timing analysis is a practical method because its

runtime is much less than the path-based approach.

In Fig. 1, an example of a timing path and the possible

insertion points of the in situ monitors are illustrated. The tim-

ing path, starts from the launching flip-flop, goes through the

combinational logic gates G1–G6, and ends into the capturing

flip-flop. Conventionally, in situ delay monitors are inserted at

the endpoint of the timing paths [4] (see M1). Hence, a timing

error is detected by sensing if the data arrival is too late, i.e., a

setup time violation occurs at the capture flip-flop. To avoid

flip-flop metastability and to avoid the complexity and over-

head of error correction [8], the guard banding is applied

between the detection at the monitors and the actual timing

error in the main flip-flops. The guard banding is performed

by adding a delay margin between the insertion point and the

input of the monitor (see DE before M2). In fact, DE makes

the slack of M2 to be less than the one of the capturing flip-flop

which means that there is a guard band between the monitor

triggering and the timing failure in the main design. Note that

inserting the monitors at every flip-flop adds a huge design

cost due to the large number of added monitors. Observe

as well that the detection of timing degradation depends on

the excitation of the monitored paths, i.e., the paths which

end into the monitors. The monitored paths are not always

excited since path excitation is data dependent. Therefore,

in situ monitoring may have limited observability to variability

effects. In [7], the monitors are inserted at intermediate points

to reduce the number of monitors. In [7], the unmonitored

part of the paths is accounted for by adding a pessimistic

delay margin between the insertion point and the input of the

monitor (see G60 in Fig. 1). Note that the guard band is still

applied by adding another delay margin before the monitor

(see DE before M3 in Fig. 1). This adds to the cost of each

inserted monitor. To reduce the design overhead per monitor,

the monitor is, therefore, preferably inserted almost at the

end of the paths to reduce the additional gates per monitors.

An inspection window is also required in such methods to

define the time in which any transition should be flagged as

timing error. However, this adds to the design cost per monitor.

Besides, inserting the monitors almost at the end of the path

reduces the chance to prevent the error within one cycle and

adds to the number of required monitors. For a proper guard

banding, the insertion point of the monitor can be selected

such that the slack of the monitor is made less than the slack

of the main design without additional gates (see M4 in Fig. 1).

In [10] and [11], the temporal middle point of the critical

path is monitored to check if a delay increase to the insertion

point causes a transition after half of the clock period. Observe

that in the presence of variability effects, the critical path

ranking may change. Therefore, the critical timing paths are

those paths whose delay is longer than a specific value smaller

than the clock period. Note that the insertion points must be

identified based on the timing report of all paths. To obtain

a list with all critical paths, a path-based timing analysis is

required which is not feasible for medium-to-large size circuits

due to the complexity of the analysis [12]. Furthermore, in

[10] and [11], no delay margin is added for the guard banding

because it is assumed that the delay of monitored and unmoni-

tored parts of the paths degrade in a similar fashion. To prevent

errors, the output of the monitor should be connected to the

capture flip-flop to enable time borrowing. The error preven-

tion is thereby performed by local clock stretching at each

endpoint. Therefore, all capturing flip-flops must be redesigned

to have a clock stretching circuitry inside. Besides, stretching

the clock period locally at each flip-flop may cause hold time
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violations. This adds to the hold time margin of all flip-flops

with clock stretching capability. Furthermore, clock stretching

may accumulate along consequent pipeline stages depending

upon the consequent time borrowings, which eventually may

cause a setup time violation at one of the flip-flops. Therefore,

a local error prevention strategy may cause timing problems

due to both setup and hold time violations in the next pipeline

stage from skewing the clock between flip-flops. Londono and

Pineda [6] propose a TS technique with within-cycle global

clock stretching, in which the occurrence of a timing error

is predicted with a transition detector along the timing path.

The insertion point of the monitor is selected such that the

clock manipulation is performed before the end of the clock

cycle. However, the in situ monitoring technique in [6] does

not take into account the variability of the unmonitored part

of the path. Furthermore, it requires to generate an inspection

window which adds to the overhead of the approach. The

use of a global clock stretching in combination with in situ

monitoring has been considered in other works too (see [13]).

Nevertheless, the clock stretching unit in those works is phase-

locked loop-based and normally takes more than one clock

cycle to take effect (see [14]). Recently, an all-digital clock

stretching unit has been proposed in [15] which is based on

a delay line to provide different clock phases. We propose a

new clock stretching unit that is more power and area efficient

compared to the circuit proposed in [15] due to its efficient

microarchitectural implementation.

III. PROPOSED TIMING SPECULATION SYSTEM

The proposed TS system consists of the in situ monitors,

an OR tree, and a clock stretching unit, as shown in Fig. 2(a).

The monitors are connected to a set of insertion points

along critical timing paths. Since the insertion of monitors

is at intermediate points along the paths, a (potential) delay

degradation can be detected before the end of the clock cycle.

The OR tree collects the outputs of the monitors into one bit

[W shown in Fig. 2(a)]. The clock stretching unit delays the

start of the next clock cycle depending upon the output of

the OR tree to make sure that the delayed paths still fit into

the current cycle. Therefore, the monitoring, the collection of

monitor outputs with the OR tree, and the error prevention

should fit into one clock cycle.

A. In Situ Delay Monitor

The design of the in situ delay monitor is shown in Fig. 2(b).

The monitor detects delay degradation by checking if any

late data transition occurs during the second half of the clock

period. Therefore, the insertion points are the potential points

where the maximum data arrival is less than half of the clock

period, in the absence of variation effects. The monitor consists

of one latch with active high clock, one XORgate, and two

buffers [B1 and B2 shown in Fig. 2(b)]. The data value at the

insertion point is captured by the latch at the negative clock

edge. The XOR gate then flags any transition which occurs

during the second half of the clock cycle. A delayed arrival

of data to the insertion point implies delay degradation, and it

is detected by the monitor. Buffer B1 minimizes the loading

effect of the monitor on the insertion point. Buffer B2 is

Fig. 2. Proposed TS technique. (a) High level view to the technique.
(b) Design of the in situ monitor. (c) Design of the clock stretching unit.

selected such that the delays to the inputs of the XOR gate

are made the same to avoid glitches.

B. Clock Stretching Unit

The proposed clock stretching unit is illustrated in Fig. 2(c).

In the clock stretching unit, the output clock is stretched by
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increasing the phase of the clock at the output dynamically,

i.e., the phase of the clock is increased by a fixed degree every

time that the output of the OR tree is high at the end of the

cycle. This phase shifting is performed by circular selection

from n different clock phases, i.e., the clock phase can increase

by 360°/n. We considered four clock phases indicating that

the clock phase can be shifted by 90°. The four phases are

generated based on an input clock pulse whose frequency

is 2× greater than the clock frequency of the main design,

as shown in Fig. 2(c). The phase selection is performed using

a MUX gate whose select signal is driven by a 2-bit counter.

The 2-bit counter upcounts every time the output of the OR tree

is high at the end of the cycle. Hence, if at least one monitor

predicts a timing violation, the clock stretching unit delays

the upcoming clock positive edge by one quarter of the clock

period to avoid a setup time violation. One can consider a more

fine-tuned clock stretching by having more clock phases. Note

that clock stretching happens globally (i.e., at all flip-flops),

thereby no risk of hold time violation. Since the output of the

MUX is used for the counter, a narrow pulse will appear at

the output clock [see n1 in Fig. 2(c)]. Glitch suppression is

thereby required to have a clean clock signal at the output.

This is done by generating the appropriate glitch suppression

signal [see n3 in Fig. 2(c)] and delaying the output of MUX

[see n2 in Fig. 2(c)].

Clock stretching is employed in adaptive clocking systems.

However, not all adaptive clocking systems are suitable for

within-cycle error prevention because many of them require

more than one cycle to take effect. In [16], clock gating

is employed for clock manipulation. However, gating one

clock cycle means shifting the clock edge by one cycle

which causes performance loss. In other works, (see [15])

the clock is manipulated by shifting the edge for less than a

cycle to reduce the performance loss when preventing timing

errors. However, those techniques rely on a delay line which

imposes higher hardware overhead and element-wise varia-

tion sensitivity compared to our clock stretching technique.

We implemented the proposed clock stretching unit in the

40-nm technology. The proposed clock stretching unit has

a power consumption of 1.126 µW at the nominal supply

voltage (i.e., 1.1 V) to generate a 200-MHz clock pulse at

the output. Furthermore, the area of the proposed circuit is

96 µm2. Therefore, the proposed circuit is much more power

and area efficient compared to the circuit proposed in [15].

IV. SELECTIVE POINTS FOR IN SITU MONITORING

In this section, our method to identify the set of insertion

points and the integration of the proposed technique in the

design flow are explained.

A. Identifying the Insertion Points

As was mentioned before, we define critical timing paths

as those paths whose delay is longer than a specific value.

Therefore, we define the maximum monitored slack, Slkmax,

as the constraint for selecting the critical timing paths to be

monitored, i.e., the critical paths are all the paths whose delay

Fig. 3. Definition of the critical paths based on Slkmax.

is more than (tclock− Slkmax). This definition is illustrated

in Fig. 3.

The timing graph of a digital circuit is a weighted directed

graph G. The set of vertices in G representing the ports and

instance pins is V (G), and the set of directed edges in G

representing the timing arcs is E(G). The timing arc from

vertex vi ∈ V (G) to vertex v j ∈ V (G) is represented by ei j ∈

E(G). Let the vector D ∈ R
n×1 contain the maximum data

arrival time to a vertex vi ∈ V (G). The maximum data arrival

time to vertex vi ∈ V (G) is represented as di ∈ D. Industrial

timing analysis tools [17] can report the most critical path that

includes any specific nodes, based on the block-based timing

analysis. We employ this report to find the maximum data

arrival time to each circuit node, i.e., to find D. Furthermore,

based on this report, we can find the minimum slack of the

paths which are crossing each specific circuit node. Therefore,

the block-based timing analysis also returns the vector SLK

∈ R
n×1, where SLK contains the minimum slack of the paths

that include each vertex vi ∈ V (G).

A cut C = (S1, S2) is created based on D, where

S1 = {vi ∈ V (G)|di < tinp} (1)

and

S2 = {vi ∈ V (G)|di ≥ tinp} (2)

where tinp is the maximum delay from the launch flip-flop to

the monitor insertion point. Note that during the clock tree

synthesis, the design tool attempts to make the delay from

the clock ports to the clock pin of all flip-flops the same.

Naturally, in a more accurate analysis, clock skew should also

be included. In the example of Fig. 4, a timing graph and the

cut are illustrated. The set of boundary vertices, Sbnd ⊂ S1,

is defined as

Sbnd = {vi ∈ V (G)|ei j ∈ E(G), vi ∈ S1, v j ∈ S2} (3)

where S1 and S2 are obtained from (1) and (2), respectively.

The vertices in Sbnd are candidates for insertion of the mon-

itors. A screening is performed on Sbnd to find the vertices

which are in the critical paths, and to insert the monitors at
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Fig. 4. Example circuit graph showing the cut C = (S1, S2).

Fig. 5. Proposed implementation flow.

those vertices. Therefore, the set of insertion points is

Sinp = {vi ∈ V (G)|vi ∈ Sbnd^Slki < Slkmax} (4)

where Sbnd is obtained from (3), and Slki ∈ SLK. Once the

set of insertion points is identified from (4), the monitors are

inserted at the corresponding gate pins of all vertices in Sinp,

according to the flow which is explained in Section IV-B.

B. Integration in the Design Flow

The monitors are conventionally added to the design after

the place and route step (see [6] and [7]). However, such an

implementation flow perturbs the layout and the timing of the

main design [7]. To minimize the perturbation, we propose the

implementation flow illustrated in Fig. 5. In the proposed flow,

the monitors are added at the synthesis stage with dangling

insertion point inputs. Yet, the clock input of the monitors is

connected such that their loading effect is taken into account

during the clock tree synthesis. The implementation with

unconnected monitors then goes through synthesis and back-

end design steps. The insertion points of the monitors are

identified based on the timing report, when timing closure

is achieved after the place and route step. The monitors are

then truly inserted into the design by connecting them to

the identified insertion points (i.e.,Sinp). Note that with this

approach, there is no loading on the noncritical paths, and that

the critical paths which are used to determine Sinp are still the

true critical paths of the circuit after this step. The insertion is

done by generating a TCL script which contains engineering

change order commands. Then, optimization is performed to

compensate for the loading effects of the monitors on the

timing closure of the main circuit. The maximum delay to

the monitors is set to tinp, to preserve the guard banding

and to avoid over-optimization of the circuit during the final

optimization. Hence, in the proposed implementation flow,

the number of monitors nmon is decided at the front end. Since

the monitored paths are the critical paths identified by Slkmax,

with a given nmon, we obtain a path coverage in terms of

Slkmax. Intuitively, by increasing nmon, a higher Slkmax is pos-

sible since more paths are monitored. Alternatively, to monitor

all of the critical paths according to a specfic Slkmax, a prior

analysis of the design is required to identify nmon according

to Slkmax. The analysis is, in fact, going through the flow and

identifying the set of insertion points in the design, without

monitors and targetting Slkmax. nmon is then identified based

on the number of identified insertion points. After this analysis,

nmon is determined, and the monitors are added according to

the flow that is shown in Fig. 5.

In this paper, the conventional worst-case design approach

for setup (i.e., slow corner) is followed and the monitors are

added based on timing reports in the slow corner. Inserting

them at the points with a maximum arrival time of more than

half of a clock cycle results in negative slack for the monitors,

while the main design is still signed off with zero/positive

slack. Note that in the typical corner all setup slacks increase,

that the monitors’ slacks also increase, but that the slack of

the monitors is still less than the slack of the main design to

maintain the guard banding. Furthermore, since the ranking of

the most critical paths can change across corners, we select

more than one path to be monitored by defining Slkmax as

the criteria for path selection for monitoring. Therefore, one

could insert the monitors in other timing corners provided

that the monitored paths are selected properly (i.e., with

proper selection of Slkmax), and the slack of the monitors are

made less than the slack of the main design (i.e., with the

proper selection of insertion points).

V. ANALYSIS OF INSERTION POINT SELECTION

In this section, the selection of tinp, as the main design knob

in the proposed in situ monitoring technique, is discussed.

First, we discuss the effect of tinp on the guard banding against

variations. Moreover, the design of the OR tree and its delay

as another constraint for tinp are discussed in this section.

A. Guard Banding

Note that when the monitor is inserted at a temporal

intermediate point of the timing path, it does not capture

the effect of timing spread on the remaining logical gates

which are located after the insertion point. To investigate this

effect, we performed 1000 Monte Carlo simulations on the

SPICE netlist of a critical path of an industrial design in the

40-nm technology. The Monte Carlo simulation is performed

to capture the effect of technology-dependent local and global

process variations on the gate delays of the path. In Fig. 6(a),

the scatter plot of delay samples is shown for a full path delay

tfull versus the delay of the path up to the insertion point of
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Fig. 6. Scatter plot obtained from the Monte Carlo simulations of a critical
path delay of an industrial design showing tfull versus tinp for the cases where
(a) tinp = 0.5 × tclock and (b) tinp = 0.55 × tclock .

the monitor tinp. In Fig. 6(a), tfull and tinp are normalized to

clock period tclock and 0.5 × tclock, respectively. The dashed

lines in Fig. 6(a) divide the space into four regions according

to the timing checks performed on tinp and tfull. These checks

are at half of the clock cycle for tinp, and at the end of the

clock cycle for tfull. Each sample then occurs in one of these

regions.

True-Negative

1) Region: tfull < tclock and tinp < 0.5 × tclock. Therefore,

the monitor truly detects no timing violation in the

design.

True-Positive

2) Region: tfull > tclock and tinp > 0.5 × tclock. Therefore,

the monitor truly detects timing violation in the design.

False-Negative

3) Region: tfull > tclock and tinp < 0.5 × tclock. Therefore,

the monitor falsely detects no timing violation in the

design.

False-Positive

4) Region: tfull < tclock and tinp > 0.5 × tclock. Therefore,

the monitor falsely detects the timing violation in the

design.

True-negative and true-positive detections are acceptable,

while false-negative and false-positive detections are not.

False-negative detection must be avoided because in this case

the gate delays after the insertion points may increase, but

the monitors would falsely show that the system is robust.

On the other hand, false-positive detection can be acceptable

for chip health monitoring since it reflects delay degradation of

some gates while the full path still has enough margin. In fact,

during normal circuit operation, only true-negative detections

are acceptable, and as the circuit degrades, it is preferred to

have false-positive detections before true positive ones, to have

a guard band between the detection of delay degradation with

the monitors and the actual timing violation in the design.

Note that this guard banding is implemented without additional

design cost, by selecting the insertion points properly.

By inserting the monitor at a point closer to the endpoint,

the delay to the insertion point is higher, i.e., there are more

samples with tinp > 0.5 × tclock. Therefore, the points are

shifted to the right in the scatter plot, thereby more samples fall

in the false-positive region. The scatter plots shown in Fig. 6(a)

and (b) are for the cases in which the insertion point is selected

such that the average value of tinp is about 0.5 × tclock and

0.55 × tclock, respectively. By inserting the monitors at the

points which are after the temporal middle point of the clock

period (i.e., tinp > 0.5×tclock), false-negative cases are avoided

at the cost of more false-positive ones. In both plots, the clock

period is selected as tclock = µfull +σfull, where µfull and σfull

are the average and the standard deviation of the full path

delay samples, respectively.

B. Recall and Precision Analysis

From a chip health perspective, and for a more thorough

investigation of the effect of tinp on the relevance of the

monitors’ outputs, we employ the precision and recall metrics

from binary classification, defined as [18]

precision =
NTP

NTP + NFP
(5)

and

recall =
NTP

NTP + NFN
(6)

where NTP, NFP , and NFN are the number of samples

which are in the true-positive, false-positive, and false-negative

regions, respectively. In Fig. 7(a), recall and precision are

plotted versus tinp considering tclock = µfull + σfull. To avoid

false-negative samples, based on (6), tinp is selected such that

recall = 1, i.e., tinp ≈ 0.54 × tclock. The obtained precision

at this insertion point is 0.3367. There is a tradeoff between

recall and precision as tinp is varied. This tradeoff is illustrated

in Fig. 7(b). In Fig. 7(b), precision versus recall is plotted

for three choices of the clock period: the worst case value,

tclock = µfull + σfull, and two better than worst-case values,

being 5% and 10% shorter than the worst-case clock period.

The maximum precision considering recall = 1 is also shown

in Fig. 7(b). As shown, a better than worst-case clock period

results in a higher precision for the monitors. This is because

with a shorter clock period more positive cases (i.e., timing

violations) happen, and therefore this increases NTP (i.e.,

higher precision). On the other hand, a longer clock period

indicates that even though the monitor flags the delay increase,

there is enough slack margin to avoid the timing violation at
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Fig. 7. Effect of tinp on the precision and recall metrics. (a) Precision and
recall versus tinp normalized to tclock = µfull +σfull. The maximum precision
subject to no false-negative prediction (recall = 1) is 0.3367. (b) Precision
versus recall considering a different tclock . In a better than worst case design
(smaller tclock), the precision of the monitor outputs increases.

the expense of higher NFP (i.e., lower precision). Since in the

proposed TS technique the clock is stretched in reaction to

the output of the monitors, lower precision causes unnecessary

performance penalty. Note that we kept recall = 1 because this

work targets robustness (we guarantee functionality in safety

critical applications despite malfunctions) during operation in

the field (in real time). To reduce the cost of recall = 1

that is the lower precision, the clock can be made faster.

In this way, the precision increases and the faster clock can

compensate for the performance loss. A better than worst-case

clock choice can thereby alleviate the performance penalty of

variation resilience with our technique.

C. Inspection Window and OR Tree Delay

As introduced in Section III-A, the inspection window of

the monitor is the second half of the clock cycle. During the

inspection window, the output of monitor changes if there is

any toggling at the insertion point after the negative clock

edge. The insertion point is selected in the worst-case corner

based on the maximum delay which causes the last toggling

at this point. Therefore, the maximum delay to the output of

monitor tmon is the sum of maximum delay to the insertion

point and the delay of buffers and XOR gate in the monitor

[see Fig. 2(b)]. The monitoring data are thereby stable after

tinp to be collected with the OR tree into one bit which triggers

Fig. 8. Power versus delay of OR tree considering different number of
inputs n. The design point is selected considering 10% increase in the power
compared to the power when the delay is relatively long.

the clock stretching unit. Since the clock selection should be

done before the end of cycle

tinp + tor + tsel < tclock (7)

where tor is the delay of the OR tree and tsel is the delay of

the clock selection (i.e., to generate enable signal of counter

in the clock stretching unit). The OR tree delay together with

the clock period thereby put a constraint on the maximum

value for tinp. We synthesized a 32, 64, and 128 inputs OR

tree with an industrial CMOS 40-nm technology considering

distinct maximum delays as the constraints. The power versus

delay of the OR tree with different number of inputs are plotted

in Fig. 8. The design point is selected such that the power of

the OR tree circuit is 10% more than the power when the delay

constraint is relatively long. Therefore, the delay of the OR tree

is in the range of 390–550 ps, depending on the number of

inputs. Due to the design of monitors, tinp should be more than

the half of the clock period. Therefore, the OR tree delay value

indicates that according to (7), the proposed TS technique

is suitable for the designs with the speed constraint of less

than ∼1 GHz.

VI. EXPERIMENTAL RESULTS

In this section, the experimental results are provided, and

the effectiveness of the proposed technique is evaluated. This

is done considering the computational efficiency of the pro-

posed insertion method, the number of monitors and design

overhead of the proposed monitoring scheme, and the vari-

ation resilience achieved with the proposed error prevention

technique. The experiments were performed using an indus-

trial CMOS 40-nm technology. Cadence Genus, Innovus, and

Incisive were employed for frontend design, backend design,

and netlist simulation, respectively.

A. Computational Efficiency of Monitor Insertion Method

To show the computational efficiency for identifying the

insertion points, we benchmarked it against the path-based

method using six synthesized ITC benchmark circuits. The

path-based method requires the list of all paths whose slack



AHMADI BALEF et al.: TIMING SPECULATION WITH OPTIMAL IN SITU MONITORING PLACEMENT AND WITHIN-CYCLE ERROR PREVENTION 1213

TABLE I

RUNTIME OF PATH-BASED AND THE PROPOSED METHOD TO IDENTIFY

MONITOR INSERTION POINTS, CONSIDERING SLKmax = 0.1 × tclock ,
FOR DIFFERENT ICT BENCHMARK CIRCUITS SYNTHESIZED FOR

1-GHZ CLOCK FREQUENCY

TABLE II

IMPLEMENTED ARM CORTEX M0 DESIGN SPECIFICATIONS

is less than Slkmax. To get the list of the paths, the path-based

timing analysis is performed. The insertion points are then

identified based on the arrival time to the intermediate points

of all the reported timing paths. On the other hand, with the

proposed method, the set of insertion points is obtained, given

the maximum arrival time to all circuit points through the

block-based timing analysis. We employed both methods to

find the insertion points of the monitors to cover the same

set of critical timing paths for Slkmax = 0.1 × tclock. All

the circuits were synthesized with a 1-GHz clock frequency.

Depending on the circuit structure and size, the list of paths

which should be monitored can be long or short. If the list of

paths is long, the path-based method requires more time and

effort to report it. In Table I, the circuit size in terms of the

number of gates and the runtime of the path-based method

as well as the runtime of our method are shown. Based on

the results, the runtime of the path-based method is ∼2.8×

to ∼152× more than our method, depending on the circuit

structure and size.

B. Number of Insertion Points

The proposed technique is verified for in situ monitoring in

an ARM Cortex M0 processor. The design specifications are

provided in Table II for a clock period of 5 ns. The target speed

of the design affects the topology of the circuit and its timing

graph. Furthermore, the number of monitors varies depending

on the specified tinp. To investigate the effect of fclock and tinp

on the number of monitors, tinp is varied from 50% to 100%

of the clock period, for a design implemented with different

target frequencies of 150, 200, and 250 MHz. Fig. 9 shows the

results of this experiment. A slower design is more relaxed,

and the number of paths which are critical is less. Therefore,

less monitors are required to monitor critical paths in a slower

design. However, note that although a design with lower target

speed generally requires less number of monitors, since the

circuit topology may change, it can happen that for a specific

Fig. 9. Number of monitors versus delay up to insertion point normalized
to clock period of the ARM Cortex M0. The core was designed targeting
different frequencies, considering Slkmax = 0.1 × tclock .

Fig. 10. Comparison between the number of monitors with our technique
(tinp = 0.7 × tclock) and the number of monitored endpoints for an ARM
Cortex M0 processor considering different Slkmax values normalized to clock
period.

tinp/tclock ratio, the number of required monitors is high with a

lower target speed. This can be observed at tinp = 0.9 × tclock

shown in Fig. 9. Furthermore, depending on tinp, there are a

minimum number of monitors for a given design. The results

shown in Fig. 9 are obtained considering Slkmax = 0.1×tclock.

To show the efficiency of the proposed monitor insertion

technique compared to endpoint monitoring, we swept Slkmax.

The results for the 200-MHz design are shown in Fig. 10.

One can see that the number of in situ monitors increases

when Slkmax increases. Thus, the effectiveness of the pro-

posed method is higher when Slkmax is smaller. With the

proposed method, the number of monitors is reduced by up to

∼23× compared to the traditional endpoint monitoring,

as shown in Fig. 10.

C. Adding the Monitors to the Design

Based on the analysis discussed in the Section VI-B,

we added 64 monitors to cover Slkmax > 0.05 × tclock.

To compare our technique with similar methods in terms of

design overhead, we also implemented two alternative tech-

niques. In one of the techniques, the monitors are added at the

capturing flip-flops. In the other techniques, the monitors are

inserted almost at the end to reduce the number of monitors.

In all cases, the number of monitors is fixed (64 monitors).

The area and power overhead, as well as the covered slack

and the number of monitored flip-flops are shown in Table III.

The endpoint monitoring approach has the least coverage.
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TABLE III

DESIGN OVERHEAD, MONITORED SLACK, AND NUMBER OF MONITORED

FLIP-FLOPS WITH THE PROPOSED TECHNIQUE EMPLOYED IN AN ARM
CORTEX M0 DESIGNED WITH A 200-MHz SPEED TARGET

Since the number of covered endpoints is equal to the number

of monitors, more monitors are required to cover the same

list of critical paths. However, due to the additional delay

elements and the shadow flip-flop, the design overhead is

also too much for 64 monitors with endpoint monitoring,

when compared to our technique. In the other techniques,

the monitors are inserted almost at the end of the timing paths

(tinp = 0.9 × tclock), which results in a reduced number of

monitors. This allows achieving a higher coverage of critical

endpoints compared to the endpoint monitoring. Moreover, in

addition to the monitor cells, more delay elements for the

remainder of the paths are required. Therefore, the power and

area of this technique are significantly more. Based on the

observed results, with our technique, power and area overhead

are about 5.5× and 2.8× less, respectively.

As was mentioned in Section IV, the monitors are truly

inserted in the design when their inputs are connected to

the identified insertion points. The slack of the monitors is

determined after connecting the monitor inputs, depends on

tinp in the selection of insertion points. If tinp = 0.5 × tclock,

then the worst-case slack of the monitors is 0 since the latches

inside the monitors close at half of the clock cycle. If tinp >

0.5 × tclock, the worst-case slack of the monitors is negative

with respect to 0.5 × tclock, i.e., the monitors fail earlier than

the main flip-flops in the presence of timing degradation.

Therefore, the design is guard banded with the monitors if

tinp > 0.5 × tclock. In Fig. 11, the slack histograms of the

monitors and the main flip-flops are illustrated, considering

tinp = 0.6×tclock and tinp = 0.7×tclock. The shown histograms

verify that higher tinp results in lower slacks for the monitors.

Note that the shown histogram is from a timing analysis in the

slow corner. In the typical corner, the bins shift to higher slack

values. The monitors must be inserted such that in a normal

operation (i.e., typical corner), the slack is positive to avoid

false-positive error predictions. As the delays of the circuit

components degrade, the slacks decrease. Since the slack of

the monitors is smaller than the slack of the main flip-flops, the

monitors flag the timing degradation before a timing violation

occurs at the main flip-flop. With a higher tinp, the monitors

start flagging earlier because their slack is smaller, as shown

in Fig. 11. Therefore, false-positive error predictions are higher

when a higher tinp is used for monitor insertion.

We performed a netlist simulation for 10 000 cycles and

obtained the number of cycles in which at least one monitor

flags a warning (i.e., error prediction signal). The simulation

Fig. 11. Histogram of slacks of monitors as well as the main flip-flops
for ARM Cortex M0 design targeting 200-MHz speed with 64 monitors
considering. (a) tinp = 0.6 × tclock . (b)tinp = 0.7 × tclock .

testbench runs image binarization, finite-impulse response

filter, infinite-impulse response filter, and while (1) applica-

tions on the processor. Timing annotation is performed at

the typical corner, and delay scaling is applied to show the

delay degradation effect. To examine the effect of tinp on the

guard banding of monitors against variations, two cases of

tinp = 0.6 × tclock and tinp = 0.7 × tclock were considered for

monitor insertion. Fig. 12 shows the corresponding number of

warnings. The ratio of the delay scaling factor for which a

timing violation happens, to the smallest delay scaling factor

for which the monitors generate a warning signal, reflects

the guard banding of the monitors against delay variation.

As shown in Fig. 12(a), with tinp = 0.6 × tclock , the design

is guard banded by 1.38×. Similarly, it can be observed

from Fig. 12(b) that with tinp = 0.7 × tclock, the design is

guard banded by 1.5×. Therefore, with larger tinp, more guard

banding is added with the monitors.

D. Timing Error Prevention System

The proposed error prevention system is implemented by

connecting the output of the OR tree, which collects monitor

outputs, to the clock stretching unit. If an error is predicted

by a given monitor, the next clock cycle starts with a delay

(i.e., the clock edge is shifted) to avoid the timing error.

In Fig. 13, the simulation waveforms showing the output of

the OR tree (W ) and the system clock are illustrated. The

clock edge is shifted by 1.25 ns (= tclock/4) if W is high

at the end of cycle. This means that the execution time of

a task on the processor is delayed if an error prevention

is performed during its execution. On the other hand, the

effective power consumption decreases with error prevention

due to clock stretching as it decreases the effective frequency



AHMADI BALEF et al.: TIMING SPECULATION WITH OPTIMAL IN SITU MONITORING PLACEMENT AND WITHIN-CYCLE ERROR PREVENTION 1215

Fig. 12. Number of cycles with warnings generated by the monitors versus
the delay degradation factor. Results are of four applications obtained based on
a netlist simulation for 10k cycles with timing annotation at the typical corner
and scaling the delays. The insertion points of 64 monitors are identified
considering (a) tinp = 0.55 × tclock and (b) tinp = 0.7 × tclock .

of the design. For instance, if at least one monitor flags

a warning in each cycle, the clock is stretched for every

cycle resulting in an effective clock period which is 25%

longer. Therefore, the circuit works with a 20% lower clock

frequency and consequently the power consumption decreases.

Furthermore, putting less guard banding by having smaller

tinp prevents unnecessary error preventions during error-free

operation thereby the performance penalty is less. In Fig. 14(a)

and (b), the speed, power, and energy overhead of the proposed

error prevention system is illustrated with tinp = 0.6 × tclock

and tinp = 0.7 × tclock , respectively. With tinp = 0.6 × tclock,

no clock stretching occurs up to 1.3× delay scaling. If the

delay is scaled to higher values, the clock stretching occurs

in some cycles and the speed and energy overhead starts to

increase. Note that the power overhead reduces due to the

decreased effective clock frequency from stretching the clock.

For tinp = 0.7 × tclock, the clock stretching starts from a

lower delay scaling factor of 1.1×, because the slack of the

monitors is less, i.e., the monitors are more pessimistic. It can

be observed that with the proposed error prevention scheme,

the system can tolerate more delay degradation compared to

the original one. The resilience with tinp = 0.7 × tclock is

less compared to tinp = 0.6 × tclock, because according to (7)

with higher tinp, the output of the monitors becomes false

negative for a lower delay scaling factor, i.e., the monitor

misses to capture the late transition at the insertion point.

Overall, the results show that with the proposed TS technique,

Fig. 13. Netlist simulation waveforms showing system clock being stretched
by the clock stretching unit in response to a warning signal W generated by
the monitors.

Fig. 14. Speed, power, and energy penalty due to clock stretching versus
the delay degradation obtained from a netlist simulation of 10k cycles with
‘timing annotation in the typical corner. The insertion points of 64 monitors
are identified considering (a) tinp = 0.6 × tclock and (b) tinp = 0.7 × tclock .

the resilience is increased by up to ∼22% with a negligible

energy overhead of less than 1%.

E. Scalability of the Technique

To assess the proposed methodology on a larger design,

we applied it to an ARM Cortex M3 processor which has

more than ∼40 000 cells in the 40-nm technology (post place

and route) targeting 200-MHz speed. Similar to the results of

Fig. 10, Fig. 15(a) shows the ones for the ARM Cortex M3.

It can be observed that the proposed technique requires less

monitors than the endpoint monitoring technique. Assuming

that Slkmax = 0.05 × tclock is intended, with the endpoint

monitoring technique ∼2000 monitors are required while with

our technique, the same slack coverage is obtained with less

than 300 monitors even for tinp = 0.7 × tclock. Therefore,

compared to the endpoint monitoring technique, more than 7×

reduction in the number of monitors is achieved for the same

path coverage (Slkmax = 0.05×tclock). Furthermore, the power
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Fig. 15. Scalability of technique. (a) Comparison between the number of
monitors with our technique (tinp = 0.7×tclock) and the number of monitored
endpoints for an ARM Cortex M3 processor considering different Slkmax

values normalized to clock period. (b) Delay of OR tree versus the number
of inputs based on the power-delay characteristic.

and area overhead of our in situ monitoring technique are

∼3% and ∼1.9%, respectively.

Since in a larger design, the number of required monitors

increases, the OR tree should also scale up accordingly.

According to (7), the sum of the error prediction delay, OR tree

delay, and clock selection delay should fit into one clock cycle.

Hence, the OR tree delay can become a bottleneck when the

design is too big or the target speed is too high. In Fig. 15(b),

the delay of the OR tree is shown based on its power-delay

characteristic considering different input counts. It can be seen

that for 1000 inputs, the delay of the OR tree is less than

1 ns. According to (7) and assuming tsel is negligible, for

tor = 1 ns and tmon ≈ tinp = 0.6 × tclock , the lower boundary

for tclock is 2.5 ns, i.e., the maximum speed according to (7)

is 400 MHz. On the other hand, with almost at the endpoint

monitoring (e.g., tmon ≈ tinp = 0.9 × tclock), for the same

OR tree delay, the maximum achievable speed is 100 MHz

[according to (7) and assuming negligible tsel]. Therefore, our

TS technique allows higher clock speed not only because it

allows a reduction in the number of monitors (i.e., lower OR

tree delay) but also because it leaves more room for the OR

tree delay when inserting the monitors deeper inside the timing

paths.

VII. CONCLUSION

A new TS system is proposed in which the monitors are

inserted along timing paths and timing errors are predicted

within one clock cycle by checking if the delay of the first

part of a path has increased such that an undesired transition

happens during the second half the clock cycle. For an ARM

Cortex M0 design, we found that the insertion points of the

monitors are identified with a novel technique which is more

than 2.8× faster compared to techniques that rely on the

path-based timing analysis. Moreover, the number of required

monitors is up to 23× less compared to the traditional endpoint

monitoring. The power and area overheads of monitoring delay

variation in the ARM Cortex M0 design are reduced by 5.5×

and 2.8×, respectively, with our technique compared to the

other in situ monitoring techniques. Furthermore, the variation

resilience is improved by ∼22% with our error prevention

technique. The proposed error prevention technique is based

on a global clock stretching module connected to the output

of an OR tree which collects the monitor outputs. The energy

overhead of the proposed error prevention technique is less

than 1% which is negligible compared to the state-of-the-

art error recovery techniques. For designs with higher gate

count, the number of monitors’ scales up but according to our

experience with ARM Cortex M3, the number of monitors

with our technique is less compared to endpoint monitoring

(∼7.5×). Furthermore, our in situ monitoring technique is

more compatible with within-cycle error prevention since it

allows inserting the monitors deeper inside paths and thereby

makes OR tree delay constraint more relaxed.
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