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Abstract
Object detection is one of the most fundamental and challenging tasks to locate objects in
images and videos. Over the past, it has gained much attention to do more research on
computer vision tasks such as object classification, counting of objects, and object
monitoring. This study provides a detailed literature review focusing on object detection
and discusses the object detection techniques. A systematic review has been followed to
summarize the current research work’s findings and discuss seven research questions
related to object detection. Our contribution to the current research work is (i) analysis of
traditional, two-stage, one-stage object detection techniques, (ii) Dataset preparation and
available standard dataset, (iii) Annotation tools, and (iv) performance evaluation metrics.
In addition, a comparative analysis has been performed and analyzed that the proposed
techniques are different in their architecture, optimization function, and training strate-
gies. With the remarkable success of deep neural networks in object detection, the
performance of the detectors has improved. Various research challenges and future
directions for object detection also has been discussed in this research paper.

Keywords Computer vision . Object detection . Dataset . Deep learning

1 Introduction

There are different types of objects present in the real-world environment. Identifying those
objects with the help of a machine is a complex task. Computer vision is a branch of computer
science that enables the machine to see, identify, and process objects from still images and
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videos in a visual world. A video is a sequence of continuous images (called video frames)
displayed at a specific frame rate. Human beings immediately detect or recognize objects from
images or video and determine their location owing to the brain’s neurons interlinking. Video
Object detection is an artificial intelligence task used for the same process to detect objects.
Object detection is fundamental, and the longstanding computer vision problem has been a
major active research area for a few decades [197]. It has been used in various computer vision
applications such as face detection, face recognition, pedestrian counting, security system,
vehicle detection, self-driving cars, etc. Some computer vision terms like object localization,
classification, and recognition are interlinked to the object detection processing shown in
Fig. 1.

Object classification defines the class of one or more objects that exist in the image and
assigns the labels of the objects [56]. Object localization is a process that locates the position
of one or more objects in the image or video with the help of a bounding box [56]. A
combination of object localization and classification process is known as Object detection
[214]. A complete object recognition process takes an image as input, identifies the objects,
assigns labels to the object of the associated class, and gives the class probability of the
recognized object [76]. Every object has unique features that help to identify the class.
For example, a square with all equal sides helps detect the square-sized object. Most of
the research work on object detection is divided into three categories: salient object
detection, objectness detection, and category-specific object detection. The category-
specific object detection’s main objective is to identify the object categories from
images, and it deals with interclass and intraclass variation and similarity [54]. This
section discusses the basic steps of traditional object detection: Informative region,
feature extraction, and classification.

Informative region Objects present in the image can vary in size and aspect ratios. The object
detection model scans the whole image with different scales to detect the objects and find the
recognizable pattern. The possible positions of objects can find out by this strategy, but there
are some shortcomings. This strategy is expensive because several candidate windows are
produced during processing that requires high computation power. Despite this, if this
technique applies the fixed number of sliding windows, it may produce satisfactory regions.

Feature extraction Features are a particularly important parameter in an image that has been
used for the classification and recognition of objects. In the first step, a pattern is recognized,
and then this pattern is further used to extract the distinct features related to the object.
Different techniques such as HOG, SIFT, and Haar are used to extract the features.
However, designing a good and robust feature descriptor is challenging due to large

Fig. 1 Single and multiple object detection examples
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variations in the images such as appearances, backgrounds, weather conditions, illumi-
nation conditions, etc.

Classification Classification is used to predict the class from the given data points. In this
process, relevant features are combined to represent the object, compared with the trained
model. For visual recognition, classification is required to differentiate the target object from
other objects, making the object’s representation more semantic and informative. SVM, DPM,
AdaBoost etc., are usually used for classification.

1.1 Benefits of object detection

& With increasing technical development, biometrics is important to recognize the individual
identity for security. Biometrics authentication is a more reliable method to identify the
individual identity. The authentication is performed based on different biological features
of everyone, such as fingerprint, DNA, retina, ear, etc. [76, 205]. There are different types
of object detection techniques that have been used for biometric analysis in past research
work.

& Most of the living areas (metro, parks, schools, shopping centres, etc.) have been moni-
tored by various technical video surveillance because humans cannot continuously monitor
video clips. Object detection plays an important role in video surveillance to identify and
track instances of a particular object in a scene at once, e.g., tracking the suspected person
or vehicle from the video [124, 177].

& In recent years, autonomous robots have been proven to be one of the most interesting
research areas. Object detection is the primary task that the robot performs to identify
nearby objects and perform some operations such provide information, open-close the
door, alarm, etc. [15, 79].

& Human detection is also challenging in computer vision because people as objects have an
issue of various appearances and adopt a wide range of poses. Different object detection
architecture has been proposed to identify human beings from images or videos, such as
pedestrian detection [28]. With the help of object detection, crowd counting has been
performed very quickly in dankly populated areas like parks, malls etc. [8].

Object detection has been used to identify an individual face, and it is the first application area
in human object detection [133]. Face detection achieves high detection accuracy with
minimizing computation time. Face detection has helped to permute object detection with
different application areas. Many applications are currently using this idea to detect real-time
smiles through cameras, facial makeup, age calculation, etc. [127]. With the advancement of
technology, smart vehicle system like the driverless car has been a challenging research area
[39]. These smart-systems are required to identify, locate, or track nearby objects and control
the vehicle’s speed. The object detection system also works on more fine-grained and region-
level images like traffic lights detection and recognition [151].

1.2 Limitations of object detection

& Multi-class: Various applications require detecting more than one object class at once.
Therefore, the processing speed of detection becomes an important issue as well as
multiple classifications without any accuracy loss.
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& Some object detection methods or trained models are limited to detecting single class
objects with a specific view. They cannot detect the same object with different views,
poses, or angle variations [77].

& The object in the image is presented with different aspect ratios and spatial locations.
Suppose the object size is very small, like less than 5% of the image, then the
system will fail to detect those smaller objects [128]. Sometimes objects are arranged
very closely together like a stack of plates, so detecting those objects is very difficult
[15].

& Efficiency is an important parameter measured for every object detection system. Some of
the developed object detection systems are robust and fast processing, but they require
high-efficiency resources (CPU and GPU). The micro-systems have very limited resources
for processing; therefore, it is a challenging task [98].

& Object detection models can detect only those for which the model is trained. For example,
the ball detection model detects a ball, and sometimes it detects orange as a ball because
orange has the approximately same shape feature. The main reason for the detection failure
is that the ball object is not included during training [166].

1.3 Motivation for work

& Object detection is an essential part of computer vision applications in the modern era. The
detection of objects in various poses, sizes, viewpoints, imaging conditions, illumination
etc., is an active research area.

& Several algorithms & frameworks have been developed for object detection in the past
20 years. This study explored and reviewed these object detection techniques.

& Most smart systems automatically recognize objects, such as a driverless cars. These
systems can interact with the environment and provide valuable information to humans
for making decisions. Google lens scans the object and provides several web links related
to the detected object rather than the text input of the object

& Object detection devices such as obstacle recognition and wearable devices assist visually
impaired people. These devices are also combined with natural language processing
applications to alert and provide information about nearby objects in the native language
of the users.

Moreover, the following sections of this research paper provide a detailed analysis of past
research work. The whole content is organized into eight sections. Section 2 represents the
review method that describes the procedure followed for the planning of the study,
research questions, sources of the studies, inclusion and exclusion criteria. Section 3
highlights the steps to prepare the new dataset as well as already existing standard
datasets related to object detection. Furthermore, the next section discusses the tradi-
tional and state-of-the-art object detectors. Section 5 represents the various performance
metrics used in past studies. Application areas of object detection are also reviewed in
section 6 to provide an overview for the new researchers. Section 7 highlights the
various challenges that occur during object detection processing. Section 8 provides the
answers to the research questions. In the last section, summarized findings and future
directions are discussed. The whole structure of this research paper is illustrated in
Fig. 2.
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2 Review method

In this paper, the systematic review of object detection tools, techniques, datasets, and
application areas is done in-depth. The steps followed to review and prepare this manuscript
are review protocol, research questions, source strategies, inclusion and exclusion criteria for
the selection of research studies.

Planning for review Planning is required to complete the work efficiently. Therefore, plan-
ning for the systematic review must be the first step. It includes all the further steps that divide
the overall work into sub-tasks, such as the collection of content, research topics that should be
covered, findings parameters that are highly required to analyze. The research articles are
extracted from the various digital libraries based on object detection techniques, annotation
tools, evaluation metrics, etc. Thus, some selection criteria are defined to filter millions of
research articles. Hense, research questions are defined as a base for searching the papers.

Research question In this step, seven research questions directly related to object detection
are defined in Table 1. The research questions are constructed using the following format: the
process of object detection, challenges, data labelling, techniques, evaluation metrics, the
importance of the dataset, and various application areas.

Sources Selection of the sources for collecting research papers is the most important factor in
the quality outcome. So, only conference papers and journal articles are included to prepare the

Fig. 2 Structure of our research paper

Table 1 Research Questions of our study

RQ1. What is object detection? How are objects detected from an image?
RQ2. Which type of challenges occurred during the detection of objects?
RQ3. Why annotation is required while training a deep learning model, and which annotations tools are widely

used?
RQ4. What are the different types of techniques mostly used for object detection?
RQ5. Which evaluation metrics have been used to evaluate the performance of techniques?
RQ6. How the term “dataset” is important for deep learning? What is the different dataset available for object

detection?
RQ7. What are the important application areas of Object detection?
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manuscript. For quality assurance, highly recognized digital libraries “IEEEXplore Digital
library”, “ACM Digital library”, “arXiv open access repository”, “Springer”, and “Elsevier”
are used to collect recent papers. Some other sources are also considered to search the articles,
such as reference lists of the primary studies. Search strings such as object detection,
localization, object detection dataset, metrics, annotation tool are used to download the
research papers. All the relevant papers are further analyzed for the systematic review paper.
Different inclusion and exclusion criteria were used to select and discard the studies.

Inclusion and exclusion criteria A step-by-step filtration process is followed to discard
irrelevant studies. Initially, collected research papers are discarded based on the keywords,
abstract, and title that are not relevant to our review. After that, irrelevant research papers are
discarded based on the introduction and conclusion parts of the studies. Further, all these
studies are analyzed in detail in the context of the review paper. The inclusion criteria are
defined as follows:

& Studies deal with the concepts related to identifying the objects from the image, video, or
real world.

& Studies that are relevant to object detection.
& The irrelevant studies according to the research questions.
& Studies that are published in journals or conferences.

3 Datasets

A dataset is a collection of relevant data (i.e., text, image, video) that is prepared in a specific
format according to the algorithm’s requirements. Artificially trained machines require a
mathematically and logically prepared model. These models are developed with the help of
the training process. Technique and dataset both are the major components of the training
process. The technique defines the learning steps followed by the machine, and the dataset
help to learn from the input samples. The performance of the recognition model highly
depends upon the dataset quality and volume. These datasets also used to evaluate and
calculate accuracy of the proposed techniques [47, 95, 140, 141, 186, 190]. So, this section
discusses the steps to create a new dataset and available existing datasets.

3.1 New dataset preparation

Various researchers have developed and distributed several models over the years. Sometimes
models are not suitable for performing the specific task due to their trained features. Therefore,
training a new model is not an easy task. It requires a sufficient amount of dataset. If the
required dataset is unavailable, the dataset must be created according to the specific problem or
area of interest. The process of creating a dataset is divided into two steps, as described below.

3.1.1 Data collection

Computer vision algorithms work on data, and the result of these algorithms is purely based on
the quality of datasets. Initially, object categories need to be considered for data (images,
videos, etc.) collection. Resources such as online websites and manual image capturing using
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the camera can be used to collect data. Most of the dataset has contained the images
downloaded from the “Flickr photo-sharing website” [35, 155]. Simple query strings return
a limited number of images because of the limited use of specific words in that search engine
(shows only a few hundreds of images to thousand). Therefore, a large collection of images
can be retrieved by expanding the query set or translating the queries into other languages such
as Italian, Dutch, Spanish, etc. [26]. While developing the dataset few factors such as lighting,
orientation, pose, environmental condition (sunny, rainy, day or night) are considered carefully
for inclusion and exclusion of samples [38]. Data cleaning step is required after the collection
of a sufficient amount of data. The data quality affects the model’s accuracy and performance.
Perfect data collection is a challenging task for large models. Therefore, collecting data from
different sensors or cameras is not directly used for training. Some pre-processing tasks are
required to clean or improve the data’s quality.

3.1.2 Data annotation

Images stored in the dataset with additional formal representation helps to maintain and scale
the database very easily. The formal representation is metadata that comprises various
information such as date, location, physical properties, symbolic description, etc. This infor-
mation is presented in a free or constrained format [173]. In the object detection and
recognition research area, a large collection of data is required with the ground truth labels,
and further data is used to perform learning and evaluation. Labelling an object in the image
provides information such as shape, location, identity, and other information like pose.
Building a large dataset is costly as well as lengthy due to annotations of many objects in
images. Therefore existed dataset contains a limited class of data [145]. In the annotation
process, the bounding box is drawn around the identified objects and stores that object’s
properties [110]. The quality of annotated data is key to the success of any computer vision
project. For example, if a person shows a pencil to a child and says it is a pen, then after some
time, the child sees a pencil, the child will classify it as a pen. In the same way, the machine
learns by example (input samples). Therefore, the result of the object detection model depends
on the annotated labels that are fed during the training phase. If the erroneous data is fed into
the model during training time, then the result of the trained model is also wrong.

Bounding Box, semantic segmentation, polygon segmentation, line, splines, etc. annota-
tions are used to annotate the images. Bounding Box is the most commonly used annotation to
define the boundary or location of the objects in an image. Most of the objects are not
rectangular, so a polygon shape is used to locate that type of object. Semantic segmentation
is a pixel-wise annotation means in this every pixel is classified in the image. Line and Spline:
annotate the object using lines and spline, for example, in lane detection. Therefore, many
annotation tools are used to annotate the object in images according to the object properties.
For example, LabelImg is used to annotate indoor objects [1]. Different annotation formats
(such as JSON, XML, plain text) are used by existing techniques, such as COCO, PASCAL
VOC, and YOLO. Some authors have used the annotation pipeline in which annotators,
inspectors, examiners perform all annotation processes [155]. Different annotation tools have
been developed in recent years, which are free or require a premium licence. Some of the tools
are briefly described in the next section:

& MakeSense AI is an open-source and free annotation tool that has been used under the
GPV3 Licence. Therefore, there is no need for the installation of this software. In addition,
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this tool support multiple label types such as rects, lines, points, and polygons and many
outputs file formats such as YOLO, XML, VGG, JSON, and CSV [23].

& LabelImg is an image annotation tool that generates the output in XML files. It is free and
open-source software used to label the image graphically. PASCAL VOC, YOLO,
supports exported file formats [175].

& VOTT (Visual Object Tagging Tool) has been used to label images as well as video
frames. Microsoft developed this annotation tool, and it is freely available. This tool is
written in TypeScript programming, and it can maintain data from Cloud and local storage
[182].

& VIA (VGG Image Annotator) is offline software used to perform manual annotation on
images, audio, and video. This software is very lightweight and does not require additional
software libraries or installation. Web programming languages named CSS, JavaScript,
and HTML are used to develop this tool [32].

& KAT (K-Space Annotation Tool) was introduced during the K-Space project, supporting
structural and descriptive annotations [24]. This tool provides flexible and low-level
semantic annotation using the COMM, i.e., Core Ontology of Multimedia. It also provides
an API and other services used with the help of plugins [147].

& PhotoStuff is proposed by the Mindswap group, which was initially used to annotate
images. The descriptive and structural annotations are primarily discussed in the
PhotoStuff [24]. It provides the ability to browse, search, and manage image annotations
from the semantic web portal [53].

& AktiveMedia is proposed during the projects such as AKT and X-Media. Labelling an
image or text can refer to a region or image-level [24]. It is an ontology-based
annotation, and the main objective is to automate the annotation process by mini-
mizing user efforts. The entire system has been worked in the background by
interacting through web services and context-specific knowledge queries sent to the
central annotation store.

& Caliph and Emir developed Java-based applications that have been used for image
annotations and retrieval. MPEG-7 XML files are generated, searched, and retrieved with
the help of the user interface in this application. Caliph (Common and lightweight photo
annotation) tool has been used to perform manual annotation of images. It is also used to
extract low-level features and existing metadata automatically. The Emir (experimental
meta-data-based image retrieval) tool performs the linear search to retrieve the MPEG-7
document collection [105].

& LabelMe is a database and digital image annotation tool that helped in many research
areas of computer vision. It is a free, open annotation tool that helps to create a large
image database. LabelMe is developed at MIT CSAIL (Computer Science and
Artificial Intelligence Laboratory. The annotation files are exported in XML file
formats [145].

& LabelBox is a versatile labelling tool that annotates digital images using the line, polygon,
rectangle, etc. The LabelBox annotation tool is paid and provides a platform for data
management, labelling, and data science [83].

There are some other tools that are used to annotate the objects in an image, such as RectLabel
(jamtsho), maskEditor, GTTool, ByLabel (qin2018), SWAD, M Ontomat-Annotizer, PerLA,
Scalable etc. The annotation tool is selected according to the annotated file format required for
training, easiness, and licence.
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3.2 Existing datasets

Over a decade, numerous datasets and benchmarks have been released, like PASCAL VOC
challenges, ILSVRC challenges, etc. The most commonly used datasets are discussed in this
section.

3.2.1 Pascal VOC

PASCAL VOC has been a popular dataset in computer vision technology that helped develop
and evaluate new algorithms. Those algorithms perform variety of tasks like object detection,
image classification, action detection and segmentation [34–36]. PASCAL VOC challenges
were held between the years 2005 to 2012, and different versions were developed each year,
but two of the highly used versions are VOC07 and VOC12. All the images were gathered
from the existing data source or Flickr. VOC 2005 detected only four classes, i.e., motorbikes,
bicycles, cars, and people. But the PASCAL VOC 12 dataset consists of 11,530 training
images and 27,450 annotated objects to detect 20 object classes from images. The 20 objects
classes (Person: person; Indoor: chair, dining table, sofa, potted plant, tv/monitor, bottle;
Vehicle: bus, bicycle, car, boat, motorbike, aeroplane, train; Animal: cat, dog, cow, bird,
sheep, horse) have been selected and annotated for creating the dataset which is common in
human life.

3.2.2 ImageNet large scale visual recognition challenge (ILSVRC)

ILSVRC is a computer vision challenge, and it was held every year between 2010 and 2017
[144]. ILSVRC included publicly available datasets, challenges, and related workshops. It
collected images from ImageNet (used the WorldNet) Hierarchy for detection challenges [26].
In 2010, it started only on the image classification challenge of 1000 categories. With the
change in time and technology, challenges have also grown. In 2017, the dataset was
developed to detect 30 fully labelled categories differentiated based on movement type, level
of video cluttered, average no. of object instances, and several other factors. The image dataset
contains more than 15 million images of high resolution [144].

3.2.3 Microsoft common objects in context (MS COCO)

MS-COCO is one of the challenging datasets for object detection, image captioning, and
segmentation [178]. The competition of dataset MS-COCO has been held every year since
2015. In contrast to the dataset ImageNet, it contains a smaller number of objects but has more
object instances. In MS-COCO, the annotation file is stored in a JSON file. Despite bounding
box annotations in the COCO dataset, the instance segmentation of objects has been used for
precise localization. MS-COCO dataset has very small and dense objects compared to the
above-discussed dataset. These feature of MS-COCO helps to close the real-world objects.

3.2.4 Open image dataset (OID)

The Open Images dataset V4 contains 9.2 million images with unified annotations for three
tasks as visual relation detection, object detection and image classification [82]. All the images
have been downloaded from Flicker without the use of prefined class names. This dataset
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contains 600 object classes with 15.4 M bounding boxes, 57 classes with 375 visual relation-
ship annotations and 30.1 M image-level annotations involving 19.8 k concepts. Dataset
provides accuracy and consistency because all the objects were labelled by professional
annotators. All the images of this dataset are of high quality and contain several objects.

3.2.5 Other datasets

In the above sections, all the existing datasets are directly related to object detection. But some
other datasets are interlinked with the object detection. Table 2 shows some of the other
popular datasets used in the past research work like face detection, text detection, pedestrian
detection, traffic sign, light detection, and remote sensing target detection.

4 Techniques for object detection

Object detection is one of the powerful areas of computer vision, and its main aim is to locate
the object and classify them in the given image. The object detection framework is divided into
two types of categories. Figure 3 shows the categorization of various object detection
techniques into two groups: (i) traditional detectors and (ii) deep learning-based detectors.
Deep learning detectors are further divided into sub-parts such as “Two-stage detector” and
“One stage detector”.

4.1 Traditional detectors

Manually crafted features were used in traditional object detection techniques. Most of the
researchers only used the complex features vectors because advanced image representation
methods were not developed completely, and the computational resources were limited at that
time. Traditional detectors identify the object using approaches like VJ (Viola-Jones) detector,
HOG, SIFT, etc. Traditional object detection methods were successful because features
descriptors were carefully designed to achieve the regions of interest in the image. The
remarkable result was attained on the Pascal VOC dataset using feature representation and
classifier [192].

4.1.1 Viola-Jones detectors (VJ).

The first traditional object detection technique was VJ Detector to detect the human face
21 years ago. This technique has been performed face detection without constraints [181]. VJ

Table 2 Standard datasets and the referenced studies

Sr. No. Datasets Count Citations

1. Pedestrian detection 10 [12, 13, 21, 28, 29, 45, 126, 131, 185, 211]
2. Face detection 8 [77, 78, 87, 113, 122, 201, 202, 206]
3. Text detection 19 [14, 49, 65, 70, 74, 103, 104, 119, 121, 143, 149,

150, 154, 157, 162, 178, 183, 203, 207]
4. Traffic light and sign detection 9 [6, 25, 30, 33, 38, 62, 120, 172, 220]
5. Remote sensing target detection 11 [20, 60, 84, 89, 94, 96, 138, 169, 196, 219, 221]
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uses a straightforward approach for detection, such as a sliding window. In this technique, all
the pixel locations from the image are checked and scaled, so detecting the human face in the
window becomes easy. At that time, this algorithm has detected the faces without any kind of
constraints [133, 180, 181]. The name of this technique is given to the author, i.e., “Paul Viola
and Micheal Jones” because authors of these techniques significantly contribute to the area of
face detection. It has a straightforward process, but the calculation behind this process was too
away from the computer power of that time. As a result, the detection speed is fast, but the
training for this technique is slow. This entire process has divided into three steps:

Integral image This is a computational method, but it has been used to speed up the
performance of the box filtering. For calculating the rectangular features, the integral repre-
sentation of the input image acts as an intermediate form for further steps. VJ detector has used
Haar wavelet for feature representation of an image.

Feature selection Integral representation has been used to select the small and key features.
Adaboost procedure has been performed the searching to select the small number of good
features.

Detection cascade This is the last step of the process that uses cascade classifiers to discard
the background region of an object from an image. More computations are worked upon an
object rather than on the whole image. Therefore, it reduces the computational overhead on the
background and focuses only on the object (faces).

4.1.2 Histograms of Oriented Gradients (HOG)

In 2005, N. Dalal and B. Triggs [22] had proposed the HOG (Histograms of Oriented
Gradients) descriptors with improvements in the SIFT (scale-invariant feature transform) and
shape context. It creates the histogram of edges using patches, where a patch contains anything
such as it may be a person, any meaningful background, an object, etc. In this technique, pre-

Fig. 3 Classification of various object detection techniques
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processing is performed on selected patches such as translating to the fixed aspect ratio, i.e.
1:2, and if the patch size is larger than 64 × 128, then it resizes to it in that size. Gamma
correction is used in pre-processing. This method calculates the histogram of gradients, i.e.,
vertical and horizontal gradients are calculated. It can be done with the use of the Sobal
operator, and after that magnitude and direction of gradients can find out by using the

following formula as g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

g2x þ g2y
q

and θ ¼ arctan
gy gx non-essential informa-

tion is removed with the help of the gradient’s image and highlights the outlines. If the input
image is coloured, then three channels of colours are evaluated. Therefore, gradients are
calculated for three colour channels on each image pixel, and the maximum gradient from
the three-channel and corresponding angle is selected for further steps. A histogram of
gradients vector is created and normalized to the vectors to take the final result. After that,
information is forwarded to machine learning algorithms to train the classifier, such as SVM
used to train the classifier. Non-Maximum Suppression (NMS) is applied to remove the
object’s maximum redundant bounding box. HOG is used for the detection of different class
objects. It detects all distinct sizes of different objects by using multiple times of re-scaling of
the image as well as keeping the window size unchanged. HOG has been highly used for the
detection of pedestrians.

4.1.3 Deformable Part-based Model

In 2008, DPM (Deformable Part-based Model) was proposed by P. Felzenszwalb et al., which
was the apex of traditional object detection methods [37]. DPM is the extended version of the
HOG Detectors. DPM follows the divide and conquer strategy for the detection process. Here
divide is just like training, and conquer is inference. In training, learning has been performed
so that it helps to decompose the object into parts. After detection of the parts of the object,
results are combined to compute the overall inference. This model consists of three compo-
nents, i.e., root filter, part filter, and spatial model. A root filter is a detection window that
approximately covers the entire object. Therefore, a filter with some specific weights is used
for the “region feature vector”. Part filter: Multiple-part filters are used to cover the small parts
of the objects in an image. A spatial model is used to score the part filters locations relative to
the root.

Further, this work is extended as the ‘Star Model’ done by P. Felzenszwalb, D. McAllester,
and D. Ramanan [37]. After some time “Star model” is converted into a mixture model by the
author R. Girshick to detect real-world objects under different but significant variations. In the
mixture model, weakly supervised learning has been performed to configure the part filters. In
other words, part filters have been automatically learned by using weakly supervised learning.
PASCAL VOC gave a “lifetime achievement” award to P. Felzenszwalb and R. Girshick in
2010.

4.2 Deep Learning based object detectors

With the advancement of technology, object detection has become one of the main research
areas of computer vision. Before 2010, Object detection has done through the classical
algorithm. Traditional detectors had some limitations, such as a huge amount of proposals
generated, from which many proposals were redundant. These redundant proposals resulted in
many false positives [192]. Therefore, when the CNN architecture was proposed, it gave a big
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change in the area of object detection and the deep neural network. The deep neural network
has been used for feature representation of the image on a deep level so that the detection of an
object is done effectively with less error rate. Deep neural architecture takes lots of time
because it has a huge amount of data for training. Different types of the backbone are applied
to detect objects, such as AlexNet, VGG Net, GoogleNet etc. [209]. Object detection tech-
niques based on deep learning are divided into two-stage and one-stage detectors. The two-
stage detectors used two stages to detect the objects from the image, and these detectors often
provide state-of-the-art results or high accuracy on available datasets. But these detectors have
a lower inference speed as compared to one-stage detectors. The one-stage detector is mostly
used in real-time object detection and provides the desired result much faster than two-stage
detectors.

4.2.1 Two-stage Detectors

In this, two stages have been used to detect the objects, such as proposal generation and, from
these generated proposals, make predictions about the objects. In the first stage, regions of all
the objects are identified using detectors. The image detector generates the regions which have
a high recall rate; further, objects belong to at least one of these generated regions. In the
second stage of these detectors, classification is performed by using the deep learning models.
The generated regions either contain the objects of predefined labels or a background. Despite
this, localizations may also be refined by the model proposed in the first stage. Further, this
section describes the prominent two-stage detectors techniques.

Region-based Convolutional Neural Network (RCNN). R. Girshick, J. Donahue, T. Darrell,
et al. have used CNN to make a new object detection technique, RCNN, a two-stage technique
[47]. RCNN algorithm performs three steps for object detection: extract region, compute CNN
features and classify the region. In the Region Extraction step, 2000 cropped and wrapped
regions were generated using the selective search approach. Objects are present on any scale,
so the selective search approach finds all objects on all scales with fast computation speed.
Similar regions are grouped based on size, texture, colour, and shape. Compute CNN: After
selecting regions, each region is resized to the fixed size and sent to CNN for feature
extraction. Classification of the region: SVM is the score used for each class and applies
NMS (Non-Maximum Suppression) on each class for rejecting those regions whose IOU
(Intersection Over Union) has larger than the learned threshold.

Therefore, the traditional detectors used the hand-crafted features descriptor to detect the
object from the image. In the comparison of this, the deep neural network produced the
hierarchical features from the image, and different layers of different scale information is
captured for object detection. As discussed in the previous paragraph, Fig. 4 displays the steps
that are performed in the R-CNN architecture. This method is used to classify the object
as well as show the bounding box over the detected object. In addition to this, RCNN
faces some limitations, such as (i) using a deep convolution network, features are
extracted from each proposal separately, making many duplicated computations. There-
fore, training and testing of RCNN was a very time-consuming process (ii) all the three
steps of this technique were independent which has run independently makes it difficult
for getting the globally optimal solution (iii) in complex image backgrounds, selective
search does not perform well for generating the proposals because selective search uses
only low-level signs.
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Spatial Pyramid Pooling Networks To overcome the drawbacks of RCNN, K. He, X. Zhang,
S. Ren et al. read and considered the theory of spatial pyramid matching (SPM) to introduce a
new network structure SPP-Net in 2014 [57]. In RCNN, CNN is applied to a fixed size input
image which makes this requirement is artificial. Some objects are cropped or distorted
because of fixed size constraints. Their requirement is removed in SPP Net for improving
the accuracy. The new network structure uses the SPP layers, which generate the
predetermined length vector representation accepted by the fully connected convolution layer.
The whole image is used only once in this detector to extract the features, unlike RCNN.

With the use of the deep convolutional network, a feature map is computed from the whole
image. Further, the SPP layer used the feature map to extract fixed-length feature vectors.
Feature maps are divided into three fixed-size grids, i.e.,M × M by SPP layer as shown in Fig.
5, for the multiple values ofM. Feature vector produced from each cell of the grids. After that,
all the feature vectors are joined together and fed to the SVM (Soft Vector machine) classifiers
and Bounding Box regressor. The accuracy of this technique is the same as RCNN, but the
speed is 20 times faster than RCNN. It has some drawbacks like RCNN; the first is that it
ignores all previous layers before the fully convolution layer, and the second is that training in
SPPNet is multistage. Because it works on multi-scale and different aspect ratios, this
technique works well without loss of information and undesirable distortion.

Fast Region-based Convolutional Neural Network Further improvement of RCNN and
SPPNet is done by Girshic and introduced a new architecture shown in Fig. 6 named Fast
RCNN. It takes input as a whole image and considered for producing the feature maps using
the convolution layer [46].

It removes the multi-level pooling layer and uses only one single layer grid. The “Region of
Interest (ROI)” pooling layer is used to a fixed-length feature vector is extracted and used with
the specific case of the “Spatial Pyramid layer (SPP)” which used only one pyramid layer.
Every feature vector is processed by the sequence of the “Fully Convolution (FC) layers”
before the output layer, and the final FC output is considered into two sibling layers, i.e.,
Softmax and Bounding Box. The softmax layer has been produced probabilities for all objects’
classes and one background class of the object. BBOx layer has generated the four real values
for making the box around the predicted object. This technique does not perform separate
training for the classifier and BBox regression. Fast RCNN is implemented using python and
C++ (using Caffe) [46]. It used all the advantages of RCNN and SPP-Net, but its speed is a
little bit slow because of proposal detection. But it saves extra storage space charges improves
accuracy and efficiency.

Fig. 4 Basic steps involved in R-CNN (Region-based Convolutional Neural Network)
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Faster Region-based Convolutional Network method Different methods are used to gener-
ate the candidate boxes like selective search, edge box, etc. However, these methods are not
improving the efficiency of the object detection approach. Therefore in 2015, S. Ren, K. He,
and R. Girshick et al. introduced a new method RPN in Faster RCNN, for generating the
regions [142]. RPN uses the sliding window approach on the feature map for generating
the bounding box on each object along with the score of the bounding box, as shown in
Fig. 7.

This generated bounding box with a common aspect ratio is called an anchor box. After
bringing down the proposals into fixed size, they are transferred to the full convolution layer,
i.e., the Softmax and regression layer. For increasing the non-linearity in the output (n ×
n)Convolution window, Relu is applied over the output window. With this new architecture
end to end, training of object detection algorithm is achieved. By revising the architecture of
these techniques, authors detect the objects [55].

Mask RCNN is a two-stage procedure based on a deep neural network, and the main
objective is to solve the instance segmentation problem [59]. It is an extension of Faster RCNN
detectors in which a mask network branch module is added for ROIs (Region of Interest)
segment prediction. Both object detection as well as for instance segmentation, can be done by
this technique simultaneously. This technique isolates the various objects from video and
image. In simple words, it takes the image as input and provides the output with detected
objects with masks, classes, and bounding boxes. This network has two stages; the first stage
accepts the input image and generates the region proposals where the object might have
existed. In the second stage, the class of objects is predicted, the bounding box refines and
creates the mask of an object using pixel level. These two stages of mask RCNN are connected
with FPN backbone architecture.

Fig. 5 Network structure of SPPNet

Fig. 6 Architecture of Fast RCNN
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4.2.2 One-stage detector

No intermediate task is performed in one stage detector for taking the final output. Therefore, it
leads the faster and simpler architecture. For example, YOLO, RetinaNet, SSD etc., are the
one-stage detectors that are used to assign a bounding box to a specific position. So, detectors
perform learning on certain object locations.

You Only Look Once In 2015, the first stage detector YOLO was introduced by the author J.
Redmon, S. Divvala, R. Girshick et al. [141]. YOLO (You Only Look Once) follows the
different methods for detection and verification. The architecture of YOLO is shown in Fig. 8.
This technique uses the fixed grid detector, which makes the technique fast. A single neural
network is applied to the whole image to detect objects in this technique. The whole image is
divided into fixed regions, from each region, the probability and bounding box of the object is
calculated. In Yolo, single CNN was used to predict the class probabilities on multiple
bounding boxes. In this, training is performed on whole images. YOLO (You Only Look
Once) predicts objects based on the convolutional layers that use the S × S grid system. These
individual grids on the input image are responsible for detecting objects and predicting the
boundaries of the object.

The various versions of YOLO are YOLOv2, YOLOv2 tiny network (ear detection) [205],
tiny-YOLO-voc1(forest fire detection [191]), YOLOv3 [140], YOLOv4, YOLOv5. YOLOv1
has the limitation of small object detection and the worst accuracy if the input image size is

Fig. 7 Region Proposal Network (RPN) [142]

Fig. 8 Architecture of YOLO Detection System [141]

38312 Multimedia Tools and Applications (2022) 81:38297–38351



different from the training images size [141]. Therefore, YOLOv2 is introduced with Darknet-
19 architecture with 19 convolution layers and 5 max pool layers, and one SoftMax layer
[139]. Batch normalization reduced the overfitting by altering the scaling activation function.
Image resolution increased from 224*224 to 448*448, and a feature map of 13 × 13 improved
the accuracy to detect smaller objects in YOLOv2. In addition, the Region Proposal Network
and Single Shot Multibox Detector (SSD) improved the performance in the YOLOv2 version.
YOLOv3 is based on Darknet-53 architecture and improved the accuracy for smaller objects
compared to earlier versions of YOLO [140].

In YOLOv3 logistic classifier is used instead of the SoftMax function that provides the
benefits of a multi-label classifier in object detection. The key novelty of the YOLOv3 is that it
makes object detection at three different scales. In YOLOv3, Feature Pyramid Network (FPN)
allows the network to learn objects of different sizes. The EYOLOv3 is used to detect traffic
objects from video [161]. With the advancement in YOLO, the updated version of YOLOv4
has been proven to be the fastest object detection and improved the mAP by 10% [9]. With the
advancement in YOLO, the updated version of YOLOv4 has been proven to be the fastest
object detection and improved the mAP by 10%. Yolov4 has CSPDarknet53 feature extraction
architecture used to split the current layer into two distinct parts. One for passing every input
through the convolution layer and the other without passing through the convolution layer. In
the end, the results of both parts are aggregated. Spatial pyramid pooling is introduced to
improve accuracy by separating out the most significant context feature in YOLOv4. The latest
version of YOLOv5 is the translation of the Darknet framework to the PyTorch framework
[81, 125]. Darknet is primarily written in C and offers much control over the network’s
operations. But PyTorch is written in the Python programming language and provides easy
control of low-level operations with more configuration. Data augmentation, auto-learning
bounding box anchors, light-weighted models, and fast performance are the key features that
are introduced in YOLOv5. The release of YOLOv5 includes four different sized models, (i)
YOLOv5s (small), (ii) YOLOv5m (medium), (iii) YOLOv5l (large) and (iv) YOLOv5x (extra-
large).

Single Shot MultiBox Detector W. Liu, D. Anguelov, and D. Erhan et al. introduced a new
technique, SSD (Single Shot MultiBox Detector), in 2015 [95]. It is a second technique of the
one-stage detector in the deep learning era. For improving the accuracy of small object
detection, SSD used multi-reference and multi-scale representation. The only difference
between the SSD and the former object detection technique is that SSD runs only on the top
layers, and the former run-on different layers of five different scales. SSD is also used for real-
time fire detection with high detection accuracy [191]. SSD architecture is divided into two
parts, i.e., the backbone model and the SSD head. The first part is the backbone model, a pre-
trained classification network that acts as a feature map extractor. The second part is applied on
top of the first part, in which several convolutional layers are stacked together. This part
gives the output as the BB (bounding box) over the detected object. Various objects from
the image are detected with these convolutional layers. It is an efficient and fast object
detection model for the detection of multiple categories. With time, tiny SSD has been
introduced to provide reliable performance compared to tiny Yolo on the VOC07 dataset
[190]. The authors can use SSD to optimize the algorithm to detect objects such as
vehicles and wheels using optimized SSD [41]. Deconvolutional Single Shot Detector
(DSSD) has an extended version of faster RCNN in, which ResNet-101(Backbone)
adopted.
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Further, this technique adds two modules, i.e., the prediction and deconvolution module
[42]. In the prediction module, the residual block is added with each prediction layer, and
element-wise addition is performed on the output of the residual block and prediction layer.
With the deconvolution model, the resolution of feature maps increased to strengthen features.
The different kinds of objects of different sizes are predicted in the deconvolution layer. The
ResNet-101 backbone architecture was selected for the model’s training on the ILSVRC CLS-
LOC dataset. The experiment is performed to show the effectiveness of the proposed model on
the PASCAL VOC and MS COCO datasets. With deconvolution and predication module,
2.2% enhancement is brought on the VOC2007 dataset. Researchers have been trying to
improve the detection accuracy in the real-time environment while applying some improve-
ments to the existing detectors. Lu et al. have presented the AF-SSD (Attention and feature
fusion SSD) to solve the problems caused by complex backgrounds, scale variation, and small
objects [102]. This structure used the MRF (Multiscale Receptive Field) module of CNN that
shows the region’s size in which pixels of the feature map are recorded on the original image.
The receptive field size affects the information of feature maps means a large size has more
global information and small size has more detailed information on the feature map. Thus, this
module has been designed to broaden the receptive field to capture multiscale features.

Retina net T. Y Lin, P. Goyal, R. Girshick, et al. have presented a new loss function in
replacing the existing standard cross-entropy loss for handling the class imbalance issue during
the model’s training [93]. Compared to two-stage detectors, the accuracy of the one-stage
detector is slower. Therefore, RetineNet has proposed a single-stage object detector that runs
fast and provides accuracy on dense as well as small-scale objects. It is a single unified
network with a backbone architecture and two subnetworks to perform object detection at
multiple scales. The backbone architecture accepts any input image size and computes the
convolutional feature map on input. Further, object classification is performed on the output of
backbone architecture by the first subnetwork, and the second subnetwork performs bounding
box regression. Two sub-networks are used for increasing the performance of a one-stage
detector, as shown in Fig. 9.

RetinaNet has four main components, as shown in Fig. 9, i.e., classification subnetwork,
regression subnetwork, top-down path, and Bottom-up path. The first one is the Bottom-up path
in which ResNet is chosen as a backbone architecture to compute the feature maps at different
image scales. FPN (Feature Pyramid Network) is used for lateral connections and top-down
pathways in the second part. This helps to construct a multi-scale and rich feature pyramid from
any size of a single resolution image. After that, the third part of RetinaNet is the classification
subnetwork that predicts the probability of each detected object class and anchor box. The last
part calculates the offset value of the BB from the anchor boxes. The Focal Loss (FL) function

Fig. 9 Architecture of one stage detector RetinaNet with FPN [93]
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has a high detection speed as well as maintains accuracy, just like two-stage detectors. The
bigger object, the more stability is provided by RetinaNet [128]. FL improves the Cross-
Entropy Loss proposed for handling the foreground-background class imbalance problem that
occurred in one stage detector model. The proposed network have thousands of anchor boxes at
each pyramid layer. It is widely applied to aerial and satellite images to detect objects. Sun et al.
have developed a new end-to-end detector, R4 (“Refined Single-stage detector with feature
Recursion and Refinement for Rotating objects”), that uses RetinaNet as a base network to
detect the objects from dense distribution, larger aspect ratio, and category imbalance [163].

Lightweight and Adaptive Network for Multi-scale Object Detection In 2019, A light-
weight and Adaptive Network for Multi-scale Object Detection (LADet) was proposed by J.
Zhou et al. for handling the Scale variation challenges of object detection [216]. LADet has
been performed object detection with the use of two modules such as AFPM and LCFM, i.e.,
Adaptive Feature Pyramid Module and Light-weight Classification Function Module, respec-
tively (architecture of LADet has shown in Fig. 10). The proposed architecture uses the
DenseNet-169 as a backbone architecture for extracting the multi-level feature from the input
image. Further extracted features fed into SFPM in which complementary semantic informa-
tion was generated from the feature maps. This module is further divided into two subparts, as
shown in Fig. 10, i.e., FFM (Feature Fusion Module) and ACFR (Adaptive Channel-wise
Feature Refinement). In the FFM, all the feature maps of pyramid levels are scale normalized
to the same resolution. Further concatenation is performed on multiple outputs of scale
normalization for fusing the feature maps.

Then, the ACFR model generates the complementary information on the output of FFM.
Classification scores and dense bounding boxes are generated based on learned feature maps.
The AFPM has used two convolution layers that contain structure-sparse kernels. This module
also applied the permutation operation between these layers to estimate “high-rank kernel” or
“original dense”. The classification module predicts the probability of the presence of the
detection object and class. This technique achieves better accuracy and speed in comparison to
previous techniques. There are multi-level FM extracted from the backbone network fed into
the AFPM for generating the pyramid FMwith paired semantic information. After that, LCFM
(classification subnet) and Box regression subnets are applied.

Over the past decades, the progress of object detection has been widely accepted in the real
world to solve or help human beings. Therefore, Table 3 gives a brief overview of several
object detection techniques and their strengths, metrics, and limitations.

Fig. 10 Overview of LADet model
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In this table, several techniques are reviewed, such as traditional as well as deep learning-
based. In general, features pyramids and sliding approaches were used to detect the objects in
traditional techniques, but these techniques only detect the objects with a fixed aspect ratio. So,
a two-stage detector has been used to detect the objects which have detected the objects in two
stages. In this, the first stage is used to generate the regions of interest from the input image,
and then these regions are sent to the pipeline for bounding box regression and classification.
One stage detectors such as YOLO, SSD etc., are ended to end detectors that detect the objects
directly from input images by learning bounding box coordinates and class probabilities of
specific classes

5 The performance metric for object detection

Different algorithms have been developed to detect the object from videos or images.
Therefore, the performance of these algorithms can be evaluated using metrics. Many ap-
proaches have been assessed for the model’s accuracy or an algorithm in the form of speed or
accuracy. Frame Per Second (FPS) has been considered to evaluate the different approaches in
terms of speed. It is the procedure to express how fast an algorithm or approach is. The fps of
any approach is higher than the other approach, which means that approach can process many
frames per second [115]. For example, the Fast YOLO has 155 FPS higher than YOLO, which
has 45 FPS [214].

The most commonly used metric to evaluate object detection performance is Average
Precision (AP). Before preceding the AP, here, this study should review some of the basic
concepts that the AP uses, such as True Positive (TP), False Positive (FP), False Negative
(FN), and True Negative (TN). A TP is a correct detection of the ground truth (annotated
bounding box), and FP provides the positive window on an incorrect or inappropriate place
outside the ground truth bounding box. In FN, the detector is unsuccessful in generating the
positive window, although an object’s ground truth bounding box exists in the image. TN is a
correct detection of the negative class. True negative is not used in object detection because
many bounding boxes exist in the image that should not be detected [130].

In object detection, locating the different objects by localization means the bounding box is
predicted around the objects. IoU (Intersection over Union) has been used to check
how much-predicted bounding boxes are accurate. IoU provides the overlapping area
of the ground-truth BBg and predicated BBp The bounding box is divided by predicted
and ground-truth bounding boxes. Equation 1 shows how IOU works in the case of
object detection and how it is important for object detection. The IoU is calculated by
using equation number 1.

The detection of an object is correct or incorrect, and this can be classified with the help of
given threshold t and IOU overlap. For this, the threshold t and IOU are compared. Detection
can be considered correct if the IOU ≥ t; otherwise, it is incorrect. Several detectors overlap
one ground-truth bounding box. Only one is considered a true positive from this detector [20].
Precision and recall concepts have been mostly used to assess object detection methods.
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Precision is the capability of a model to recognize only significant objects. In other words,
precision is a percentage of retrieved predictions that are relevant or correct. Precision P is
calculated by using the TP (True Positive) and FP (False Positive). Precision is calculated by
using the following equation number two:

P ¼ TP= TPþ FPð Þ ð2Þ
The recall is a fraction of relevant instances that are successfully retrieved. It is calculated
using TP (True Positive) and FN (False Negative). Recall R is calculated by using the
following equation number third.

R ¼ TP= TPþ FNð Þ ð3Þ
A detector identifies all relevant objects to find the ground–truth objects. A detector can
be a good detector if the value of the precision or recall is still high while the confidence
threshold value can be varied. Average precision (AP) is a metric that is calculated by
using the average value of precision over recall intervals of 0 to 1. In other words, it is
the area under the precision-recall curve (PRC). The value of AP is higher means the
method’s performance is good and vice versa. The mAP (mean Average Precision) is a
metric used to measure the detector’s accuracy in all the classes, and this is the actual
metric to check the accuracy of detection [142]. The mAP is computed using the
equation number fourth.

mAP ¼ 1

N
∑
N

i¼0
APi ð4Þ

Where N is the total number of classes and APi is the ith class of the AP. One more metric F1
score is a harmonic mean of Precision and Recall. Sensitivity (SEN) and Specificity (SPE)
metrics are used for evaluation purposes and calculated by using the equations fifth and sixth
[7], such as

SEN ¼ True Positive=True Positiveþ False Negative ð5Þ

SPE ¼ True Negative=True Negativeþ False Positive ð6Þ
LRP (Localization Recall Precision) Error has been proposed to deal with shortcomings of the
AP (Average Precision) metric [209]. LRP is computed using three components: localization,
FN, and FP.

As shown in Fig. 11, precision and recall metrics are used for comparing the various object
detection. Some of the studies have used a combination of these metrics to evaluate the results.
Recall and precision are the most widely used combination.

6 Applications of object detection

Object detection has been used widely in industries and areas. Various application areas of
computer vision tasks are security, image retrieval, surveillance, machine inspection, automatic
vehicle system, and many more. Current applications are discussed in the following section
based on the latest publications from 2020 to 2022, as shown in Table 4.
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6.1 Pedestrian detection

Object detection plays a significant role in identifying the pedestrian on the road. Many
researchers have been used in many application areas such as video surveillance, autonomous
driving, robotics [30, 45, 116] etc. video surveillance: In the intelligent video surveillance
system, pedestrian detection plays an important task because this provides the semantic
understanding about the video footage and helps to improve the safety system by detection
of pedestrian movements [206]. Autonomous driving: object detection plays a significant role
in the autonomous driving system. With the help of object detection, systems can identify
nearby objects such as cars, traffic lights, road signs, pedestrians, motorcycles, etc. [112, 179,
189]. Therefore, the car uses object detection trained models to decide whether to apply break
or turn according to identify the nearby objects. Visually impaired persons also use these
autonomous driving systems to go anywhere in the world without any dependency on a human
being [71]. Various researchers have developed different data sets such as MIT Pedestrian,
INRIA, Catech, KITTI, CityPersons, EuroCity, nuSense, etc., as shown in Table 2. Some of
the difficulties in pedestrian detection include small object detection, Dense and Occluded
pedestrian, real-time detection, and weather conditions [112, 126].

Worldwide, researchers have worked on pedestrian detection. The social distancing monitor
network was designed using PeeleeNet backbone architecture and yolov3 architecture on the
human head (Merge-Head) dataset. Firstly, it will detect the pedestrian from the real-world
images then calculate the distance between them [156]. The object detector’s performance has
been affected by label assignment. Therefore, for crowd scenarios, the label assignment
strategy, i.e., LLA (Loss-aware Label Assignment), is designed for pedestrian detection in
crowd areas. The architecture RetinaNet and FCOS is used with LLA to improve the MR by
9.53% and 5.47%, respectively, on the CrowdHuman and CityPersons dataset [44]. An
investigation to improve the efficiency of experiments is performed on two-stage detectors,
i.e., RCNN with different pre-trained networks such as AlexNet, VGG16, and VGG19. The
Efficiency of RCNN is improved with VGG19 that achieves the highest AP, Recall, and F-
measures [111]. The pedestrian segmentation and detection task are optimized with the use of
the proposed RGBD pedestrian detection formwork, i.e., WSSN (Weak Segmentation Super-
vised Network). This framework does not use pixel-level segmentation during training.
Despite this, weak segmentation masks are used, automatically made from depth images.
These masks are further used for the classification task. The proposed method used the pre-

Fig. 11 Performance metrics used in different studies
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trained network VGG16 with the COCO dataset [50]. The augmentation process has been
improved to increase the performance of the detectors. The “Shape Transformation-based
Dataset Augmentation” (STDA) framework proposed to augment the dataset by performing a
transformation on real pedestrians from the dataset into various shapes [19]. Pedestrian
detection from a low-quality image is challenging for researchers. Therefore, jin et al. proposed
a playground dataset that contains low-quality images with blurred scenes, heavy weather, etc.,
of different periods (day or night). Jin et al. also proposed an SRD (Super- Resolution
Detection) network that enhances low-quality images’ resolution [73]. The SRD is combined
with some improvements in Faster RCNN to detect pedestrians from the low-quality videos.
Gawande et al. have proposed SIRA (Scale, Illumination, Rotation, and artifacts) with Mask
RCNN named SIRA Mask R-CNN detector that detects pedestrians in different conditions
such as scale, illumination, rotation, etc. [43]. A brief overview of the recent publications is
shown in Table 4. Most of the work has been done on CityPerson, Caltech, KITTI, and COCO
datasets. Due to the advancement of deep learning, most studies have used the Faster RCNN
and the different versions of YOLO for pedestrian detection techniques, as shown in Table 4.

6.2 Face detection and recognition

Face detection and recognition are widely studied in computer vision and are among the oldest
computer vision applications [202]. Applications based on such techniques are most frequently
used in daily routines, such as Facebook performing face recognition when the image is
uploaded on that application [5]. Object detection is a process to identify the object location
and define the class of the detected object. Face detection is a widely used computer
technology in various applications to identify human faces from digital images, and further
face recognition is used to verify a person detected from images or videos [131]. Face
recognition is mostly used in biometric technology. All face detection algorithms have focused
on detecting frontal human faces [77]. For detection, features of the images are compared with
the features stored in the database. Nowadays, face recognition has been used in a lot of
applications, such as used to unlock phones and other specific applications [52]. With the help
of face recognition in banks, airports, retail stores, biometric surveillance, and other applica-
tions reduce crime or prevent violence. VJ detector has been widely used to detect the face
from images [133]. In this, some difficulties include intra-class variation, multi-scale detection,
occlusion, and real-time detection [202, 206]. Most of the applications consider facial expres-
sions to analyze human behaviour. Smile detection is also part of facial expression used in
many applications like patient monitoring, photo selection, etc. [127]. In Table 2, FDDB,
AFLW, IJB, MALF, WiderFace, etc., widely used datasets are used by various researchers to
solve their problems.

Face recognition has been used in the home security system. Ravishankar et al. have
developed a smart home system that recognizes the face and sensor according to the match
the face is activated. Three types of sensors are used in this system Fire sensor, turbidity
sensor, gas sensor, and according to the sensor alert message is sent on the telegram bot [137].
From the security point of view, hung proposed a method with the use of HOG and CNN for
face detection from images [67]. To detect the face from collaborating learning environment is
also particularly challenging. Tran et al. have proposed a method that detects the face from
collaborating environment along with a different variation of poses [174]. Researchers also
identify the person from the live video by providing the label [153]. The face detection is also
done based on the complexion of people using the hybrid approach in which RGB and YCbCr
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colour spaces are combined for face detection from surveillance videos [61]. With the use of a
three-colour space model, Kumar et al. have proposed a technique to detect the faces from
occluded and non-uniform illumination images [80]. Due to the advancement of deep learning,
Lv et al. have combined the two deep learning methods such as OMTCNN and LCNN, for
face detection and recognition. This system provides a good result and applicability for the
embedded platform [106]. Javed et al. have also designed a system using a deep learning
model that recognizes the face and achieves 95.72% accuracy [114]. Despite face detection
and recognition, the different facial expressions of human beings are also recognized with the
use of deep learning from the image [176]. Face liveliness is another area of face detection in
which the person in front of the camera checks that the face of the person is live so that face
spoofing attacks are prevented and ensured by biometric authentication. Rahman et al. have
proposed an attendance system that detects a person’s liveliness using heart-beat measurement
and the deep learning model FaceNet [136]. This system helps for the detection of spoofing
attacks in the authentication. According to Tamilselvi M. and Karthikeyan S., different
methods have been used for face recognition, such as LBP (Linear Binary Pattern), Multi-
SVM (Multi Support Vector Machine), CNN, DBC (Directed Binary Code) etc. However,
satisfactory results have not been achieved yet due to occlusion and poor lighting in large
databases. Therefore, they have proposed an HRPSM_CNN (“Hybrid Robust Point Set
Matching Convolutional Neural Network), which achieved 97% accuracy [168]. This ap-
proach also provides better results for visually impaired assistive devices under different
weather and lighting conditions. The identification of cattle is difficult due to food quality
tracing, breeding association, fake insurance claims etc. Therefore, Xu et al. have presented a
new framework named as CattleFaceNEt which is combination of RetinaFace-mobileNet and
ArcFace (Additive Angular Margin Loss) [199]. Human interaction stopped during covid 19.
Employees did their work from home. Therefore, the tracking system has presented face
recognition [69]. The recent work of the recent publication is shown in Table 4. The table
shows the proposed approaches to the different datasets and shows the results of these datasets.

6.3 Text detection

Most of the information has been preserved in the form of text in a large part of the world [70].
In this, researchers only determine whether the text is available in the image or not. If the text
is available in the image, localization and recognition have been performed on the detected text
[14, 74]. The ability to read the text in a natural, unconstrained environment is used by many
real-world applications to help people [178]. The text is extracted from the images or video,
whether the text is handwritten or printed, a scene photo, document photo etc. Object detection
plays a significant role in this application so that information is electronically edited, stored
more systematically or compactly, text displayed online, and used for machine processing
[119]. For example, most researchers extract the text from images by using object detection
and then convert the extracted text into speech. Visually impaired persons used this application
to read the street signs or currency [7]. It has also been used to build digital maps by detecting
and recognizing street signs and house numbers. Handwritten Chinese text is also detected
using CNN [117]. Some of the difficulties that can be affected by text detection are broken and
blurred characters, different fonts and language text rotations, and different fonts and language
[204]. There are different data sets such as ICDAR, SVT, IIT5K, CocoText, Total-Text etc., as
shown in Table 2.
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Despite the English text, the Gurumukhi text is also recognized in the newspaper with the
use of classifiers. Different classifiers and features techniques were analyzed that recognize the
broken characters, heavily printed characters, etc. After analyzing, MLP (Multi-Layer
perceptron) and Random forest classifier with diagonal feature extraction strategy achieve
high accuracy [75]. The emerging research problem is VQA (Visual Question Answering), a
combination of natural language processing and computer vision. This research topic is
becoming popular due to applied in many application areas, such as assisting blind people
and children’s education. The proposed framework “TextVQA” used three modules: an
attention mechanism, multimodal information fusion, and attention map loss to improve model
accuracy. This LSTM provides the complex answer to predicated words [195]. Xue et al. have
also developed a multi-task network technique to detect and rectify the text from arbitrary
shapes [200]. The text line grouping problem is solved using a link relationship. The proposed
approach “RelaText” divides the text detection problem into two parts: the first part is to find
the text primitives with the use of an “anchor-free region proposal network” and the primitive
graph is composed of the detected text primitives [107]. Then, Graph Convolution Network
(GCN) approach is used to achieve better accuracy in small interline spacing and larger
intercharacter. However, the object detectors suffer performance degradation when well-
trained detectors are applied on the different target domains. In simple terms, a huge amount
of data is required to train a detector for the target domain. Despite this, the annotation and data
collection processes are very time-consuming and expensive processes. Therefore, Chen et al.
have proposed a self-training framework that solves the “domain adaptation scene text
detection problem” using unannotated images or videos [18]. The proposed framework used
the text mining module and Gen-Loop (Image to video generation) method to train a network.
All the brief information on the related work toward text detection and recognition is shown
the Table 4. The table shows that text detection and recognition have been applied in many
sub-application areas.

6.4 Traffic sign detection and classification

Traffic signs are very important for everyone to reach a destination safely. These are the rules
or information to inform the drivers about the road conditions to be safe from accidents. Traffic
signs contain a lot of information and are complex, so needing the constant attention of drivers
towards the traffic signs is not an easy task [25]. In recent years, many object detection
methods have been developed and improved several aspects of daily life, such as the health
care system and cars with automatic control [118]. In the traditional methods, traffic signs have
been detected by considering the properties of the signs, such as the colour and shape of signs
[108]. After that, deep learning has been used for traffic signs or road sign detection and
recognition [11, 39]. Some of the difficulties, such as illumination change, harsh weather,
motion blur, and real-time detection, arise during the detection [76]. In this paper, some
commonly used datasets, such as TLR, LISA, GTSDB, BelgainTT, MTSD, etc. (shown in
Table 2), detect traffic signs and lights. Object detection also helps to track the objects from
videos such as tracking a person in a video, during the football match ball is the track, tracking
movements of a bat in cricket match [166]. Object tracking has been used in most of the area
such as for motoring the traffic, for security or surveillance, robot vision, and animation [116].

Table 4 summarizes recent studies published in traffic sign detection and transportation
detection. Other transportation detections such as car license plate (LP) detection, vehicle
detection, and driver activity recognition are similar tasks performed by the machine. Recently,
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automatic detection of road (traffic) signs and signals has gained much attention due to the
rapid development of autonomous driving. Like other object detection, road signs and traffic
light detection have challenges such as illuminations variations (day or night), motion blur,
harsh weather, and real-time detection. Due to the quick advancement of deep learning, YOLO,
SSD, RetinaNet, and Faster RCNN techniques were also adopted for training and testing on
road signs/traffic light detection, road damage detection tasks [3, 6, 100, 148]. Some new
approaches, such as adversarial training, different backbone architecture, and attention mech-
anism, have been used to increase speed or improve detection processes in challenging and
complex environments [66, 72, 88, 100, 109, 135]. An accurate observation of the surrounding
environment is required for an autonomous vehicle (AV) to help human beings to reach their
destination safely. Most of the deep learning and machine architecture converts sensory data
into semantic information that supports autonomous driving. The detection of objects is an
important characteristic of this system of perception. In 3D OD, the three-dimension reveals
more information about the objects, such as size and location. A different method has been used
for detecting 3D objects, such as point-cloud monocular and fusion points. The government
focuses on implementing safe and law-abiding actions in traffic to solve this problem. 3D car
instance benchmark is released to understand autonomous driving [160]. Sensor fusion is
utilized for attaining better features [4]. Lu et al. proposed the architecture consisting of RNN
and 3D convolution to obtain the “centimeter-level localization” accuracy [101].

6.5 Remote sensing target detection

Object detection is fundamental as well as a challenging problem in optical remote sensing
images. This application has received much attention in recent years and helps to improve the
understanding of the earth [20]. Many applications such as disaster rescue, urban planning,
geographic information system updating, and military investigation have used remote sensing
target detection [89]. Some difficulties arise in the detection process, such as occluded targets.
Many automatic target recognition (ATR) algorithms are used to recognize targets or other
kinds of objects with the help of sensors. The various researchers presented different data sets
such as TAS, OIRDS, DLR3K, DOTA, DIOR LEVIR, xView, etc. As shown in Table 2. ship
detection is also a widely used application and challenge to detect the ship from remote sensing
images [96]. Remote sensing target detection methods are categorized into four types such as
knowledge-based methods, template-based methods, OBIA based methods and last, machine/
deep learning-based methods [20]. In geospatial object detection, DIOR is the challenging
benchmark. The various categories such as vehicle, harbour, overpass, bridge, etc., are not
accurately detected by twelve representation methods due to the low quality and cluttered
background of the aerial images compared with real environment images. Researchers suggest
that the Snip and Snipper training schemes are applied to existing networks for better results
[89]. The brief information on the recent work is shown in Table 4.

Detecting objects from the spatial and background distribution is too challenging in high-
resolution remote sensing images. Zhao et al. proposed a multi-scale object detection approach
using “rotation invariance deep features “determined by channel attention named OR-FS-SSD
+ CA [215]. This method detects objects with different orientations and scales. Due to the
feature-capability of DNN (Deep Neural Networks), MS-CNN (multiscale convolutional
neural network) is proposed to detect or recognize the building rooftop from the remote
sensing image of high resolution [99]. The novel approach AF-SSD has developed to handle
the problems that occur with complex background and scale variation [102]. In this method,
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the first FFM method is introduced for the fusion of upper layers and shallow layers’ features,
and background noise DAM has been introduced. Moreover, the third model for this technique
is designed to capture multiscale features and broaden the receptive field. Crosswalk detection
plays a significant role in traffic safety. Therefore, researchers also work on crosswalk
detection from remote sensing images [17]. The RU-Net methods have been proposed to
extract the buildings from remote sensing images [184]. Zang et al. have developed a new
salient object detection method named Progressively Supervised Learning (PSL), a combina-
tion of fully supervised and weakly supervised learning [210]. In this method, the “pseudo-
label generation method” is proposed for the classification network and Grad-CAM (“gradient-
weighted class activation mapping”) for the computation of pseudo saliency maps. These
methods minimize the demands of large-scale pixel annotations. Wu et al. have developed the
target detection method in which DarkNet53 is improved based on YOLOV3 [194]. Due to the
best performance of the YOLO architecture, Zakria et al. have also presented the approach
with some modifications in YOLO-v4 for the detection of multiscale and direction targets from
remote sensing images [208]. In this, they proposed the classification setting of the NMS
threshold so that the method’s accuracy is increased without affecting the speed. Due to
extreme differences in object scale, Wang et al. have developed an FSOD-Net (Full-scale
object detection network) which consists of a proposed MSE-Net (multiscale enhancement
network) backbone architecture cascaded with SIRL (Scale-Invariant Regression Layer) [188].
GLE-Net (Global and local ensemble network) is proposed to detect the small, dense objects of
aerial images taken by the drone. This network used the two base networks YOLOv5 and
CenterNet for comparison and this network can act as plug-and-play network for improving
the accuracy of any detection network [92]. Some of the objects such as golf courses, sewage
treatment plants, and airports that are not present in fixed size or shape. Therefore, PBNet
(Part-based convolutional neural network) has been designed for the detection of these rigid
objects from remote sensing images [165]. Object detection from different view angles also is
a challenging issue. Zhang et al. have presented an approach PSNet (Perspective-sensitive
network) in which perspective-specific structural features are used instead of uniformed
features [213]

6.6 Other application areas

Object detection has been used in other applications. Object Recognition as Image Search:
object detection can also be used as an image search. For doing this, objects from the image are
detected to get the label of objects in the first step, and these labels are passed to the URL to
perform an image search. Object counting: Counting the number of objects from an image or
real-time video can also be done with the help of object detection. During the festivals, People
counting is used to estimate the crowd statistics. Automatic Image Annotation: The computer
system automatically assigns the Meta-data to the digital image in a caption or keyword in the
automatic annotation process. Identity verification:A person’s identification and verification is
used to authenticate a person by an organization or any other. The advancement in the various
fields has required security for the organization, system etc. Therefore, biometric options are
used to secure confidential information.

In biometric recognition, individual identification is based on the biological differentiation
patterns of fingerprints, retina and iris patterns, or ear has been used [205]. Eye-blink
information is used for sensing emergencies. Therefore, a method is used to detect eye blinks
[85]. In image forgery detection, copy-move forgery is one of the easiest forms of detection in
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which detection is performed on some part of the image that is copied and moved to another
place within the same image. This kind of detection is used to compare the features of the
original image with forgery images [27]. Extraction of an object: image segmentation and
object extraction are closely related terms. In the segmentation process, the whole image is
divided into sub-parts based on colour, intensity etc.

On the other hand, object extraction is used to represent the object in a more meaningful
representation. Therefore, image segmentation is performed on the image to separate various
parts for object extraction. After that user selects the background or foreground region with the
help of a marker, and then the algorithm segments the foreground from the background of the
image. Most photo editors have used this technology to change the image’s background. In the
future, by improving this technology, object extraction will be used to extract the object from
the video.

7 Challenges

Object detection models have been trained on the huge amount of data to detect the object
from the input image easily. While detection has been performed, several types of parameters
affect the performance of detection algorithms. Some of them are discussed below:

7.1 Input source

Object detection is impossible without image, video, or any real-time scene, so a good quality
input source is required. Some of the input source-related issues are discussed over there.

& Camera problems: In object detection challenges, issues related to the camera are always
affected. An image has been captured with the static camera with limited colours infor-
mation, without focus or low resolution in a real-time environment that gives a low quality
of the image or blurred etc. [124]. The captured images are not detected perfectly because
the trained models cannot be trained on low-quality or blurred images.

& Illumination: While capturing the image, different things are affected by the image or
object that appears in the image, such as environment, physical location, lighting (indoor,
outdoor, dawn, dusk, weather condition, backgrounds, viewing distance etc.) [76, 132].
The images captured from the outdoor environment are challenging because the environ-
ment is uncontrolled. An image is also captured indoors containing shadow or false-
positive effects due to sudden changes in light. These types of conditions are produce
results with a variety of objects such as pose, blur, clutter, scale etc. [98].

7.2 Object related issues

While objects are detected from an image or any input source, several challenges are occurred
related to the objects. Some of the challenges are discussed below.

& Size of the object and aspect ratio: An object is present small or big in the image or
videos. Different type’s interesting items are available in different sizes and aspect ratios.
After classifying an object or item in the image, localization of such items is too difficult
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[48]. Further added that different items can be viewed in different shapes, for example, the
aspect ratio of the person standing person or sitting person.

& Intrinsic factors: Many variations of instances appear in the image of particular object
categories, such as they are different according to the texture, colour, material etc. There-
fore, the detection of these object instances from images, videos, or real-time environments,
has been affected the accuracy of object detection approaches [98]. Furthermore, the objects
blended with the image background are also very hard to detect from images.

& Occlusion: Occlusion is also one of the challenges in object detection. The image contains
several objects, and each object is different from the other objects. As a result, some
objects are hidden behind the other objects either partially or fully in captured images,
known as occlusion [76]. For example, feature extraction is difficult for the dog object
behind the car object.

7.3 Efficiency

With time, technology has been changed to fulfill the requirements of people. For example,
portable devices are used while people travel from one place to another, and the demand for
wearable devices has been increasing day by day or more. Nevertheless, storage capacity and
computational capabilities have been limited in wearable devices, so making efficient object
detection is critical in real-time [16]. The efficiency challenges start from rising computational
complexity due to the increasing number of object categories, locations, and scaling of objects
within a single image or real-time environment.

7.4 Scalability

Scalability is a significant challenge for object detection [216]. High data rates, previously
unknown or unseen objects, and situations that the detector should handle are difficult. In
addition, the number of images and categories of the object has been increasing, making it
impossible to annotate the images manually and forced to rely upon supervised methods.
Viewpoint variations are also a challenge, i.e., objects look completely different when they
capture from different angles.

7.5 Speed of real-time detection

Speed is an important metric that has been considered to measure the performance of object
detection models. It is because object detection depends not only on the accurate classification
and localization of objects but also on some other factors such as speed. Object detection has
been performed in a real-time environment from the videos, so a high detection speed model is
a big challenge. Nowadays, researchers have proposed different object detectors, but they still
do not meet human speed.

8 Discussion

This study surveyed many research articles and categorized them into application areas. Seven
research questions are framed to determine the current object detection status to carry out this
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object detection research. This article also tried to find the research studies according to
application areas such as pedestrian detection, remote sensing object detection, text detection,
traffic sign detection, etc. Different performance metrics related to object detection are also
discussed. Our attention is broad compared to the earlier surveys and includes the latest
published research articles. This study also explored all the sub-application areas of object
detection along with datasets and metrics. This section tried to answer all the questions defined
in the review method.

RQ1. What is object detection? How objects are detected from an image?

Object detection is the process of locating the object instances of specific categories from real-
world data. Many research papers have been reviewed for the understanding of this concept. It
is one of the challenging areas of computer vision. Two terms, object localization and
classification, are combined to detect the objects from an image. In simple terms, computer
vision uses three different tasks particular objects are picked from the background images.
Secondly, identify the object class in which it belongs, and the last is proposed object
boundaries are defined. Firstly, an algorithm is applied to the input to identify regions of
interest to detect the objects from videos and images. Each object has different features or
properties that help to differentiate the objects from one another. Nowadays, various authors
have introduced many approaches, as shown in Tables 3 and 4. All features are extracted from
input data according to the category of the object. Further, these extracted features are used for
the classification of that object. From the past decades and onwards, noticeable work has been
done in this field of computer vision. However, all the implementation details of the proposed
techniques vary from traditional to deep learning. All the object detection algorithms typically
use machine learning or deep learning for generating results. Nowadays, most deep-learning or
machine learning-based techniques have been used in different CNN architectures developed
by various authors of the worldwide web. Different challenges have occurred during object
detection. According to the challenges and problems, CNN architectures have been resented
by authors. The different state-of-the-art methods are discussed in section 3, i.e., techniques for
objects detection.

RQ2. Which type of challenges occurred during the detection of objects?

Object detection usually gives two answers: “What is the object?” and “where is the object”.
Object classification and localization were challenging tasks a decade ago. Due to computer
vision, digital devices can detect or identify the contents of the images. Despite the noteworthy
improvements, object detection still faces challenges such as dual priorities, limited data, class
imbalance, size, speed, environment, multiple scales, etc. Many authors have devoted their
research to overcoming these difficulties and providing remarkable results during this review,
but some challenges exist. In real-world images, many variations are included, such as
lighting, occlusions, noise, camera distortions, background clutter etc. Most of the object
detection techniques work on the detection of small objects from complex backgrounds. With
the use of image pyramids, detection of small as well as large objects becomes simple and
effective. Regardless of all recent advancements, accuracy on small objects is still challenging
in object detection. Other factors also affect the quality of object detection, such as training
strategies, backbone models, improving loss functions, handling imbalance between the
positive and negative sample etc. Despite the many architectures that have been proposed to
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handle the different challenges. But still, challenges affect the performance of the object
detector to meet with real-time performance like human beings. Tremendous research works
have been done in object detection to handle the challenges in different application areas as
shown in the Table 4 [102, 107, 123, 164, 168, 188, 194, 200, 208, 213, 215]. For example, Li.
et al. have proposed the AITwo approach to detect the vehicle from foggy weather, but it still
needs improvements to meet human accuracy.

RQ3. Why is annotation required while training a deep learning model and which
annotation tools are widely used?

Annotation is a process that has been used to identify the existing data in different formats. In
deep learning and machine learning, supervised learning is performed therefore, labelling of
data is required for models. The machines can clearly and accurately interpret the annotation
data for training. To train a machine or deep learning model, the right methods and techniques
must be used to annotate data correctly. When the annotation is performed on images,
developers add the metadata to datasets for training. Different things have been used to
annotate the input data, such as polyline, bounding box, masking, polygon, landmarking,
etc. This study reveals some annotation tools for labelling the data, such as MakeSense.AI,
LabelImg, VOTT, VIA, KAT, Photo Stuff, AktiveMedia, Caliph & Emir, LabelMe, LabelBox
etc. Deep learning models cannot imagine without a training dataset. The annotation process is
very time-consuming, and a lot of effort is required for manual annotations. Nowadays,
authors think about the automatic annotation process for data training, i.e., self-supervised
training learning. Despite the image annotation, video annotation can also be used to annotate
the videos, frame by frame or as a stream. After reviewing many publications during this
study, the most frequent annotation tools are LabelImg, CVAT, VOTT, and LabelMe.

RQ4. What are the different types of techniques mostly used for object detection?

In this systematic review, different techniques of object detection are revealed. There are
traditional and deep learning-based techniques that many authors have used. In the starting era,
object properties such as object components, shapes, edges, etc. were considered for detection.
Based on object properties, performing detection on complex objects does not provide better
results. Therefore, machine learning-based approaches were used to detect objects. Different
methods, such as the statistical model of appearance, wavelet features, and gradient-based
representation, were considered for performing detection. From these methods, wavelet feature
representation was widely used in many object detection applications. In wavelet representa-
tion, learning is performed by transforming the pixels of the image into a set of wavelet
coefficients, e.g., the Haar wavelets method, which many researchers most commonly used to
detect the objects such as face detection, pedestrian detection, and general object detection etc.
because of its high computational efficiency. After that CNN, has been used to detect objects
from an image. With the use of a forward propagates network in CNN, the image features of
any location, are extracted. Further, the VJ detector technique used the combination of feature
pyramids and the sliding window, which helps to detect the faces from images. At that time,
multiple detectors such as HOG, DPM etc., were built based on the feature pyramid and
sliding window approach. VJ and HOG have been specially designed to detect objects of fixed
aspect ratio. Therefore, “Object Proposals” based approaches have been used to detect the
object of fixed aspect ratio.
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All the object proposal-based approaches should provide a high recall rate, improve
precision, high localization accuracy and reduce the processing time. Deep learning-based
techniques have been divided into parts, i.e., two-stage detectors such as RCNN, Fast RCNN,
Faster RCNN etc. are the object proposals-based techniques as in Fig. 3. The two-stage
detectors provide high accuracy as compared to one-stage detectors. With the development
of deep regression, the one-stage detection approaches have been used to resolve the problems
of multi-scale detection. GPU has been used for detection in this modern era because of its
high computing power. One-stage detectors are easy and simple to understand and predict the
object boundaries directly of the object. These detectors provide accurate results on larger
objects but are not good for localizing small objects. Further, multi reference-based approaches
have become popular due to the set of anchors boxes of various locations of an image that are
pre-defined in training time of different sizes and aspect ratios. Based on these references,
predication of the detection box of performing. Nowadays, most object detection frameworks
have been used Multi-resolution and multi-reference techniques for large and small object
detection on images or videos. After reviewing numerous studies, we analyzed that two-stage
detection techniques provide higher accuracy than the one-stage detector. On the other hand,
one stage detector is much faster than a two-stage detector. Due to their fast processing speed,
one-stage detectors have been applied in many real-time applications. In recent studies, one of
the big challenges is how to combine the advantages of both one-stage and two-stage detectors.
Nowadays, most techniques use state-of-the-art object detectors, as shown in Table 4. Some
research studies have used state-of-the-art object detectors as a based detector to improve the
accuracy of the techniques. The object detector approach is selected according to the applica-
tion and the problem. A deep learning approach might be chosen if a huge amount of training
data and powerful GPU are available. Otherwise, machine learning might be a good choice.

RQ5. Which evaluation metrics have been used to evaluate the performance of object
recognition techniques?

Although, there are several types of techniques that the various researchers have proposed
according to their problem or domain. How did the authors identify which technique provides
the optimal results from various techniques? The answer to this question is performance
metric. All these techniques have been evaluated with the use of various kinds of metrics.
Therefore, in this study, various types of metrics are used by various authors to evaluate their
proposed techniques. As shown in section 4, the different performance metrics are Precision,
Recall, mAP, IOU, F1, SEN, and SPE. The most commonly used metrics are Precision and
recall, which are used to validate the results of different approaches. These metrics help
evaluate the quality or quantity of results.

RQ6. How the term “dataset” is important for deep learning? What are the different
datasets available for object detection?

The term “dataset” is a collection of structurally arranged data (text, number, or images) related
to a particular work. Data is mainly multimedia in object detection, such as images or videos.
In deep learning, a huge amount of data is required to solve complex problems. Most deep
learning models will not work well on small data sets. This study reveals multiple data sets
according to their applications area. The various authors use all the datasets to detect several
interesting objects in that dataset. In this study, the most popular generic object detection
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datasets such as PASCAL VOC (20 class), COCO (80 class), ILSVRC (200 class), and OID
(500 class) are described and defined as some additional datasets according to their specific
application has shown in Table 2. Different researchers validate the multiple versions of the
same dataset. All the researchers have been using the dataset according to the application area
of object detection or interest, as shown in Tables 3 and 4. Most of the researchers have also
released their benchmarks to handle the challenges of that application area.

RQ7. What are the important application areas of object detection?

Object detection has been used in many applications, such as personal security in all produc-
tive places. In this systematic review paper, this study reviewed some popular applications of
object detection, such as pedestrian detection, text detection, face detection, traffic light, and
sign detection, and remote sensing target detection. Significant challenges remain in object
detection’s specific application area, and different authors are doing research according to the
interested application. Object detection and recognition have been applied to many subprob-
lems in each application area. For example, face detection is applied in sub-area such as smile
detection, facial expression detection (sad, angry, happy), mobile phone security, home
security etc. As shown in Table 4, the past three years’ research articles have been analyzed.
The target and reference column of Table 4 shows the different sub-application areas of object
detection. Despite these areas, there are still many areas in which object detection will be
applied in the future.

9 Conclusion and future scope

Object detection has been received more attention in the area of computer vision. There are
numerous opportunities for unseen object detection applications and optimizations of tech-
niques. This review paper has presented the various closely linked concepts with object
detection. The study analyzed around 200 studies related to object detection that are published
in various digital libraries. We covered several categories where object detection is applicable,
such as pedestrian detection, face detection and recognition, text detection etc. Many recent
studies show that object detection applications can benefit the modern era. Object detection is
also playing a significant role for physically impaired people. Some of the important and most
commonly used datasets, annotation tools, and applications description are presented in this
review paper. This paper also provides an overview of object detection, the techniques used for
object detection, applications, and some important topics related to object detection.

We analyzed that the VJ detector is most commonly used for face detection. But it accepts
only fixed-size input images. HOG is produced for removing this limitation and detecting
objects of any size. In the two-stage detector, region-based CNN is produced for better
accuracy results. Retina net uses two backbone architectures for increasing speed and accura-
cy. Some important performance metrics used to analyze the result of techniques are also
presented. Dataset is required to create a new object detection model. So in this study, steps to
create a new corpus and existing datases are highlighted. Further, different annotation tools are
listed with their features and license type. This review paper just gives a general overview of
object detection techniques and provides a basic understanding of object detection. Object
detection techniques can be explored more deeply based on application areas and resource
requirements. Besides many advancements, still, object detection has future directions.
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& Detecting the objects from the video is more challenging than still images due to
appearance variations in video frames such as defocus, motion blur, truncation, occlusion,
and fast motion. Numerous research has been performed with video data, but it still needs
improvements in detection. Despite the many studies that improve the accuracy, some
more effective and efficient feature extraction and motion estimation networks [97].
Researchers worldwide can also concentrate on more dynamic targets and more complex
data for future research.

& 3D sensors take additional depth information for better utilization of 2D images, and
knowledge of images extends towards the real world. Due to object detection’s rapid and
constant development, performance has been increased, but some directions still need to be
analyzed and explored. Some of them are depth estimation, temporal sequence, general-
ization, etc. are the relevant area in 3D object detection, which are cues for future work on
3D object detection [134].

& Small object detection: small object detection has been a challenge in a large or real-time
environment. Some of the applications of OD, such as small vehicles from real-time
CCTVV cameras, detecting some important targets state of the military, ship detects from
remote sensing images etc., are the research direction. Some of the other research
directions may include the design of lightweight networks and visual attention
mechanisms.

& One-stage detectors have a fast processing speed because they are more suitable for real-
time applications. But the accuracy of one-stage detectors is low for high precision
applications. On the other hand, two-stage detectors have provided high accuracy but
are inefficient and more time-consuming. These one-stage and two-stage detectors must
combine to take advantage of both detectors. Here is a big challenge: “how to bring
together the detectors”.

& A specific method for a certain dataset (domain) always performs high detection. Hence,
universal or multi-domain detectors must work on different domains without prior infor-
mation about the other new domain. Without affecting the performance of the detector is
too difficult to transfer the domain.

& The training process requires a well-annotated dataset in the supervised object detection
methods, which is more time-consuming and inefficient. Human beings annotate each
object manually in large datasets, which requires a lot of effort and time for large datasets.
Therefore, automatic annotation approaches are required to eliminate manual annotation in
supervised object detection tasks, which means an unsupervised object detection process is
needed.

& The object detection performance is improved with feature fusion that aggregates the
multiple levels of features. In addition, different tasks have been performed simultaneous-
ly, such as segmentation, semantic segmentation, multi-pose estimation, multi-object
tracking, and object detection. Therefore, multi-task learning is a challenging task due to
maintaining and improving accuracy as well as processing speed.

& Multi-source information is present in the real world due to the advancement of social
media and big data technology. Many sources in the real-world environment provide
textual information along with image data that can also be helpful in object detection tasks.
For example, road signs with text information. It is also one of the future directions in
which multidisciplinary information assists researchers with object detection.

& Inadequacy of benchmark Dataset: Different effective and efficient datasets are presented
according to their particular application, but some limitations are also presented in these
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datasets. For example, there are datasets with a front view of the objects but do not contain
the other views of the objects. Even if they contain, the number of objects of a particular
type is limited. Most of the datasets contain all the particular application type objects but
lacking in number. Some of the datasets are biased according to the particular region;
hence they would not be effective for testing the neutral data. As a result, the model trained
on that type of dataset cannot be appropriately classified. Therefore, a proper dataset is
required that contains a vast amount of objects in number with different orientations and is
unbiased according to the particular region.
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