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Topic Models meet Discourse Analysis: a quantitative tool for a 28 

qualitative approach 29 

Quantitative text analysis tools have become increasingly popular methods for 30 

the operationalization of various types of discourse analysis. However, their 31 

application usually remains fairly simple and superficial, and fails to exploit the 32 

resources which the digital era holds for discourse analysis to their full extent. 33 

This paper discusses the discourse-analytic potential of a more complex and 34 

advanced text analysis tool, which is already frequently employed in other 35 

approaches to textual analysis, notably topic modelling. We argue that topic 36 

modelling promises advances in areas where discourse analysis has traditionally 37 

struggled, such as scaling, repetition, and systematization, which go beyond the 38 

contributions of simpler frequency and collocation counts. At the same time, it 39 

does not violate the epistemological premises and methodological ethos of even 40 

the more radical theories of discourse, we will demonstrate. Finally, we present 41 

two small case studies to show how topic modelling — when used with 42 

appropriate parameters — can straightforwardly enhance our ability to 43 

systematically investigate and interpret discourses in large collections of text. 44 

Keywords: discourse analysis, topic modelling, text analysis, corpus linguistics, 45 

methodology, hegemony 46 

Introduction 47 

This paper contends that topic modelling, a method for text-mining in large 48 

corpora, can resolve part of the methodological troubles haunting discourse analysis, 49 

one of the main theoretical frameworks for studying meaning-making in text and 50 

speech.1 Discourse analysis aims to understand how ideas and realities are socially and 51 

                                                 

1 The authors would very much like to thank Julie Birkholz, Anke Wonneberger, Christophe 

Verbruggen, and Jan Orbie and the anonymous review for their comments on earlier drafts 

of this article. We are also very much indebted to the participants of the workshop 

‘Quantitative Tools for Qualitative Analysis: Computational Social Science meets Discourse 

Analysis’ organised by us, Julie Birkholz, Anton Törnberg, and Petter Törnberg during the 
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discursively constructed, yet the insights it can achieve within the rich theoretical 52 

frameworks that fall under its banner are often limited by practical barriers to the 53 

empirical study of discourse. Whereas many other popular forms of qualitative text 54 

analysis, such as content analysis, achieve an impressive methodological 55 

meticulousness but undertheorize the process of meaning-making, discourse analysis 56 

suffers the reverse problem: some types of discourse analysis have been alleged to 57 

suffer from a fully-fledged methodological deficit (Howarth & Torfing, 2005, 25, 316-58 

22), and the field in general has been claimed to direly need more systematic and 59 

rigorous operationalization (Antaki et al., 2003). We argue that topic modelling can 60 

help discourse analysis conquer some of the practical barriers standing in its way, and 61 

contend that it can contribute to the achievement of more methodological rigour and 62 

systematicity in the study of meaning-making.  63 

The most important methodological perks offered by the use of corpora and 64 

large-scale text analysis tools are well known: they reduce alleged researcher prejudice, 65 

allow for the precise study of more fine-grained and subtle aspects of language use, 66 

facilitate methodological triangulation, and make possible systematization, large-scale 67 

analysis, and the study of repetition and incremental change (Baker, 2006, 10-14). The 68 

potential of automated text processing tools for discourse analysis follows directly from 69 

these advantages, as they are all situated in areas where ‘artisanal’ discourse analysis 70 

based on close reading has certain hard limits (Antaki et al., 2003). That is not to 71 

disparage careful manual study of the text, which will always be the core business of 72 

                                                 

‘European Symposium on Societal Challenges in Computational Social Science’ at the Alan 

Türing Institute in the British Library (London) in November 2017. Without their 

stimulating and enthusiastic comments, ideas, suggestions, and insights, this article would 

never have materialized. 
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discourse analysis. But the human brain can only absorb so much text, detect a certain 73 

level of subtlety and nuance, and notice evolutions in language use up to a certain scale. 74 

In every one of these areas, automated tools help us transcend these limits, making new 75 

insights and novel forms of discourse analysis possible. Computer-assisted corpus 76 

analysis, in other words, rather than altering the nature of discourse analysis, breaks 77 

down and pushes forward the boundaries of what it can do. 78 

Yet despite their considerable added value, the actual usage of corpora in 79 

discourse analysis is not very advanced in terms of sophistication. Most discourse 80 

analyses that study large text corpora employ fairly simple tools that count words, 81 

collocations, and concordances. More complex models and algorithms such as topic 82 

modelling have only entered into the consideration of discourse analysts very recently, 83 

and to a limited degree (Levy & Franklin, 2014; Tornberg & Tornberg, 2016a; 2016b; 84 

Munksgaard & Demant, 2016; Jaworska & Nanda, 2016 are some of the few examples 85 

of the explicit use of topic modelling for discourse analysis). This is noteworthy, since 86 

topic modelling has been around since 2003. In defence of the discourse analysis 87 

community, though, the ignorance between topic modelling and discourse studies is 88 

mutual. Scholars and computer scientists specialised in topic modelling have, with few 89 

exceptions, shown little interest in developing a deeper understanding of how their 90 

algorithms model language use and what theory of meaning-making topic modelling 91 

implicitly postulates.2 This paper therefore constitutes an attempt to put a halt to the 92 

                                                 

2 A few exceptions notwithstanding (e.g. DiMaggio, Nag, and Blei, 2013), reflection about the 

model of language implied by topic modelling is relatively underdeveloped in the 

methodological literature. The most prevalent ideas include metaphors like the bag-of-

words model and the notion that documents are composed of combinations of topical 

discussions (e.g. Mohr and Bogdanov, 2013). 
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reciprocal disregard between the topic modelling and the discourse analysis 93 

communities.  94 

As topic modelling is inherently a method, and as discourse analysis is 95 

principally conceived of as a theoretical framework in this paper, our argument will 96 

predominantly take the form of explaining how the former can help the latter achieve its 97 

research objectives. Our core aim is to demonstrate how topic modelling can extend 98 

what discourse analysis can empirically achieve, and dispel some theoretical, 99 

methodological, and practical objections against cross-pollination between both 100 

traditions. In addition, we equally maintain that users of topic models can benefit from 101 

engaging with theories of discourse, as they help them interpret their results and 102 

explicate their often-implicit understanding of meaning-making in language. This way, 103 

we seek to broaden the prevalent understanding in digital text analysis of text as a unit 104 

of analysis, instead of as a unit of meaning. In this double effort, the emphasis will be 105 

on compatibility, mutual added-value, and theoretical fit. 106 

As for the structure of this paper, we first outline the two approaches in detail, 107 

providing an overview of their ontological and epistemological premises and 108 

characteristics. These characteristics serve as a basis for the refutation of a number of 109 

theoretical objections against the use of topic modelling for discourse analysis in the 110 

second section. We contend that the premises of topic modelling in fact fit remarkably 111 

well with the ontological and epistemological stances taken by most discourse theories. 112 

The third section offers several arguments as to how topic modelling extends what 113 

discourse analysis can see and argue: we will explain why topic modelling is 114 

particularly suited to study questions of hegemony; that it assists verification; and that 115 

the level of systematicity it achieves helps us track change and continuity in language 116 

use. The fourth and final part of this paper contains two practical examples of the 117 



 

6 
 

operationalization of topic modelling for discourse-analytic purposes. The case studies 118 

are corollary to the argument that topic modelling can make tangible, effective 119 

contributions to discourse analysis and show that the operationalization of topic 120 

modelling can be fairly straightforward on a practical level. 121 

What are Discourse Analysis and Topic Modelling? 122 

Drawing on large synoptic overviews of the tradition by Jorgensen & Phillips 123 

(2002), Blommaert (2005), Rogers (2013), and Gee (2014), we can say that discourse 124 

analysis is essentially concerned with studying communication and meaning-making in 125 

context. A discourse analysis is an attempt to describe and understand the processes 126 

through which meaning is formed, conveyed, and interpreted in a concrete situation. 127 

Often, this analysis is accompanied by a critical and normative assessment of how these 128 

communicative processes affect the social world in which we live our daily lives — 129 

Critical Discourse Analysis (CDA) is a prime example of this.  130 

More specifically, many forms of discourse analysis, such as the Essex School 131 

of Discourse Theory or Derridaean deconstruction, are indebted to a poststructuralist 132 

understanding of the generation of meaning-making, seeing it as relational open 133 

practice. The relational component of this definition entails that concepts only become 134 

meaningful in relation to other concepts, rather than by corresponding to some external 135 

reality. The openness component implies that these relations are not necessary or pre-136 

determined, but contingent, non-necessary and fundamentally incomplete. They only 137 

exist in the form they acquire in the articulations of speakers. Finally, the “practice” 138 

component implies that meaning is generated and achieved in a specific context, that it 139 

is something that is formed, represented, and made by actors, rather than something that 140 

exists independent of them. 141 
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Despite believing that meanings are ultimately open and shaped by the actors 142 

articulating them, all forms of discourse analysis recognize that some meanings do seem 143 

to be so common and conventional that they appear as normal and natural. This is 144 

explained through a final crucial concept that is key to many forms of discourse 145 

analysis, hegemony. One could say that a hegemony entails the privileging of one mode 146 

of interpretation over all other possible modes of interpretation within a particular field 147 

(e.g. “responsible fiscal policy” is usually understood as debt reduction, even though it 148 

could conceivably also mean taxing the rich more and the middle and lower classes 149 

less). More simply, hegemony refers to a dominant, normalized way of understanding 150 

the world which in turn renders some ways of talking and acting more conventional, 151 

acceptable, and seemingly logical.  152 

Which type of data and class of questions discourse analysis tackles, depends on 153 

the variety and flavour of discourse analysis one uses. CDA, for instance, mostly looks 154 

at very concrete and tangible interaction or statements that involve an (implicit) political 155 

dimension, whereas Discourse Theory reflects on large-scale systems of thought such as 156 

racism or neoliberalism. Yet, broadly speaking, most forms of discourse analysis 157 

involve the empirical study of text, inspired by a set of assumptions about how 158 

meaning-making works, aimed at deconstructing and understanding how the ideas 159 

formulated in a text are constituted.3 160 

                                                 

3 Whereas most discourse-analytic approaches involve the study of text, some stress the need to 

go beyond what is captured in text and speech, and to look at practices and actions. For 

obvious reasons, we leave this type of multimodal discourse analysis aside in this paper.  
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Topic modelling 161 

Topic modelling, meanwhile is a method that aims to reduce the complexity of a 162 

large corpus by representing each text as a combination of ‘topics’. The name is slightly 163 

misleading though: topics are clusters of words that reappear across texts, but the 164 

interpretation of these clusters as themes, frames, issues, or other latent concepts (such 165 

as discourses) depends on the methodological and theoretical choices made by the 166 

analyst – as we will discuss below. While topic modelling does not have an in-built 167 

model of how humans use language, the following intuitive idea helps understand how 168 

the method works.4  169 

Humans have diverse patterns of language use at their disposal to cover different 170 

subjects. The number of ways in which we communicate is non-deterministic and nearly 171 

infinite, and not all of the words associated with a subject, nor all the different ways of 172 

talking about it, are used in every situation. Furthermore, there are many words that can 173 

obtain different meanings, depending on their context and usage. Using this idea, a 174 

piece of text (a written document, or a transcript of speech) can be represented as the 175 

outcome of first selecting subjects, then selecting ways of speaking about them, and 176 

finally selecting some words associated with that manner of speaking. Topic modelling 177 

can be understood as a reversal of this process in which the algorithms use the observed 178 

distributions of words across texts in the corpus to infer non-exclusive clusters typically 179 

used in common — each representing a mode of speech about a specific subject.5  180 

                                                 

4 The existing literature usually explains the method using a simpler, yet similar heuristic (eg. 

Mohr and Bogdanov, 2013) 

5 That is, if the right parameters are set. If too few topics are chosen, topics might cover a 

subject in total, a more abstract meta-subject (e.g. politics, rather than foreign policy), or a 

genre of text. We will develop this central point in greater detail below. 
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Practically, a topic modelling analysis returns three main results to the user (for 181 

examples, see the illustrative cases presented below). The first result assigns all words 182 

in the corpus a probability for each topic, by ranking them (using the heuristic discussed 183 

above) according to the probability that they represent the topic in the corpus (the topic-184 

term matrix). Depending on the parameters used, the first five to twenty words are seen 185 

as roughly representative of a topic, and the topic is essentially equated to this list of 186 

‘top words’. This output is the main resource to interpret topics and study the relations 187 

between them. The second output, the so-called document-topic matrix, specifies how 188 

much of each text is made up of each topic. This information can be combined with 189 

contextual data about the texts (author, date) to facilitate comparisons across actors or 190 

diachronic analysis. Finally, the algorithms produce a precise overview of which topic 191 

each individual word in each text has been assigned to. This helps the analyst grasp the 192 

topic-specific meaning of each word and the contextual meaning of each topic. 193 

As it departs solely from the texts, the method is fully theory-agnostic and 194 

inductive. Hence, a topic model is completely open to interpretation in function of the 195 

model’s parameters and the larger theoretical framework it operationalizes. This feature 196 

is shared across the various statistical models and algorithmic procedures available to 197 

scholars that want to use topic modelling. The most common models build on Latent 198 

Dirichlet Allocation (LDA), a method developed by Blei, Ng, and Jordan (2003), but in 199 

the past years, this model has been extended and elaborated. One of the cases presented 200 

in this paper uses the original model, sometimes called vanilla LDA, while the other one 201 

draws on structural topic modelling, which integrates more recent advancements in 202 

computer-assisted text processing (Roberts, Stewart & Tingley, 2013).  203 

Typically, analysts using topic modelling seek to identify a number of topics of 204 

interest and use them to quantitatively investigate the corpus of texts, measuring the 205 



 

10 
 

space devoted to specific topics over time or by different actors. In this procedure, 206 

topics are mostly treated as measures of content or issue salience (e.g. Jacobi, van 207 

Atteveldt & Welbers, 2015), or as framings of issues (e.g. Boydstun et al., 2013; 208 

DiMaggio, Nag & Blei, 2013). Yet, as we have argued, discourse analysis focuses more 209 

fundamentally on the discursive constitution of issues and frames, rather than on their 210 

prevalence. The first question we have to answer then, is if and under what 211 

circumstances topics can contain bits of discourses instead of bits of content? 212 

The compatibility of topic modelling and discourse analysis 213 

While the above description of how topic modelling disassembles and represents 214 

text might already sound promising to scholars familiar with discourse-analytic views of 215 

meaning-making, we want to render this promise explicit and show that the theoretical 216 

underbelly of topic modelling indeed warrants its use as a tool for discourse analysis. 217 

We follow two lines of argument in this regard. At a meta-theoretical level, we find that 218 

there is good match between the assumptions underlying topic modelling, and the view 219 

of discourse as a relational, open practice of meaning-making. At an epistemological 220 

level, we argue that the methodological idea behind topic modelling — how it is 221 

designed to generate knowledge about the texts and the words in the corpus — fits the 222 

analytical process of doing discourse analysis. 223 

The large effort we make to stress the theoretical compatibility of discourse 224 

analysis and topic modelling may seem like a rather philosophical exercise, but we 225 

strongly believe it is not. Since many forms of discourse analysis adhere to the idea that 226 

meaning is exclusively symbolic and generated solely in language and practice, external 227 

validation is often epistemologically impossible for discourse-analytic studies, as they 228 

deny that discourses necessarily correspond to an external reality. As there is no 229 

possibility for external validation, internal validity is crucial if discourse analysis is to 230 
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avoid the pitfall that ‘anything goes’ in analytical practice (Antaki et al., 2003). This is 231 

achieved by demonstrating that, while the assumptions upon which the analysis rests are 232 

inevitably subjective, they are mutually supportive, form a coherent theory, and, 233 

crucially, are applied in a methodologically cogent and correct way to the case at hand 234 

(Marttila, 2015, 105-114). Our argument over the following pages intends to make this 235 

type of demonstration of internal validity for discourse analyses that work with topic 236 

modelling methods. 237 

Meta-theoretical fit 238 

As discussed, most forms of discourse analysis consider the meaning of words to 239 

be relational and open. This entails that meaning arises from the context a word is 240 

employed in and that it is not an inherent feature of the word itself. Topic modelling 241 

corresponds well with this view of language and meaning, we argue. As a topic is a 242 

probability distribution over all the words used in the original corpus, each word in 243 

principle figures in each topic, and its meaning varies between topics. It is the analyst’s 244 

task then, to interpret the meaning of a topic based on how it ranks terms and how it 245 

relates to other topics. Similarly, the meanings of a word are topic-specific and based on 246 

the other words that appear in the topics in which it features prominently. These points 247 

make that topic modelling as a method aligns well with discourse analysis’ assumptions 248 

of relationality and openness, as  249 

(1) topic modelling explicitly models ‘polysemy’ (cf. DiMaggio, Nag, and Blei, 250 

2013), the notion that words can obtain multiple meanings depending on the 251 

context they are used in. In fact, what topic modelling does can be summarized 252 

as tracing the multiplicity of contexts of every word in the corpus — 253 

independent of the meaning a word obtains in other fields or most commonly 254 
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assumes. This implies that topic modelling shares the idea of openness of 255 

meaning inherent to discourse analysis.  256 

(2) topics themselves obtain their meaning through i) the relations they establish 257 

between the words contained in them, ii) the relations words appearing in 258 

multiple topics establish between these topics, and  iii) through frequent co-259 

occurrence with other topics. Similarly, words obtain meaning by being linked 260 

to other words in multiple topics. Thus, topic modelling shares the idea of the 261 

relationality of meaning inherent to discourse analysis.  262 

While introducing topic modelling, we mentioned that topics could be interpreted 263 

as frames, themes, et cetera, but stressed that the most appropriate interpretation 264 

depends on how the method is used – in other words, on the analyst’s choices. While 265 

this blurriness regarding the status of a topic and what a topic model actually represents 266 

may be seen as a disadvantage, this paper argues the opposite, claiming that it gives 267 

topic modelling a remarkable methodological polyvalence. We maintain that topic 268 

models should be constructed with specific research objectives in mind, rather than with 269 

statistical optimization, because we believe that what a topic model tells us and shows 270 

us, depends to a large degree on the research questions one tries to answer through the 271 

model and on the data one analyses. Hence, the parameters of the model should be 272 

chosen so that they facilitate the best possible answer to those research questions, rather 273 

than to achieve maximal statistical fit and significance.6 Instead of adapting research 274 

questions so that they can be answered through topic modelling, topic models should be 275 

built and interpreted in a way that answers the research question. 276 

                                                 

6 In fact, statistical limitations of the technique lead to multiple “local modes”, which need to be 

investigated and compared by the analyst (cf. Roberts, Stewart, & Tingley, 2016). 
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The variety of interpretations for what a topic represents is strongly interlinked 277 

with the fact that the number of topics is usually selected a-priori by the analyst7. This 278 

last point has created a great deal of controversy over how to select the “right” or 279 

“natural” number of topics (Arun et al., 2010; Wallach et al., 2009; Zavitsanos et al., 280 

2008). In our view, this controversy cannot be solved by using quantitative measures of 281 

statistical topic quality alone; the choice ultimately depends on how the analyst wants to 282 

interpret the topics. While some of these statistical measures are still useful (for making 283 

a pre-selection of candidate models), we stress the role of qualitative interpretation and 284 

of the demands of the research design when selecting the number of topics. No matter 285 

how fine-tuned the parameters are, some choices always remain subjective calls to be 286 

made by the researcher. A reflexive, conscious handling of subjective choices is the best 287 

the analyst can achieve, and this paper aims to provide a blueprint for doing so when 288 

using topic modelling as a method for discourse analysis. 289 

Having established that topic modelling as a method fits the way discourse 290 

analysis wants to study meaning-making as an open and relational practice, the crux is 291 

now to design topic models so that they can trace discourses. Our hypothesis is that this 292 

becomes possible if a corpus is coherent enough thematically and stylistically, and if the 293 

overall number of topics is made large enough. In these circumstances, most topics will 294 

no longer list the various themes or subjects covered in the corpus, but will instead 295 

contain more fine-grained and nuanced aspects of language use. No matter which 296 

higher-level entities the analyst favours at a more aggregate level (subjects, frames, 297 

narratives, etc.), by increasing the number of topics or the thematic and stylistic 298 

                                                 

7 In some statistical approaches, the analyst chooses other parameters that influence the outcome 

of the modelling process in similar ways. 
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coherence of the corpus, these can be decomposed into topics containing combinations 299 

of words that can be interpreted as the various discursive units through which those 300 

higher-level entities are constructed and composed.  301 

This process of decomposition will start at a lower number of topics, the more 302 

coherent a corpus is. If a corpus only contains texts from a single genre and discussing a 303 

specific set of subjects, there will be fewer higher-level entities and thus the process of 304 

decomposition will start at a lower number of topics. The number of themes present in a 305 

corpus containing only trade policy speeches (as in the first case study) is different from 306 

the number of themes in a random collection of journalistic articles, opinion pieces, and 307 

advertisement about a variety of issues. Hence, the decomposition of thematic and issue 308 

topics into topics containing fragments of language use will start earlier in the former 309 

than in the later corpus, if we gradually increase the number of topics. 310 

Simply put, we maintain that by using a high number of topics, by focusing on 311 

one well-delineated meta-subject (such as trade policy or the national economy), and by 312 

using a corpus that features only a single genre of texts (speeches, newspaper articles), 313 

topic modelling becomes a useful tool for discourse analysts. This hypothesis is 314 

demonstrated by the case studies at the end of this paper, and it has already implicitly 315 

applied in the literature (Tornberg & Tornberg, 2016a, 6-7; 2016b; Munksgaard & 316 

Demant, 2016), but our most important arguments to back up this claim, are theoretical.  317 

Crucially, we can illuminate the process through which ‘subject’ and ‘theme’ 318 

topics decompose into ‘discourse’ topics by drawing attention to the fact in topic 319 

modelling, documents are not assigned to one topic, but are seen as a combination of a 320 

number of topics (Grimmer & Stewart, 2013). How to interpret topics hinges then on 321 

the number of topics selected, as this number affects the “granularity” of the 322 

decomposition (cf. Maier et al. 2018). The logic behind this is simple: if the number of 323 



 

15 
 

topics ascribed to a single document increases as a result of an increase in the overall 324 

number of topics in the topic model, this obviously does not increase the number of 325 

subjects or issues discussed in a document. Rather, the number of topics covering each 326 

subject mentioned in the document increases, with the different topics in which one 327 

subject features each containing different aspects of this subject, different ways of 328 

representing it, and different ways of talking about it.  329 

Hence, increasing the number of topics present in a document by increasing the 330 

overall number of topics in the corpus turns that document from a collection of themes 331 

into a collection of patterns of language use representing those themes, each pattern 332 

featuring in a topic.8 In other words, the higher-level entities topic modelling recognizes 333 

in a corpus, such as subjects, frames, or narratives (which appear when the number of 334 

topics is small), can be decomposed into constitutive smaller-level entities (which 335 

appear when the number of topics is large) by increasing the overall number of topics. 336 

Our claim is evidently, that in some cases, it is possible to interpret these smaller-level 337 

entities as discursive elements with the help of discourse analysis. 338 

If that is indeed the case, we can trace how the various discourses in a corpus are 339 

constructed, and where and when they feature. As will be apparent from the first case 340 

study, a single discourse often exists out of discursive elements that appear in several 341 

topics. This means that by studying the relations between topics (both in terms of 342 

quantitative co-occurrence and in qualitative connection), we can lay bare how 343 

                                                 

8 While partially dependent on the source material used and the corpus’ pre-processing, it is 

very common that some language patterns contained in a topic have little interpretative 

value. This number will evidently increase as the overall number of topics increases, but as 

these ‘meaningless’ topics are commonly ignored in small-k models, there is no reason not 

to skim over them in large-k models. 
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discourses are assembled and configured out of smaller discursive elements. Similarly, 344 

if we study when discourses-qua-topics are used by whom, we can reveal patterns of 345 

speech used at particular points in time by particular groups. 346 

It is important to note that topic models do not automatically conduct a discourse 347 

analysis when the number of topics are increased; the topics of larger topic models do 348 

not by definition contain discursive elements. We merely contend that what they contain 349 

can be interpreted as discursive elements, if we understand the relations between words 350 

they reveal through a discourse-analytic lens. Increasing the number of topics thus does 351 

not necessarily decompose thematic topics into discourse topics. In some cases it 352 

decomposes them into something discourse analysis can work with, but discourse-353 

analytic interpretation is needed to make sense of them and to tease out the discursive 354 

elements they contain. As such, topic modelling does not do the discourse analyst’s 355 

work for her or him, it is merely a tool facilitating his efforts. 356 

Epistemological fit  357 

In addition to fitting the idea of language use and meaning-making that 358 

discourse analysis abides to, and containing the practical possibilities to operationalize 359 

this idea, topic modelling as a method also allows room for subjective interpretation by 360 

the analyst, which is equally a core element of discourse analysis.  361 

As an unsupervised method, topic modelling is an inherently inductive approach 362 

to corpus analysis. This is opposed to supervised techniques, where the analyst pre-363 

defines categories or scales, trains an algorithm to accurately reproduce them, and then 364 

extends the scoring/classification to the full corpus in a deductive fashion (Grimmer & 365 
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Stewart, 2013).9 Topic modelling merely represents patterns of language use within the 366 

corpus, ignorant of anything outside of the texts it is fed for analysis.  367 

It is therefore the analyst’s task to interpret and make sense of what the topic 368 

model shows him or her about the semantic relations and meaning-making processes at 369 

work in the corpus. When interpreting the results of the model, analysts can and should 370 

draw on their reading of (some of) the texts, and their knowledge of the context from 371 

which the corpus stems. The subjective input of the analyst thus continues to play a 372 

crucial role, as is warranted in discourse analysis. One could say that instead of doing 373 

analytical work on its own, the algorithm provides the analyst with a condensation or 374 

transformation of a large corpus upon which the analyst then releases the analysis itself. 375 

The algorithm suggests that certain words have multiple meanings by situating them in 376 

different topics, and that certain words are linked to each other to form a larger unit of 377 

meaning. But it is the analyst’s job to interpret how the different meanings of a word are 378 

shaped and how discourses are constructed through combinations of words. 379 

We can render this idea more concrete by illustrating how the method outlined 380 

above lends itself to the study of the type of questions typically investigated in 381 

discourse analysis. For instance, if a term is solely attributed to one specific topic (ie. its 382 

probability in other topics is negligibly low), that topic arguably contains the hegemonic 383 

interpretation for this term within the corpus: the other words contained in that topic 384 

form the exclusive context in which this term is given meaning, a meaning which within 385 

the corpus is dominant and normalized as no alternative interpretations are present. In a 386 

topic model where the word “profit” appears in only a single topic, surrounded by 387 

                                                 

9 Some of the more advanced varieties of topic modelling allow the algorithm to be used as 

supervised tool as well (McAuliffe & Blei, 2008). These versions are obviously excluded 

from the argument we make here. 
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words like “greed”, “exploitation”, “boss”, “capitalist”, and “profiteering”, it is clear 388 

that the hegemonic interpretation of profit-making in the topic is a negative, anti-389 

capitalist one. 390 

A similar logic can be used if a concept reappears in many topics pertaining to a 391 

certain issue: the concept is in this situation presumably co-constitutive of a hegemonic 392 

discourse, provided its meaning remains stable throughout the different contexts 393 

contained in the different topics. Were the term “growth” to re-occur in five different 394 

topics, respectively about fiscal prudence, societal well-being, government objectives, 395 

sound economic policy, and classical economics, each time with a similar and positive 396 

connotation, it would probably be an important part of the hegemonic economic view 397 

articulated in the corpus.  398 

If its presence in different topics would lead to different meanings being 399 

ascribed to a concept, however, we are probably witnessing a struggle over its 400 

interpretation. If “growth” is negatively connoted in topics about climate change and 401 

inequality, but positively connoted in topics about consumer welfare and business 402 

health, the corpus most likely contains a debate over how to signify the term. 403 

The argument we developed here concerning the epistemological and the meta-404 

theoretical fit between topic modelling and discourse analysis also implicitly contains 405 

the reason why we think topic modelling can benefit from engaging explicitly with 406 

theories of discourse. Automated text analysis tools always contain an implicit and 407 

necessarily imperfect model of how language and the generation of meaning through 408 

language work (Grimmer & Stewart, 2013, 3-4). Discourse-analytical theories of 409 

meaning-making help us explicate how we think about what this necessarily imperfect 410 

model looks like for topic modelling, and allow us to reflect on how to reconcile it with 411 

theoretically rigorous empirical text analysis. 412 
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The added value of combining Topic Modelling and Discourse Analysis 413 

We have already foreshadowed some reasons why using topic modelling for 414 

discourse analysis may be desirable when we established the theoretical basis for doing 415 

so. In the following, we make these suggestions more explicit and provide a more 416 

forceful argument of how using topic modelling pushes the boundaries of what 417 

discourse analysis can achieve empirically. The broad benefits of using large corpora 418 

and simple software tools have been discussed in some depth already (Baker, 2006; 419 

Kennedy, 2014). This section revisits some of these themes, but awards special attention 420 

to why topic modelling in particular stands to benefit discourse-analysts willing to 421 

engage with it. It raises at least three dimensions where this is the case: the study of 422 

hegemony, the study of language in context, and verification and systematization.  423 

Topic modelling and the study of hegemony 424 

The most innovative way in which discourse analysis can benefit from topic 425 

modelling, is in the latter facilitating a new way of studying hegemony in text. 426 

Discourse analysis often looks at a fairly small body of data, due to the limitations of 427 

the manual, close reading methods it employs. In combination with its inductive 428 

approach, this means that the study of hegemony in discourse is often forced to focus on 429 

moments where a hegemony breaks down or is established to learn the most about its 430 

nature (Wood & Kroger, 2000, 34; Gee, 2014, 37-38; Jorgensen & Phillips, 2002, 138-431 

174). An inductive logic attaches greater demonstrative value to an observation that 432 

breaks or creates a pattern, than to one that confirms it. If you don’t know anything 433 

about swans, spotting a group of ten white swans gives you a lot of information. The 434 

next twenty white swans you see don’t add that much to your knowledge of swans, but 435 

spotting a spotting a single black one does.  436 
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In the same vein, observing a few instances where an apparently hegemonic 437 

interpretation is reproduced unproblematically is not very telling of how a hegemonic 438 

logic works; whereas the one instance where it is instituted, rejected, or contested is far 439 

more informative. For example, in the economic sphere, scholars have studied the 440 

characteristics of the current hegemony of liberal ideas about finance and capital by 441 

looking at the historic process through which the liberal interpretation triumphed over 442 

alternative conceptions in the 18th and 19th century. They have also paid great attention 443 

to the scarce moments in contemporary history when the contingent status of this 444 

interpretation briefly reappeared as the smooth reproduction of its hegemony briefly 445 

glitched, either due to external dislocation or active resistance (De Goede, 2005; 446 

Gibson-Graham, 2006). 447 

While this approach makes sense epistemologically, it does not sit together all 448 

that well with how discourse analysis fundamentally understands hegemony on an 449 

ontological level. Studying the nineteenth-century triumph of capitalist globalization 450 

over its alternatives and capitalism’s recovery after moments of weakness like the crisis 451 

of 2008 indeed tells us a lot about its characteristics, much like the first white swan and 452 

the rare black swan do. But hegemony carries in it the notion of normalization and 453 

standardization. It is about the unquestioned acceptance as common sense of an idea 454 

that is not by nature given or unchangeable. Hence, moments where a consensus is 455 

uprooted or founded are secondary to what hegemony actually is supposed to be about, 456 

notably unproblematic and unquestioned repetition. Only looking at exceptional but 457 

informative instances of breakdown or institution means we study hegemony in a rather 458 

indirect and derivative way: we assume its existence, and then look for its roots or its 459 

momentary breakdown.  460 
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Searching for the patterns, routines, logics that form the regular and normalised 461 

grammar of our daily life is an approach more true to how hegemony is understood in 462 

discourse analysis (Glynos & Howarth, 2007). Yet since these regular and normal cases 463 

contain less unique information (they are white swans ten through thirty), they are less 464 

instructive. This is a problem for close reading discourse analysis, which for practical 465 

reasons only looks at a small number of cases and therefore risks generalizing from an 466 

overly limited amount of information. 467 

This is where topic modelling comes in, as it provides us with a way of solving 468 

this catch-22. It allows us to complement those few highly insightful cases with 469 

numerous normal, unexceptional, and individually uninstructive ones where hegemony 470 

is reproduced without a hitch. The latter type of data might be less educational, but they 471 

are far more abundant, and with topic modelling we can overview a large quantity of 472 

them comprehensively (to continue the swan metaphor, we can look at thousands and 473 

thousands of swans). As such, since topic models can help us to detect what is 474 

continuously repeated (or continuously absent but assumed) in a corpus of texts, they 475 

render it possible to study hegemony directly by analysing its reproduction, its 476 

normalization, and its subtle transformations and adaptations over time. 477 

While other, more simple quantitative tools enable similar procedure, they 478 

require some assumption to be made by the researcher about the nature and content of 479 

the hegemonic discourse. Keyword frequency analysis, for instance, only works if one 480 

knows the keywords that drive a hegemonic interpretation. Topic modelling, on the 481 

other hand, allows us to explore the corpus in its entirety without prior manual analysis 482 

or a priori assumptions on what might be considered as normal. This helps us find 483 

routines and normalized logics which we might not have spotted otherwise, precisely 484 

because of the degree to which we see them as given and take them for granted.  485 
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Topic modelling and the study of language use in context  486 

Topic modelling additionally facilitates the study of words in their textual 487 

context. First of all, most topic modelling tools do not just provide the analyst with an 488 

overview of which topics are present in which documents (the document-topic matrix), 489 

but also with a detailed annotation of which topic was allocated to every word in every 490 

text in the corpus. This creates a fast and practical procedure to switch between the 491 

topic model as the aggregation of language use in the corpus and the documents 492 

themselves as actual instances of language use in the corpus, thereby helping the analyst 493 

avoid the common pitfall of under-analysis through summary of the context (Antaki et 494 

al., 2003, 13-16).  495 

Secondly, topic modelling equally helps us avoid the reverse problem, over-496 

analysis by awarding too much attention to idiosyncratic contextual detail (Antaki et al., 497 

2003). Crucial in this regard is that topic modelling allocates each and every word to a 498 

topic. As such, we cannot only easily jump back to the textual context, the textual 499 

context itself is also quantified. This facilitates a systematic approach to the study of the 500 

textual context, as it becomes possible to integrally track which topics dominate the 501 

texts featuring a keyword, a topic, or a discourse. As such, through topic modelling, the 502 

study of textual context can be quantified and systematized as well. This helps the 503 

analyst to avoid drawing hasty conclusions from one specific statement, and lets him or 504 

her overview with ease the variety of contexts in which a term, topic, or discourse is 505 

used.  506 

Note that this possibility constitutes an important advantage over simpler text 507 

analysis tools which quantify the (co-)appearance of selected keywords, but do not 508 

quantify words appearing around them — which means that the context of the term(s) 509 

under analysis still needs to be read, interpreted, counted, and analysed manually, 510 
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creating the risk of summative under-analysis or localized over-interpretation. As it 511 

forecloses these pitfalls by offering the possibility to get a complete image of the textual 512 

context in which words and discourses appear, topic modelling is a valuable 513 

methodological asset to an approach like discourse analysis, which emphasizes the 514 

importance of context in meaning-making.  515 

Topic modelling and validation and systematization in discourse analysis 516 

Third of all, topic modelling addresses to the need for replicability and 517 

systematization in discourse analysis. The first of these two notions might be 518 

reminiscent of a positivist demand for verification at odds with the interpretivist roots of 519 

discourse analysis. But even within an interpretivist framework, there is a need to 520 

demonstrate that one’s context-bound interpretation is indeed representative of the 521 

context in question and not just the product of subjective selection or ‘cherry picking’, 522 

whether intentional or unintentional (Johnston, 2002; Louw, Todd & Pattamawan, 2014; 523 

Baker & Levon, 2015; Mautner, 2015). Indeed, it has been suggested that discourse 524 

analysis is in fact quite vulnerable to making the mistake of using its data to make a pre-525 

existing point (Rogers, 2013, 74; Antaki et al., 2003, 19-21; 27-30).  526 

Topic modelling helps out in this regard in two ways. First of all, it evidently 527 

creates the option of quantification. The data’s representativeness and the 528 

interpretation’s significance and reliability can be demonstrated statistically. Secondly, 529 

and perhaps more importantly given the ethos of discourse analysis, topic modelling 530 

facilitates qualitative validation of whether our interpretation makes sense, even when 531 

working on a very large corpus. As we argued, the interpretation of a topic as a 532 

meaningful unit remains the task of the analyst. This interpretation draws on close 533 

reading of the texts, knowledge of the subject, and personal perspective and experience. 534 

But the previously discussed possibility to jump back and forth quickly between the 535 
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topic-term matrix and the concrete incidence of words belonging to this topic 536 

throughout texts in the corpus also allows the analyst to verify whether his or her 537 

interpretation of the topic at face value strokes with his or her interpretation of this topic 538 

when he or she encounters the words allocated to it in the texts. This way, the analyst 539 

can easily check whether the conclusions he or she draws from studying the co-540 

appearance of words and topics in the topic model hold up when confronted with 541 

concrete formulations in the texts under analysis. 542 

Furthermore, the systematicity topic modelling furnishes allows for the detection 543 

of the recurrence of nuances and subtleties in text at a very large scale. This way, the 544 

concern with the details of language use that characterizes discourse analysis can be 545 

exercised with an order of magnitude several times that of close reading. This makes 546 

topic modelling an appropriate tool for diachronic analysis of how discourses evolve 547 

and change incrementally, for instance (Jaworska & Nanda, 2016). If the timespan 548 

becomes too long or the change too subtle, such a transformation might be missed if one 549 

relies solely on close reading. Similarly, topic modelling makes room for comparative 550 

discursive research. It facilitates for example the study of the differences, similarities, 551 

and changes in the rhetoric of politicians from different parties.  552 

Case studies 553 

So far, we have discussed on a relatively abstract level how topic modelling can 554 

facilitate discourse analysis, discussing their ontological, epistemological, and 555 

methodological fit. In the following two case studies, we aim to demonstrate how such a 556 

combination works in practice, rendering some of the insights from the previous 557 

sections more concrete and tangible. 558 

First of all, the meta-theoretical and epistemological fit of topic modelling and 559 

discourse analysis is on display, as both cases clearly show how the topics of large topic 560 
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models contain collections of words which the analyst can, subjectively and reflexively, 561 

interpret as discursive elements. The first one does so mainly qualitatively, the second 562 

one mixes qualitative and quantitative interpretation. Additionally, both case studies 563 

also allude to how topic modelling facilitates the study of discursive hegemony, and the 564 

second case furthermore makes an effort to show its utility for the study of language use 565 

in context and for internal validation. Nevertheless, it must be emphasized that these 566 

case studies are by no means fully-fledged, stand-alone analyses. They do not present 567 

self-sufficient empirical research or results, but merely try to illustrate some of the 568 

abstract methodological arguments made above. 569 

Our first case tackles the discourse of political speeches on international trade 570 

policy in the European Parliament, by building a topic model of interventions during the 571 

Parliament’s plenary sessions between 1999 and 2016.10 The case particularly focuses 572 

on how we can interpret the discursive elements contained in a topic as hegemonic and 573 

normalized. The second case study, analysing Austrian newspaper articles, does the 574 

reverse, and critically interrogates the idea that pro-growth stances are hegemonic in 575 

public economic discourse. Here, using a decomposition of the discursive patterns 576 

captured in a variety of topics, we use a topic model to identify public discourses about 577 

                                                 

10 We used MALLET to build a standard LDA-topic model with 120 topics, built over 3.500 

iterations with hyperparameter optimization every 20 iterations and a burn-in of 40, which 

we validated against other models with higher and lower topic counts. It is based on a 

corpus of 11.744 pre-processed speeches discussing international trade policy delivered in 

the European Parliament’s plenary session between 1999 and 2016, which we lemmatized 

and from which we removed the stopwords. Speeches were drawn from the Talk of 

Europe database using a SPARQL keyword query for 121 terms and phrases specific to 

international trade policy. 
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economic growth and to challenge the notion that pro-growth discourses are truly 578 

hegemonic. 579 

Case 1: trade politics in the European Parliament 580 

In the European Parliament case study, we are looking for traces of the extant 581 

hegemony within trade policy-making. The hegemonic practices of a policy field can be 582 

considered as forming the normal, appropriate rules any politician has to follow when 583 

acting within this policy field (see Glynos and Howarth, 2007 on social logics for a 584 

more elaborate discussion on this). It is on the basis of this normalized and socialized 585 

nature, that we can set about developing a heuristic to study hegemony, as it is fair to 586 

expect that such a normalization will leave traces in language use. The prime empirical 587 

characteristic we anticipate any form of hegemonic language use to display, is, by 588 

definition, that it features continuously, regardless of the speaker, his or her ideology, 589 

the specific (sub)issue, or the timing. As such, we looked for topics representing a fairly 590 

stable share of every speech in the corpus.11 The topics whose incidence we found be 591 

relatively stable across all speech, regardless of when or by whom they were delivered, 592 

were then qualitatively interpreted as (fragments of) discourses. This left us with several 593 

relevant discourses, of which we analyse two here, consisting of respectively two and 594 

                                                 

11 The coefficient of variation (CV) of each topic’s share in each speech was used as a measure 

of this stability. Topics with a low CV have a low standard deviation over all texts in 

comparison to their average share per text (and their share in the corpus). More simply put, 

topics with a high CV generate their share in the corpus by featuring to a relatively high 

degree in a relatively low number of speeches, while comprising a relatively low degree of 

all other speeches. Topics with a low CV get their share by representing a relatively stable 

share of each speech, without a high number of significant outliers in any direction. The 

latter are evidently the topics of interest here. 
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three different topic. 595 

  596 

[insert table 1 here]  597 

 598 

 Topics 15 and 20 were interpreted as establishing trade as a practice revolving 599 

around cooperation and partnership. Systematically linking international trade to terms 600 

like “relation”, “partner”, “cooperation”, “relationship” and partnership”, these topics 601 

represent the practice of trade as involving a teaming-up, a connection. The terms 602 

“agreement”, “benefit”, “support”, “important”, “importance”, “essential” and 603 

“promote” furthermore instil this partnership with a positive sentiment. Trade as a 604 

relationship between partners is considered to benefit those involved, and hence, it is 605 

necessarily something to be pursued. The fact that all europarliamentarians draw on the 606 

discourse contained in these topics suggest that they all find it evident that trade 607 

relations should be promoted, supported and developed further. Trade relations are 608 

considered important, even essential. Of course, parliamentarians do disagree on what 609 

those trade relations should look like, or about how trade’s positive potential ought to be 610 

realized. In other words, it remains possible to discuss the unwanted negative effects 611 

and consequences of a particular trade policy, or debate what commercial policy is 612 

necessary to bring about the innate blessings of trade relations, but on a more 613 

fundamental level, trade is apparently always presented as something inherently 614 

positive. 615 

A second set of topics (55, 90, 99) together contain a discourse of organisation, 616 

articulating the idea that trade and trade relations always feed into a wider, global 617 

system. Terms like “order”, “system”, “world”, “global”, “organisation”, “multilateral” 618 

and “framework” are suggestive of this tendency, as is the relatively stable way in 619 
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which the WTO is referenced. Trade relations are not just isolated connections between 620 

partners, they are discursively constructed as constituting a larger whole, a global 621 

trading system. Other terms in these three topics, such as “opportunity”, “benefit”, and 622 

“prosperity”, suggest some carry-over from the previous discourse of cooperation, 623 

which established trade as a mutually beneficial partnership. Similarly, in the topics 624 

containing aspects of that discourse of cooperation, we can also find some elements of 625 

organisation, through terms such as “order” and “framework”. Partners maintain and 626 

develop the benefits of their cooperation in a large whole.  627 

This discourse of organized gives the relationships which trade consists of a 628 

logical, ordered character. There is a structure to the network of trade relationships, an 629 

organizational coherence, but this structuring does not come automatically. It needs to 630 

be “ensured” through “measure[s]”, “rule[s]”, “regulation[s]”, “legislation”, “authority”, 631 

“implementation” and “reform”. The structured nature of trade relations is not a fact of 632 

nature, the presence of these terms in the discourse suggests, political intervention is 633 

required to achieve it. Trade thus necessarily involves policy-making, as trade relations 634 

and systems need to be built. Again, the type of intervention and political action that 635 

politicians want to see presumably differs greatly throughout the Parliament, but the 636 

idea that having a trade policy is necessary to reap the benefit of structured, organized 637 

trade relations appears to be a given regardless of political ideology or nationality. 638 

Case 2: the Austrian public growth debate 639 

In the second case study, we are interested in how the news media make sense of 640 

economic growth and a major economic crisis. Economic growth is a prominent concept 641 

in politics and academic research alike, with much scholarly work and public attention 642 

devoted to its causes and consequences. Somewhat surprisingly though, research on 643 

public understandings of and attitudes towards economic growth is quite rare. The 644 
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sparse literature suggests a “hegemony of growth” (e.g. Schmelzer, 2016), a pro-growth 645 

discourse among policymakers and publics that dominates over critical lines of 646 

argument, stressing, for example, environmental concerns, or linking economic growth 647 

to rising inequality and other social issues. This study puts the hegemony of growth-648 

hypothesis to the test in one particular case: the Austrian media.  649 

We analysed a corpus of newspaper articles concerning economic growth12, with 650 

the aim of dissecting public discourses about the subject and investigating how they 651 

evolved over time. First, we identified topics related to economic growth and studied 652 

their salience over time. Next, we identified several discourses in these topics, and 653 

studied how they represent it as a concept. We then analysed the correlations between 654 

topics13, to investigate how different elements of these discourses are typically 655 

combined within articles. This allowed us to analyse the hegemonic and non-hegemonic 656 

discourses about growth presented in newspapers in depth. The expectation was that 657 

discourses with an explicit or implicit pro-growth stance dominate the corpus, to the 658 

detriment of those devoted to a critical view. 659 

                                                 

12 Gathered by selecting articles from major newspapers (Die Presse, Der Standard, Kronen 

Zeitung, Kurier, and Kleine Zeitung), published between September 2006 and end of 

August 2016, and containing at least one of the following keywords: “economic growth”, 

“inequality”, “sustainability”, “employment”, and “unemployment” — keywords related 

to the debate about economic growth. The corpus consisted of 52,593 articles in total. 

13 In this case, we used the structural topic model (Roberts, Stewart, & Tingley 2013), which 

allows and models topic correlations, enabling this type of inquiry. After pre-processing 

(stopword removal, stemming, and dropping words mentioned less than 15 times), we ran 

multiple models with different parameters. The results presented here are based on a 

model with 200 topics, and were validated against other models with the same and lower 

topic counts.  
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 660 

[insert figure 1 here] 661 

 662 

We found, unsurprisingly, that the economic crisis was covered in-depth over 663 

the period 2008-2011 (top left panel of fig 1). As expected, the topic capturing most of 664 

the crisis-related discourse presents the recession in negative terms. For example, the 665 

keywords “dramatic”, “severe”, “lost”, and “massive” that characterise the topic give it 666 

a negative sentiment and legitimate immediate pro-growth policy intervention. The 667 

correlated (corr. coef. = 0.28) recovery topic explicitly contrasts the severe crisis with a 668 

“recovery” marked by “strong” “growth”. Qualitatively inspecting some of the articles 669 

that score highly on these two and other topics correlated with the crisis topic (namely 670 

optimism, and prognosis), corroborates this interpretation. This is in line with our 671 

conjecture that the public discourse emphasises economic growth promotion as a public 672 

good and desirable policy outcome. Thus, in particular during the major uptick of the 673 

crisis-related news coverage, the lack of growth was seen as a major problem, revealing 674 

a pro-growth stance. 675 

 676 

[insert table 2 here] 677 

  678 

However, while this overall positive attitude towards economic growth is 679 

strongly present during the period 2008-2011, it recedes in later years. The public 680 

debate becomes more balanced, giving space to discourses quite critical of economic 681 

growth and the global economic “model” in general. The brunt of this discourse is 682 

captured in the growth_critique topic, which is correlated with others covering 683 

social_justice, inequality, and democracy. The critique can partly be read from the 684 
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keywords — using terms like “capitalism”, or “neoliberalism” is already indicative of a 685 

critical stance — but close reading of a sample of articles shows the critique more 686 

profoundly. To illustrate, one article, published in the centre-right newspaper Die 687 

Presse states: “[t]he decline of growth is thus a necessity for survival. But it demands a 688 

different economy, lifestyle, civilisation, and a change of social conditions”. Most 689 

articles do not side with the critics as strongly as the example does, but typically present 690 

the critique from a well-balanced point of view. 691 

Returning figure 1, presenting topic salience over time, we see that after 2011 692 

pro-growth topics and those more critical and reflective have somewhat equal shares of 693 

the corpus over time. This we interpret as a sign that the public discourse about 694 

economic growth is currently less hegemonic then it might appear at first sight — at 695 

least in Austria, that is. This argument hinges heavily on how we used the topic model 696 

in this case: we moved from corpus inspection over qualitative study, interpretation, and 697 

validation, to (illustrative) quantification.  698 

Final Remarks 699 

In this article, we contended that topic modelling can be a powerful aid for 700 

discourse analysis. We argued the potential benefits of combining discourse analysis 701 

and topic modelling, discussed their theoretical compatibility, hypothesised a 702 

methodology that would facilitate their combination, and showed the practical 703 

feasibility of this combination through two examples illustrating the necessary 704 

methodical and analytical steps. What we want to emphasize in this conclusion, 705 

however, are the limitations and implications of our proposition. Not all discourse 706 

analysis can and should be done using topic models. While topic modelling holds the 707 

potential to deconstruct texts into their discursive elements, whether or not this works in 708 

a specific case is up to the judgment of the analyst familiar with the theory, the method, 709 
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and the material at hand. Ultimately, topic modelling does not convert discourse 710 

analysis into an exact or a quantitative science; rather than solving all its challenges, the 711 

method transforms some of the critical questions that need asking. 712 

A first question in need of reformulation, concerns the issue of 713 

representativeness. Artisanal discourse analysis often faces the criticism of working 714 

with limited data unsuited to make claims about the discourse of an entire field of 715 

practice. Claims about the scope and applicability of an interpretation are often rather 716 

vague (i.e. “many of the articles analysed”, “a feature rarely found”). As such, readers 717 

frequently have to take analysts on their word when they claim that their material is 718 

substantial enough to allow for generalization. The systematization topic modelling 719 

introduces to discourse analysis helps analysts to win their readers’ trust by facilitating 720 

bigger corpora, by allowing them to show their entire corpus (rather than a mere sample 721 

or an illustration), and by making transparent how much of it is represented by 722 

individual topics (thereby revealing the scope of where their argument does and does 723 

not apply). Still, improved systematization does not make the question of trust 724 

disappear, it merely transforms it. As it is the analyst who picks the model used for 725 

further analysis out of a potential limitless number of alternatives, critical readers now 726 

have to trust that the model of the corpus is indeed representative, and they can 727 

challenge analysts to validate this claim by showing alternative models.  728 

Secondly, topic modelling transforms how we think about interpretation. 729 

Traditional discourse analysis typically features illustrative quotes in the text to show 730 

the relationship between data and the analyst’s work. Whether or not the reader accepts 731 

the analyst’s interpretation of the data depends on whether he or she trusts that the 732 

analyst did not cherry-pick, or was not led astray by confirmation bias. To verify this is 733 

not the case and validate an analysis, a critical reader can actively look for 734 
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counterexamples, for example. Topic modelling simplifies this process by allowing the 735 

researcher to locate all text segments that have a high share of a topic, and where a 736 

particular interpretation of that topic should thus apply. The reader can now critically 737 

evaluate the interpretation of a particular combination of words transparently and 738 

exhaustively, rather than having to trust that the snippets offered summarize the 739 

analyst’s work well. Still, as noted above, the reader has to ask whether similar 740 

interpretations and conclusions can be arrived at using alternative model specifications. 741 

Finally, the use of topic models transforms the relationship between the 742 

outcomes of a specific study and larger claims concerning hegemony and power. 743 

Artisanal discourse analysis typically studies hegemony by looking at critical junctures 744 

and intense discursive struggles, claiming that the surviving repertoires are hegemonic. 745 

Topic modelling, we argue, allows discourse analysus to turn its focus to the everyday, 746 

the normal, and the regular. In this reading, topics consistently appearing across an 747 

entire corpus can thus constitute representations of hegemonic repertoires. But a topic is 748 

a mere collection of words, and its meaning is contingent on its relation to other 749 

repertoires at play. Can we trust, for example, that the discourse captured in one topic 750 

doesn’t turn self-reflexive? If that were the case, the same words may be used in 751 

different places and at different times, but their meaning would not be the same. As 752 

such, critical readers have to ask whether the analyst systematically investigated the 753 

variety of contexts in which a specific topic was used, and whether the meaning 754 

captured in it is indeed stable throughout them. 755 

What these points show, is that topic modelling pushes the methodological 756 

boundaries of discourse analysis, without abolishing them altogether. Yet while these 757 

transformations create new limitations as well, we believe the potential gains are worth 758 

the attempt to use topic modelling, and we encourage researchers working within the 759 
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discourse-analytic tradition to explore how topic models can enrich their craft. 760 

Likewise, we think that researchers regularly working with topic modelling would 761 

benefit from critically reflecting upon their praxis of interpretation, and from engaging 762 

with the wider theoretical literature on meaning-making. Such mutual engagements can 763 

open up avenues for tackling old methodological questions in new ways, and they may 764 

even spark a few entirely novel debates that have so far flown under the radar. 765 
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Tables and figures 851 

Table 1. Hegemonic discourses on EU Trade Policy. 852 

 853 

 854 

 855 

  856 

ID Name CV Characteristic Words 
15 relationality 1,934 trade relation partner agreement economic cooperation 

trading important union area benefit european investment 
development political country relationship economy party 
partnership 

20 relationality 1,373 policy development strategy economic european objective 
support trade union international report social essential 
promote sustainable cooperation importance order 
approach framework 

55 systematicity 1,341 order system ensure measure important member effective 
rule commission regulation state information make 
implementation guarantee time proposal authority provide 
legislation 

90 systematicity 2,229  trade world economy growth market global economic 
opportunity europe free country job important prosperity 
open president globalisation create benefit barrier 

99 systematicity 2,904 trade world organisation international wto system rule 
multilateral fair global development country reform 
framework trading benefit globalisation level developed 
developing 
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Table 2. Austrian growth discourses.  857 

 858 

 859 

  860 

ID Name Description Characteristic Words 
1 inequality Inequality and 

capitalism 
(critical) 

state, wealth, inequality, economy, capital, welfare state, 
neoliberal, state, market, money, redistribution, 
schulmeister, private, private, financial market, economic 
policy 72 social 

justice 
Social Justice 
and Citizenship 

social, citizen, claims, central, responsibility, contribution, 
fundamental, strategy, approach, shaping, weak, claim, 
dependent, independent, access 

81 growth 
critique 

Critique of 
growth and the 
economy  

society, economy, world, welfare, globalisation, economy, 
capitalism, growth, market economy, progress, more, 
model, change, resources 

87 optimism Careful 
optimism about 
recovery 

positive, remarkable, current, that, expectations, 
development, consequences, despite, negative, still, 
despite, strong, situation, stable, optimism 

94 prognosis Economic 
analysis and 
prognosis 

this year, expectations, prognosis, economic growth, 
meagre, next, expected, after, rise, expects, year, 
prognosis, economy, sink, experts 

115 recovery Economic 
recovery across 
the globe 

growth, strong, recovery, global economy, global, 
economy, boom, transition country, oecd, weak, 
investment, national economy, recession, globally, slow 

126 crisis The crisis, 
causes and 
consequences 

crisis, economic crisis, financial crisis, economy, 
consequences, unemployment, dramatic, severe, lost, time, 
deep, recession, hard, a lot, massive 
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Figure 1. Topic salience over time. 861 

 862 




