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Topic Selection Using Conceptual Distance: How to Select Topics that 

are Interesting but Unfamiliar to Users  
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In this study, we established a topic selection method that recommends topics that are interesting and unfamiliar to users. To 

achieve this aim, we used conceptual distance to identify topics that were unfamiliar to users and improved the accuracy of this 

method by removing conceptually similar words. Many words used in conversations are excluded in the dictionaries and thesauruses. 

Thus, we developed a model for conceptual distance measurement using machine learning to measure conceptual distances even 

for such words. By conducting the subject experiments, we confirmed that the established system recommends topics a user is 

interested in but unfamiliar with compared with the baseline method developed in a previous research.  
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1. Introduction

Recently, with the spread of smartphones and tablets, dialogue 

systems, such as Google Assistant (Google) [1,2] and Siri (Apple) 

[3], have become popular. However, these dialogue systems are not 

yet pervasive. Most of these dialogue systems are question-

answering systems. A question-answering system is a system in 

which a user inputs a question into the dialogue system and receives 

an answer. The ability of the question-answering system reduces its 

usage. The study on dialogue systems [4,5] classifies them into 

task-oriented and non-task-oriented dialogue systems. A task-

oriented dialogue system interacts with people for a specific 

purpose. Its examples include tourist information [6], virtual 

coaching [7], restaurant searches [8], and taxi booking [9]. 

Conversely, a non-task-oriented dialogue system is one with no 

purpose other than chatting. It is also known as a chatbot [10–13]. 

Chat is important for interacting with people [14]. Miyashita et al. 

reported on the behavior of robots in shopping malls [15]. Their 

study showed that in addition to introducing stores and products, 

chatting, such as self-disclosure of the robot, affected purchasing 

behavior. For machines to have more natural conversations with 

humans, the system must actively present topics to users. 

A topic selection survey [16] showed that the earliest studies on 

topic selection started in the 1990s. Regarding topic selection, 

Mikami et al. reported a method for changing topics considering the 

irrelevance of words [17]. This approach is useful for changing 

topics in the middle of a conversation, but it cannot be used to 

provide a topic in a conversation system. Other studies have 

estimated topics in chats, but only a few focused on how to choose 

a topic at the beginning of a chat. Hence, we examined how to select 

the topic needed at the beginning of a chat. For the system to select 

an adequate topic, it must keep up with new words daily. It is also 

preferable that the selected topic is one the user is interested in but 

slightly familiar with. To address this issue, we used Twitter as an 

information source. Several studies have estimated user interest 

related to Twitter-based topic selection. For instance, Kondo et al. 

reported on a method for estimating users’ interests from Twitter 

using Latent Dirichlet Allocation (LDA) [18]. They applied the 

LDA method to the Twitter data of users and their followers to 

estimate users’ interests. This method can extract a user’s interest 

from the tweets of followers. However, users are accustomed to 

regularly seeing their followers’ tweets on their timelines, making 

it difficult to provide new topics using this method. Consequently, 

we think it is difficult for users to find unfamiliar topics from 

followers’ tweets. The method of estimating user interest from 

Twitter relates to a topic selection study using Twitter. For instance, 

Jilin et al. tried effective advertising using Twitter [19]. Their 

method estimated the user’s interests but did not consider whether 

the user was familiar with the selected tweet.  

In this paper, user interest is estimated based on a Twitter 

keyword search. Since the topic candidates obtainable by keyword 

searches are irrelevant to the user’s tweet, the user may be partially 

familiar with them. Therefore, a user can get a topic with which 

they are unfamiliar. In a previous study, we confirmed that the 

results obtained using keyword searches include many words the 

user is interested in [20]. Although past studies could estimate user 

interest, the selected words were sometimes unfamiliar to the user. 

To improve the past study, we utilized the conceptual distance 

between words in a thesaurus dictionary. We regarded words that 

were far from the known words by the user as topical word 

candidates [21]. Since not all words that can be topical words are in 

the thesaurus dictionary, we also build a conceptual distance 

measurement model that can handle all words using machine 

learning.  

This paper is based on Reference (21), which published in the 

the IPEC-HIMEJI2022 Conference (2022) 2022 IEEJ. 
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Fig. 1.  Flow of the proposed method 

 

This study focused on the shortcomings of the previous study 

[20] and improved it. We improved the previous research in two 

aspects. 

1. Introducing the inverse document frequency (IDF) 

method from the morphological analysis. 

2. Introducing conceptual distance in addition to cosine 

similarity. 

The rest of the paper is summarized as follows: In the next 

section, we surveyed related works on dialog systems and topic 

selection using Twitter. In Section 3, we describe the proposed 

method and its features to extract the topics that users are interested 

in but unfamiliar with. Section 4 presents the experimental setup 

and some results on selecting topics using the proposed method. 

The conclusion and future work are described in Section 5. 

2. Related works 

2.1 Related works on topic selection from Twitter    

There are many approaches to topic selection using Twitter [22]. 

Many techniques for detecting topics from Twitter are based on 

known data mining techniques used in various fields. To derive 

topics from documents, many methods have been reported.  

Latent semantic analysis (LSA) is one of the earliest approaches 

[23]. The LSA uses the singular value decomposition (SVD) 

method to decompose a matrix into subrepresentations. Hofmann 

proposed probabilistic latent semantic analysis (PLSA) to handle 

different meanings and types of words [24]. However, it is an 

improved version of the LSA. Some approaches use non-negative 

matrix factorization (NMF) [25]. NMF is a method of decomposing 

a given matrix into low-dimensional matrix products.  

LDA is a generative probabilistic model for document collections 

[26]. The original LDA model was based on the variational method 

and the expectation maximization (EM) algorithm for Bayes 

parameter approximation. 

These techniques focus on revealing the semantic relationships 

between words in a document and have been applied to relatively 

long texts, such as emails [27,28,29], academic papers [30,31], and 

web pages [32,33]. 

However, it is relatively difficult to derive topics from Twitter 

compared to long documents. For example, the contents are very 

sparse since tweets are very short and include many incorrect words. 

A topic can quickly grow, decay, or even merge with another topic. 

Tweets are fast, and topics change frequently. Despite its difficulty, 

many studies have applied existing methods. For example, Prier et 

al. applied the LDA method to a Twitter dataset to derive topics [34]. 

Kireyev et al. proposed a modified LDA method to identify topics 

from tweets [35]. Zhang et al. proposed an approach to obtaining 

hot topics from Twitter [36]. Furthermore, Weng et al. merged 

tweets into a single document and applied the original LDA method 

[37]. However, merging all tweets into a single document makes 

guessing the topic of each tweet difficult. 

Some approaches use external document data as an additional 

dataset to solve the sparsity problem of Twitter. For example, Phan 

et al. used an external dataset as an additional dataset [37,38]. Hu 

et al. utilized Wikipedia and WordNet as multiple semantic 

knowledge [40]. Although using an external resource as a dataset 

appears promising, the external data does not necessarily contain all 

the words on Twitter.  

2.2 Related works to measure the similarity    The 

similarity between words or sentences must be measured in the 

dialogue system. According to a survey on dialogue systems [41], 

there are three types of measures.  

One approach is surface form similarity. Levenshtein distance, 

METEOR [42], and TF-IDF retrieval models [43,44] are examples 

of this category. Another approach is multiclass classification, in 

which the problem is regarded as the problem of multiclass 

classification [45]. The other approach is the neural network–based 

approach. Lowe et al. proposed a dual-encoder architecture [46]. 

Our previous approach measured the distance between words 

using cosine similarity. However, in this study, we introduced TF-

IDF models to improve the performance of the proposed method. 

We also introduced the conceptual distance to select semantically 

distant words.  

3. Proposed method 

3.1 Outline of the proposed method    This section 

describes the outline of the proposed method. Figure 1 shows the 

outline of the proposed method. This research aims to build a system 

that provides topics that users are interested in but are rather 

unfamiliar with. The system collects data from users’ tweets to find 

out what they are interested in. As the content described in the user’s 

tweet is known to the user, the system performs a keyword search on 

Twitter using the acquired data and extracts related words. The 

system analyzes the extracted words using Word2vec and provides 

words that meet the following three conditions as topic candidates: 

 

1. Words not included in the data obtained from the user. 

2. Words that are not too small in concept distance from words that 

the user knows. 
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Fig. 2.  Procedure of keyword acquisition using the user’s 

Twitter 

 

3. Words with high cosine similarity to words that the user is 

interested in. 

 

To check the validity of the proposed approach, we examined two 

methods to observe what the user is currently interested in: “a method 

of acquiring and analyzing tweets from the user’s Twitter data” and 

“a method of directly asking the user about what they are interested 

in.” To ease the explanation, we labeled the first and second methods, 

TW and DA, respectively.  

 

3.3 Acquisition of keywords that users are interested in    

In this section, we explain how to prepare keywords that your users 

are interested in for topic selection. This research aims to provide 

topics that users are interested in but are unfamiliar with. To achieve 

this goal, the system searches for potential topics using keywords 

that users are interested in. We collected keywords that users are 

interested in. Two approaches were used to collect the data: 

 

1. An approach to directly asking users their interests 

2. An approach to analyzing what users’ interests are from their 

Twitter data 

 

The first data collection was done to evaluate the estimation 

ability of the proposed method. The second data collection was 

done to evaluate whether keywords could be collected 

automatically. The first way to ask users directly about their 

interests is the best way to select keywords from an accuracy 

standpoint. However, directly asking about the user’s interests 

increases the burden on the user.  

 

Fig. 3.  Basic concept of the conceptual distance measurement 

model by machine learning 

 

If keyword selection can be automated by the second method, the 

burden on users is expected to be reduced. The second method was 

investigated to assess the system automation potential. 

For the first method, we asked users to choose 10 to 20 nouns as 

keywords of interest. The number of keywords was set so the 

subject could choose without burden. The keywords obtained from 

the subjects were 13–20. 

Figure 2 shows the procedure for keyword preparation using the 

second method. In Fig. 2, we describe specific examples of tweets 

and obtain keywords. The examples are described in English and 

Japanese to show the details of the obtained tweets and keywords. 

In this procedure, the system obtains the latest 200 tweets from the 

user’s tweets using the Twitter API to obtain the user’s frequent 

tweets. We set the number of tweets to be acquired at 200 because 

it is the maximum number of tweets the Twitter API can acquire. 

The tweets obtained were used as data to generate users’ keywords 

of interest. The system morphologically analyzed the acquired 

tweets and acquired nouns, which are candidate keywords. We used 

MeCab for morphological analysis [47]. Since keyword candidates 

included relatively new nouns, the Neologd dictionary [48] was 

utilized as the dictionary for MeCab. Neologd is a dictionary that 

also contains recently used words. To exclude inappropriate nouns 

as keywords, the system then removed everything except hiragana, 

katakana, and kanji. This action removed user IDs, alphabets, 

symbols, and numbers. We named the list of nouns resulting from 

these processes a keyword list for ease of explanation. The keyword 

list included both general nouns and proper nouns.  

We assumed that the words users often tweet were likely to be 

interesting. Hence, we extracted the words the user was interested 

in from the keyword list. The system selected 25 words that 

appeared most frequently in the keyword list as keywords. The 

number of words for selection was experimentally determined by 

the results of previous experiments.  

 

3.4 Tweet analysis    As a method of acquiring and 

analyzing tweets from Twitter data, we examined two methods, as 

follows: 

1. A method for performing morphological analysis and 

extracting all nouns 

2. A method of extracting topical words in tweets using IDF 

values. 
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with Twitter API

Obtain keywords 
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Acquisition of nouns as 

keyword candidates

Sorting words by 

frequency of appearance 
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Tweet examples:

大統領選が接戦過ぎる
(The presidential election 

is too close.)

飛行機乗りたい
(I want to ride a plane.)

最新の電子レンジ
(latest microwave oven)

病院混んでて大変だった
(It was difficult because 

the hospital was crowded.)

Noun examples:

大統領選、飛行機、
電子レンジ、病院
(Presidential election, Plane, 

Microwave oven, Hospital)

Keywords examples:

大統領選、飛行機、
電子レンジ
(Presidential election, 

Plane, Microwave oven)
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Table 1. Fundamental physical constants 

Model number Intermediate layer 1 Intermediate layer 2 

1 20 20 

2 100 20 

3 200 100 

4 300 300 

 

To ease the explanation, we labeled the first and second methods, 

the MA and IDF methods, respectively. In the MA method, the 

tweet obtained was subjected to morphological analysis using the 

morphological analyzer MeCab [47]. The Neologd dictionary was 

used for the dictionary [48]. General nouns and proper nouns, 

excluding user IDs, alphabets, symbols, numbers, links, RTs, and 

pictograms, were extracted from the obtained words. 

In the IDF method, a topic word was extracted from each tweet 

using the topic word extractor. For the topic word extractor, we used 

the method of comparing the IDF values of each word following 

Mikami et al. [17]. The IDF value can be calculated as follows: 

𝑖𝑑𝑓(𝑡, 𝐷) = log
𝑁

|{𝑑∈𝐷:𝑡∈𝑑}|
,          (1) 

 

where D is the set of documents. |{dD: td}| is the number of 

documents where the term t appears. In Mikami et al. [17], the word 

with the highest IDF value was adopted as the topic word. In 

addition, the words used as topical words are limited to general 

nouns and proper nouns. 

Japanese Wikipedia data were used to calculate the IDF value. 

When calculating the IDF value, the Wikipedia article was treated 

as one document, and the IDF value of each word was calculated. 

During implementation, the IDF value in the tweet was calculated 

for each tweet, and the “general noun” and “proper noun” with the 

lowest IDF value were extracted as topic words. 

 

3.5 Keyword search    The system performed a keyword 

search to extract topical words related to the word of interest. As a 

search word, we set the words that the user answered or the words 

that frequently appeared among the words extracted from the tweets. 

The system acquired up to 100 tweets, the maximum number of 

tweets the Twitter API can acquire per word. Consequently, words 

were extracted from the obtained tweets according to the method in 

Section 3.4. After the keyword search, the system removed the words 

used in the keyword search from the extracted words. This is because 

the user is familiar with the words included in the tweet and the words 

answered by the user. The system evaluates the similarities of the 

remaining words. The details will be described in the next section. 

 

3.6 Conceptual distance    This section describes 

conceptual distance. Conceptual distance is defined as the number of 

concepts that go through to connect two words in a thesaurus. In this 

research, the Japanese WordNet [49] is used as a thesaurus dictionary. 

WordNet has a network structure, and the nodes are divided into 

“words” and “concepts.” Edges are divided into two categories: 

“sense,” which connects “words” and “concepts,” and “synlink,” 

which connects “concepts” and “concepts.” Since there is no link 

between “words,” there is always one or more “concepts” between 

“words.” If the number of “concepts” that pass through is small, then 

the words are conceptually close to each other, but if the number of 

“concepts” that pass through is large, the words are conceptually far 

from each other. The conceptual distance for the same word is zero. 

When there are two or more paths between words, the shortest 

distance is defined as the conceptual distance. 

Our aim is to give users the topics that users are interested in but are 

not familiar with. To achieve this goal, we aim to measure the 

conceptual proximity of words and extract words that are close in 

simple terms but conceptually separated by a certain distance. There 

is no guarantee that things that are close are conceptually close. Hence, 

we employed conceptual distance. This is the reason why the distance 

has to be calculated by machine learning instead of using simple 

distance between word vectors. 

 

3.7 Similarity evaluation    The system evaluated the 

similarity between the five words used as keywords and the words 

obtained by keyword searches. Words were first vectorized using the 

trained model. Word2Vec was used to vectorize words [50–52]. In 

previous research, words with high cosine similarity were output, but 

conceptually similar words were output [20]. To solve the problem, 

we introduced the conceptual distance in this research, removed the 

words whose conceptual distance was too close to the keyword, and 

then output the ones with high cosine similarity. 

 

3.8 Generation of conceptual distance measurement 

model by machine learning    If two words to be measured are 

included in the Japanese WordNet, the conceptual distance between 

the words can be measured. However, if either word is not included 

in the dictionary, the conceptual distance cannot be measured. 

Additionally, research on topic extraction often deals with relatively 

new words that are not included in the dictionary. 

To solve this problem, we created a conceptual distance generation 

model using machine learning to measure conceptual distances for all 

words, including words that are not included in the dictionary. 

Figure 3 shows the outline of the model. The proposed model 

consists of a neural network; the input is two words, and the output is 

the conceptual distance (Fig. 3). The learning data are the conceptual 

distance data for all word combinations in Japanese WordNet. The 

model was trained using the vectorized version of both word pairs as 

the input and the normalized conceptual distance as the output. Two 

words are converted to 300-dimensional vectors using a trained 

model. The ReLU function was applied as the activation function of 

the intermediate layer, and the sigmoid function was applied as the 

activation function of the output layer. 

When measuring the conceptual distance of an unknown word, we 

input the two target words into the trained model to obtain the 

conceptual distance. In the experiment, we prepared four models with 

different intermediate layers. We labeled them model1, model2, 

model3, and model4 to ease the explanation. The parameters of the 

models are shown in Table 1. To check the effect of the parameters, 

the comparison experiments were conducted [53]. Table 2 shows the 

results of 5 cross-validation by randomly dividing the training data 

into 5 parts. From the cross-validation results, it was confirmed that 

there was almost no difference in mean absolute error between the 

training data and the test data. 
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Table 2. Mean MAE values between true and estimated distance 

for training and test data. 

Model 
Middle layer 

1 

Middle 

layer 2 

MAE in  

training 

 data 

MAE in  

test data 

1 20 20 0.0225  0.0225  

2 100 20 0.0202  0.0202  

3 200 100 0.0191  0.0191  

4 300 300 0.0187  0.0188  

 

Table 3. Interests of Subject A 

Financial 

engineering 

 

Mahjong 

 

Camp 

 

Pot 

 

Qualification 

 

Ice 

 

Movie 

 

Shibuya 

 

Aquarium 

 

Tokyo Tower 

 

Animation 

 

Chidori 

 

Oden 

 

Donut 

 

 

 

Table 4. Interests of Subject B 

DTM 

 

APEX 

 

FPS 

 

Game 

 

Manga 

 

Karaage 

 

Card 

 

3D Printer 

 

Computer 

 

Tablet 

 

Keyboard 

 

Mouse 

 

Smartphone 

 

  

 

 

Fig. 4.  Percentage of words that the user is interested 

in when the words with the highest similarity are 

provided as topical words. TW represents an approach 

to analyzing the user’s interest from their Twitter data. 

MA represents a method for performing morphological 

analysis. IDF represents a method of extracting topical 

words from tweets using IDF values. 

 

 

Fig. 5.  Percentage of words that the user is interested 

in to the words obtained from tweets. Comparison of a 

method of performing morphological analysis and a 

method of extracting topical words in tweets using IDF 

values 

 

Table 5. Percentage of users unfamiliar with the 

presented word with and without conceptual distance. 

Bold represents the case superior to the baseline DA 

represents an approach to directly ask users what they 

are interested in. TW represents an approach to 

analyzing what you are interested in from your Twitter 

data. MA represents a method for performing 

morphological analysis. IDF represents a method of 

extracting topical words in tweets using IDF values. 

 

    DA TW 

    MA IDF MA IDF 

Cosine similarity   45.5% 45.5% 63.1% 66.5% 

WordNet (4,7) 50.4% 54.2% 69.7% 61.0% 

WordNet (3,8) 52.5% 48.3% 67.0% 68.8% 

WordNet (2,9) 52.9% 46.7% 68.4% 66.3% 

Model1 (4,7) 62.0% 64.0% 65.4% 63.5% 

Model1 (3,8) 55.5% 63.0% 67.4% 68.5% 

Model1 (2,9) 47.0% 59.0% 68.6% 67.5% 

Model2 (4,7) 64.5% 62.5% 69.4% 63.5% 

Model2 (3,8) 59.5% 61.0% 69.3% 66.0% 

Model2 (2,9) 54.5% 61.0% 65.5% 68.5% 

Model3 (4,7) 60.5% 61.5% 65.9% 62.0% 

Model3 (3,8) 55.5% 59.5% 63.8% 61.0% 

Model3 (2,9) 54.5% 55.0% 64.4% 65.0% 

Model4 (4,7) 58.5% 63.0% 64.5% 65.5% 

Model4 (3,8) 53.5% 56.5% 65.4% 63.0% 

Model4 (2,9) 50.5% 55.0% 64.5% 64.0% 
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Table 6. Topic word examples. They are described in 

English and Japanese for easy understanding. 

  Topic word examples 

Baseline Disney character  

WordNet 

Pompeii (ポンペイ) 

Dalmatian (101 匹わんちゃん) 

One piece (ワンピース) 

Trained model 

One piece (ワンピース) 

Spider-man (スパイダーマン) 

Witchy PreCure (魔法使いプリキュア！) 

 

4. Experiments 

4.1 Experimental setup    An evaluation experiment was 

conducted to examine whether the proposed method could generate 

interesting but unfamiliar topics. Eight subjects participated in this 

experiment.  

The experiments were conducted after approval from the University 

of Electro-Communications Ethical Committee, where the principal 

investigator belonged. First, we entered the subjects’ tweets into the 

system and obtained the keyword word. Second, for each of the 

output words, the subjects were asked to evaluate “whether they were 

interested,” “whether the content was familiar,” and “whether the 

topic they were what they wanted to hear or talk about” on a four-

point scale. The subjects were male and female university students in 

their 20s, the language of the tweets was Japanese, and the eight 

subjects’ fields of interest were selected from their tweets. We 

showed two examples.  

Table 3 and 4 show the examples of interests of subject A and 

subject B, respectively. We set questionnaires for each topic 

candidate. For example, financial engineering is a candidate for a 

subject topic. Here, we set the questionnaire as follows: 

 

Regarding financial engineering,  

Q1. Are you interested in this topic? 

4. Very interested 3. A little interested 2. Not very interested 1. Not 

interested at all 

Q2. Are you familiar with this topic? 

4. Very familiar 3. A little familiar 2. Not very familiar 1. Not 

familiar at all 

Q3. Do you want to listen to this topic? 

4. I really want to listen to it 3. I want to listen to it a little. 2. I do 

not want to listen to it very much. 1. I do not want to listen to it at all. 

Q4. Do you want to talk about this topic? 

4. I really want to talk about it 3. I want to talk about it a little. 2. I 

do not want to talk about it very much. 1. I do not want to talk about 

it at all. 

 

As comparison content, we compared two methods of collecting 

data: “subject’s tweet” and “listen directly to the subject.” Two 

methods of analysis for the obtained tweets were compared: “extract 

general/proper nouns by morphological analysis” and “extract topical 

words by the IDF method.” The following 16 patterns were 

implemented for similarity evaluation: 

 

1. Cosine similarity only (baseline in the past study [18]) 

2. Removed conceptual distances outside the range (4, 7), 

(3, 8), and (2, 9) using WordNet before using cosine similarity 

3. Removed conceptual distances in the range (4, 7), (3, 8), 

and (2, 9) using the trained model (model1 to model4) before 

using cosine similarity 

 

(a, b) shows the results of extracting topical words using cosine 

similarity after extracting words whose conceptual distance is a or 

more and b or less. A total of 64 comparisons were made. 

We used cosine similarity to calculate the similarity between the 

two words. The cosine similarity between the word vector vi and vj 

is defined as follows: 

cos(𝑣𝑖 , 𝑣𝑗)  =  
𝑣𝑖∙𝑣𝑗

|𝑣𝑖||𝑣𝑗|
    (2) 

Words with high cos similarity are expected to be similar 

regarding the distributed hypothesis. After vectorizing words in 

Word2Vec, we calculated the cosine similarity between keywords 

and search results and selected highly similar words. 

 

4.2 Evaluation by analysis method for obtained tweets    

An evaluation experiment was conducted to check the validity of the 

IDF method compared to the MA method (baseline in the past study 

[20]). To check the validity, the average values of the MA and IDF 

methods for 64 combinations were calculated for the keywords 

acquired by the DA and TW methods, respectively. Fig.4 shows the 

percentage of words the user is interested in when the words with the 

highest similarity are provided as topical words with standard 

deviation. In both cases, the results of the IDF method were superior 

to those of the MA method. Fig. 5 shows the percentage of words 

extracted from the subject’s tweets where they answered that they 

were interested when using their tweets. It was confirmed that the 

subjects were more interested in the words acquired using the IDF 

method. 

 

4.3 Evaluation of the effect of conceptual distance    We 

conducted a comparison experiment to evaluate the effect of 

conceptual distance. Cosine similarity was used in our previous 

method as the baseline [20]. We aimed to select topics that users were 

interested in but unfamiliar with. Cosine similarity is used in [20] to 

measure word similarity. Previous research was relatively good from 

the user’s viewpoint, but the accuracy was bad from the viewpoint of 

“not familiar with it”. The conceptual distance was introduced in this 

study to provide unfamiliar topics. Objects with close conceptual 

distances are semantically similar, so users are expected to be familiar 

with them. The proposed method presents unfamiliar words to the 

user by removing words with close conceptual distances. Table 5 

shows the percentage of users unfamiliar with the presented word 

when the DA and TW methods were used. It shows all 64 cases, that 

is, removed words with conceptual distances outside the range (4, 7), 

(3, 8), and (2, 9) using WordNet or the trained model before using 

cosine similarity. In Table 5, cosine similarity shows the baseline 

results of extracting topical words using only cosine similarity. Bold 

in Table 5 shows the results superior to the baseline.  

 



Topic selection using conceptual distance (Yuya Sakai et al.) 

 

 7 IEEJ Trans. ●●, Vol.●●, No.●, ●●● 

4.4 Concrete examples    We showed some concrete 

examples to clarify the kinds of words suggested. Table 6 shows an 

example of the output word for a certain subject. Here, the keyword 

that the user was interested in was “Disney”. In Table 6, the baseline 

shows the topic word candidate when only cosine similarity was used. 

WordNet showed the topic word candidates when WordNet was used 

before outputting those with high cosine similarity. The trained model 

showed the topic word candidates when the trained model was used 

instead of WordNet.  

As shown in Table 6, a conceptually similar word, Disney character, 

was proposed for Disney when using only cosine similarity. 

Conversely, when we used WordNet and the trained model, we 

obtained various topical words that are conceptually different from 

Disney. Moreover, we obtained words like Witchy PreCure that were 

not included in WordNet using the trained model. 

 

5. Conclusion 

In this paper, we investigated a method for topic selection to 

provide topics that users were interested in but unfamiliar with. The 

following improvements have been made to our previous studies. 

We proposed a topic word extraction method using IDF to provide 

highly interesting topics to users compared to past research [20]. 

Furthermore, we introduced conceptual distances to help users 

provide fewer familiar topics. We proposed a conceptual distance 

measurement model using machine learning so that words not 

included in the dictionary could be handled. The experiment 

confirmed that the user’s topic of interest could be extracted using the 

IDF method. Moreover, a topic unknown to the user can be presented 

using conceptual distance. Generally, the improved system can 

provide users with topics they are interested in but are unfamiliar with. 

Since the proposed method is for acquiring topic words that the 

user is interested in but is unfamiliar with, it is necessary to separately 

consider how to output sentences from the topic words. 

A simple method is to discuss whether the user is interested in the 

output topic word. In past research, there was a method of obtaining 

an utterance candidate sentence by inputting a topic word and talking 

to the user using the utterance sentence [54]. In the future, whether 

these methods can be applied to topical word output in this study must 

be examined. Advertising selection is also an application candidate 

for our method.  

Subsequently, we will consider applying this method to a topic word 

determination system that uses dialogue data with users. 

We uploaded our source codes to GitHub and provided its URL as 

the reference to increase the credibility of the study [55].  
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