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Topological methods have recently been developed for the analysis of dissipative dynamical systems

that operate in the chaotic regime. They were originally developed for three-dimensional dissipative

dynamical systems, but they are applicable to all ‘‘low-dimensional’’ dynamical systems. These are

systems for which the flow rapidly relaxes to a three-dimensional subspace of phase space.

Equivalently, the associated attractor has Lyapunov dimension dL,3. Topological methods

supplement methods previously developed to determine the values of metric and dynamical

invariants. However, topological methods possess three additional features: they describe how to

model the dynamics; they allow validation of the models so developed; and the topological invariants

are robust under changes in control-parameter values. The topological-analysis procedure depends on

identifying the stretching and squeezing mechanisms that act to create a strange attractor and organize

all the unstable periodic orbits in this attractor in a unique way. The stretching and squeezing

mechanisms are represented by a caricature, a branched manifold, which is also called a template or

a knot holder. This turns out to be a version of the dynamical system in the limit of infinite dissipation.

This topological structure is identified by a set of integer invariants. One of the truly remarkable

results of the topological-analysis procedure is that these integer invariants can be extracted from a

chaotic time series. Furthermore, self-consistency checks can be used to confirm the integer values.

These integers can be used to determine whether or not two dynamical systems are equivalent; in

particular, they can determine whether a model developed from time-series data is an accurate

representation of a physical system. Conversely, these integers can be used to provide a model for the

dynamical mechanisms that generate chaotic data. In fact, the author has constructed a doubly

discrete classification of strange attractors. The underlying branched manifold provides one discrete

classification. Each branched manifold has an ‘‘unfolding’’ or perturbation in which some subset of

orbits is removed. The remaining orbits are determined by a basis set of orbits that forces the presence

of all remaining orbits. Branched manifolds and basis sets of orbits provide this doubly discrete

classification of strange attractors. In this review the author describes the steps that have been

developed to implement the topological-analysis procedure. In addition, the author illustrates how to

apply this procedure by carrying out the analysis of several experimental data sets. The results

obtained for several other experimental time series that exhibit chaotic behavior are also described.
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I. INTRODUCTION

The subject of this review is the analysis of data gen-
erated by a dynamical system operating in a chaotic re-
gime. More specifically, this review describes how to ex-
tract, from chaotic data, topological invariants that
determine the stretching and squeezing mechanisms re-
sponsible for generating these chaotic data.

In this introductory section we briefly describe, for
purposes of motivation, a laser that has been operated
under conditions in which it behaved chaotically (see
Sec. I.A). The topological tools that we describe in this
review were developed in response to the challenge of
analyzing the chaotic data sets generated by this laser. In
Sec. I.B we list a number of questions that we want to be
able to answer when analyzing a chaotic signal. None of
these questions can be addressed by the older tools for
analyzing chaotic data, which include dimension calcula-
tions and estimates of Lyapunov exponents. In Sec. I.C
we preview the results that will be presented during the
course of this review. It is astonishing that the
topological-analysis tools that we shall describe have
provided answers to more questions than we had origi-
nally asked. This analysis procedure has also raised
more questions than we have answered in this review.

A. Laser with modulated losses

The possibility of observing deterministic chaos in la-
sers was originally demonstrated by Arecchi et al. (1982)
and Gioggia and Abraham (1983). The use of lasers as a
testbed for generating deterministic chaotic signals has
two major advantages over fluid systems, which had un-
til that time been the principle source for chaotic data:

(i) The time scales intrinsic to a laser (1027 to
1023 sec) are much shorter than the time scales
for fluid experiments.

(ii) Reliable laser models exist in terms of a small
number of ordinary differential equations whose
solutions show close qualitative similarity to the
behavior of the lasers that are modeled (Puccioni
et al., 1985; Tredicce et al., 1986).

We originally studied in detail the laser with modu-
lated losses. A schematic of this laser is shown in Fig. 1.
A Kerr cell is placed within the cavity of a CO2 gas laser.
The electric field within the cavity is polarized by Brew-
ster angle windows. The Kerr cell allows linearly polar-
ized light to pass through it. An electric field across the
Kerr cell rotates the plane of polarization. As the polar-
ization plane of the Kerr cell is rotated away from the
polarization plane established by the Brewster angle
windows, controllable losses are introduced into the cav-
ity. If the Kerr cell is periodically modulated, the output
intensity is also modulated. When the modulation ampli-
tude is small, the output modulation is locked to the
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modulation of the Kerr cell. When the modulation am-
plitude is sufficiently large and the modulation fre-
quency is comparable to the cavity-relaxation frequency,
or one of its subharmonics, the laser-output intensity no
longer remains locked to the signal driving the Kerr cell,
and can even become chaotic.

The laser with modulated losses has been studied ex-
tensively both experimentally (Arecchi et al., 1982;
Gioggia and Abraham, 1983; Puccioni et al., 1985;
Tredicce, Abraham et al., 1985; Tredicce, Arecchi et al.,
1985; Midavaine, Dangoisse, and Glorieux, 1986;
Tredicce et al., 1986) and theoretically (Matorin, Pik-
ovskii, and Khanin, 1984; Solari et al., 1987; Solari and
Gilmore, 1988). The rate equations governing the laser
intensity S and the population inversion N are

dS/dt52k0S@~12N !1m cos~vt !# ,

dN/dt52g@~N2N0!1~N021 !SN# . (1.1)

Here m and v are the modulation amplitude and angu-
lar frequency, respectively, of the Kerr cell; N0 is the
pump parameter, normalized to N051 at the laser
threshold; and k0 and g are loss rates. In scaled form,
this equation is

du/dt5@z2T cos~Vt !#u ,

dz/dt5~12e1z !2~11e2z !u , (1.2)

where the scaled variables are u5S , z5k0k(N21), t
5kt , T5k0m , V5vk , e15kg , e251/kk0 , and k2

51/gk0(N021). The bifurcation behavior exhibited by
the simple models (1.1) and (1.2) is qualitatively, if not
quantitatively, in agreement with the experimentally ob-
served behavior of this laser.

A bifurcation diagram for the laser, and the model
(1.2), is shown in Fig. 2. The bifurcation diagram is con-
structed by varying the modulation amplitude T and
keeping all other parameters fixed. This bifurcation dia-
gram is similar to experimentally observed bifurcation
diagrams.

This diagram shows that a period-one solution exists
above the laser threshold (N0.1) for T50 and remains

stable as T is increased until T;0.8. It becomes unstable
at T;0.8, with a stable period-two orbit emerging from
it in a period-doubling bifurcation. Contrary to what
might be expected, this is not the early stage of a period-
doubling cascade, for the period-two orbit is annihilated
at T;0.85 in an inverse saddle-node bifurcation with a
period-two regular saddle. This saddle-node bifurcation
destroys the basin of attraction of the period-two orbit.
Any point in that basin is dumped into the basin of a
period 452321 orbit, even though there are two other
coexisting basins of attraction for stable orbits of periods
653321 and 4.

Subharmonics of period n (Pn ,n>2) are created in
saddle-node bifurcations at increasing values of T and S

(P2 at T;0.1, P3 at T;0.3, P4 at T;0.7, P5 and
higher shown in inset). All subharmonics in this series to
period n511 have been seen both experimentally and in
simulations of (1.2). The evolution (‘‘perestroika,’’
Arnol’d, 1986) of each subharmonic follows a standard
scenario as T increases (Eschenazi, Solari, and Gilmore,
1989):

(i) A saddle-node bifurcation creates an unstable
saddle and a node which is initially stable.

(ii) Each node becomes unstable and initiates a
period-doubling cascade as T increases. The cas-
cade follows the standard Feigenbaum (1978,
1980) scenario. The ratios of T intervals between
successive bifurcations, and of geometric sizes of
the stable nodes of periods n32k, have been es-
timated up to k<6 for some of these subharmon-

FIG. 1. Schematic representation of a laser with modulated
losses. CO2: laser tube containing CO2 with Brewster windows;
M: mirrors forming cavity; P.S.: power source; K: Kerr cell; S:
signal generator; D: detector; C: oscilloscope and recorder. A
variable electric field across the Kerr cell varies its polarization
direction and modulates the electric-field amplitude within the
cavity. FIG. 2. Bifurcation diagram for model (1.2) of the laser with

modulated losses, with e150.03, e250.009, V51.5. Stable pe-
riodic orbits (solid lines), regular saddles (dashed lines), and
strange attractors are shown. Period-n branches (Pn>2) are
created in saddle-node bifurcations and evolve through the
Feigenbaum period-doubling cascade as the modulation ampli-
tude T increases. Two additional period-5 branches are shown
as well as a ‘‘snake’’ based on the period-three regular saddle.
The period-two saddle orbit created in a period-doubling bi-
furcation from the period-one orbit (T;0.8) is related by a
snake to the period-two saddle orbit created at P2.
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ics, both from experimental data and from the
simulations. These ratios are compatible with the
universal scaling ratios.

(iii) Beyond accumulation, there is a series of noisy
orbits of period n32k that undergo inverse
period-halving bifurcations. This scenario has
been predicted by Lorenz (1980).

We have observed additional systematic behavior
shared by the subharmonics shown in Fig. 2. Higher sub-
harmonics are generally created at larger values of T.
They are created with smaller basins of attraction. The
range of T values over which the Feigenbaum scenario is
played out becomes smaller as the period (n) increases.
In addition, the subharmonics show an ordered pattern
in space. In Fig. 3 we show four stable periodic orbits
that coexist under certain operating conditions. Roughly
speaking, the larger-period orbits exist ‘‘outside’’ the
smaller-period orbits. These orbits share many other
systematics, which have been described by Eschenazi,
Solari, and Gilmore (1989).

In Fig. 4 we show an example of a chaotic time series
taken for T;1.3 after the chaotic attractor based on the
period-two orbit has collided with the period-three regu-
lar saddle.

The period-doubling, accumulation, inverse noisy
period-halving scenario described above is often inter-
rupted by a crisis (Grebogi, Ott, and Yorke, 1983) of
one type or another:

Boundary crisis: A regular saddle on a period-n
branch in the boundary of a basin of attraction sur-
rounding either the period-n node or one of its periodic
or noisy periodic granddaughter orbits collides with the
attractor. The basin is annihilated or enlarged.

Internal crisis: A flip saddle of period n32k in the
boundary of a basin surrounding a noisy period n

32k11 orbit collides with the attractor to produce a noisy
period-halving bifurcation.

External crisis: A regular saddle of period n8 in the
boundary of a period-n (n8Þn) strange attractor col-
lides with the attractor, thereby annihilating or enlarging
the basin of attraction.

Figure 5(a) provides a schematic representation of the
bifurcation diagram shown in Fig. 2. The different kinds
of bifurcations encountered in both experiments and
simulations are indicated here. These include direct and
inverse saddle-node bifurcations, period-doubling bifur-
cations, and boundary and external crises. As the laser-
operating parameters (k0 ,g ,V) change, the bifurcation
diagram changes. In Figs. 5(b) and 5(c) we show sche-
matics of bifurcation diagrams obtained for slightly dif-
ferent values of these operating (or control) parameters.

In addition to the subharmonic orbits of period n cre-
ated at increasing T values (Fig. 2), there are orbits of
period n that do not appear to belong to that series of
subharmonics. The clearest example is the period-two
orbit, which bifurcates from period one at T;0.8. An-
other is the period-three orbit pair created in a saddle-
node bifurcation, which occurs at T;2.45. These bifur-
cations were seen in both experiments and simulations.
We were able to trace the unstable orbits of period two
(0.1,T,0.85) and period three (0.4,T,2.5) in simu-
lations and found that these orbits are components of an
orbit ‘‘snake’’ (Alligood, 1985; Alligood, Sauer, and
Yorke, 1997). This is a single orbit that folds back and
forth on itself in direct and inverse saddle-node bifurca-
tions as T increases. The unstable period-two orbit (0.1
,T,0.85) is part of a snake. By changing operating
conditions, both snakes can be eliminated [see Fig. 5(c)].
As a result, the ‘‘subharmonic P2’’ is really nothing
other than the period-two orbit, which bifurcates from
the period-one branch P1. Furthermore, instead of hav-
ing saddle-node bifurcations creating four inequivalent
period-three orbits (at T;0.4 and T;2.45) there is re-

FIG. 3. Multiple basins of attraction coexisting over a broad
range of control-parameter values. The stable orbits or strange
attractors within these basins have a characteristic organiza-
tion. The coexisting orbits shown above are, from inside to
outside: period two bifurcated from period-one branch, period
two, period three, period four. The two inner orbits are sepa-
rated by an unstable period-two orbit (not shown); all three
are part of a ‘‘snake.’’

FIG. 4. Time series from laser with modulated losses showing
alternation between noisy period-two and noisy period-three
behavior (T;1.3 in Fig. 2).

1458 Robert Gilmore: Topological analysis of chaotic dynamical systems

Rev. Mod. Phys., Vol. 70, No. 4, October 1998



ally only one pair of period-three orbits, the other pair
being components of a snake.

Topological tools (relative rotation rates, Solari and
Gilmore, 1988) were developed to determine which or-
bits might be equivalent, or components of a snake, and

which are not. These tools suggested that the Smale
(1967) horseshoe mechanism was responsible for gener-
ating the nonlinear phenomena obtained in both the ex-
periments and the simulations. This mechanism predicts
that additional inequivalent subharmonics of period n
can exist for n>5. Since we observed that the size of a
basin of attraction decreases rapidly with n, we searched
for the two additional saddle-node bifurcations involv-
ing period-five orbits that are allowed by the horseshoe
mechanism. Both were located in simulations. Their lo-
cations are indicated in Fig. 2 at T;0.6 and T;2.45.
One was also located experimentally. The other may
also have been seen, but the basin was too small to be
certain of its existence.

Bifurcation diagrams have been obtained for a variety
of physical systems: other lasers (Wedding, Gasch, and
Jaeger, 1984; Waldner et al., 1986; Roldán et al., 1997);
electric circuits (Bocko, Douglas, and Frutchy, 1984;
Klinker, Meyer-Ilse, and Lauterborn, 1984; Satija,
Bishop, and Fesser, 1985; van Buskirk and Jeffries,
1985); a biological model (Schwartz and Smith, 1983); a
bouncing ball (Tufillaro, Abbott, and Reilly, 1992); and
a stringed instrument (Tufillaro et al., 1995). These bi-
furcation diagrams are similar, but not identical, to the
ones shown above. This raised the question of whether
similar processes were governing the description of this
large variety of systems.

During these analyses, it became clear that standard
tools (dimension calculations and Lyapunov exponent
estimates) were not sufficient for a satisfying under-
standing of the stretching and squeezing processes that
occur in phase space and which are responsible for gen-
erating chaotic behavior. In the laser we found many
coexisting basins of attraction, some containing a peri-
odic attractor, others a strange attractor. The rapid al-
ternation between periodic and chaotic behavior as con-
trol parameters (e.g., T and V) were changed meant that
dimension and Lyapunov exponents varied at least as
rapidly.

For this reason, we sought to develop additional tools
that were invariant under control parameter changes for
the analysis of data generated by dynamical systems that
exhibit chaotic behavior.

B. Objectives of a new analysis procedure

In view of the experiments just described, and the
data that they generated, we hoped to develop a proce-
dure for analyzing data that achieved a number of ob-
jectives. These included an ability to answer the follow-
ing questions:

(i) Is it possible to develop a procedure for under-
standing dynamical systems and their evolution (‘‘per-
estroika’’) as the operating parameters (e.g., m, k0 , and
g) change?

(ii) Is it possible to identify a dynamical system by
means of topological invariants, following suggestions
proposed by Poincaré (1892)?

(iii) Can selection rules be constructed under which it
is possible to determine the order in which periodic or-

FIG. 5. (a) Schematic of bifurcation diagram shown in Fig. 2.
Various bifurcations are indicated: ↓, saddle node; m, inverse
saddle node; d, boundary crisis; !, external crisis. Period-
doubling bifurcations are identified by a small vertical line
separating stable orbits of periods differing by a factor of two.
Accumulation points are identified by A. Strange attractors
based on period n are indicated by Cn. As control parameters
change, the bifurcation diagram is modified, as in (b) and (c).
The sequence (a) to (c) shows the unfolding of the ‘‘snake’’ in
the period-two orbit.
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bits can be created and/or annihilated by standard bifur-
cations? Or when different orbits might belong to the
same snake?

(iv) Is it possible to determine when two strange at-
tractors are (a) equivalent (one can be transformed into
the other, by changing parameters, for example, without
creating or annihilating any periodic orbits); (b) adia-
batically equivalent (one can be deformed into the
other, by changing parameters, and only a small number
of orbit pairs below any period are created or de-
stroyed); or (c) inequivalent (there is no way to trans-
form one into the other)?

C. Preview of results

A procedure for analyzing chaotic data has been de-
veloped that addresses many of the questions presented
above. This procedure is based on computing the topo-
logical invariants of the unstable periodic orbits that oc-
cur in a strange attractor. These topological invariants
are the orbits’ linking numbers and their relative rota-
tion rates. Since these are defined in R3, we originally
thought this topological analysis procedure was re-
stricted to the analysis of three-dimensional dissipative
dynamical systems. However, it is applicable to higher-
dimensional dynamical systems, provided points in
phase space relax sufficiently rapidly to a three-
dimensional manifold contained in the phase space.
Such systems can have any dimension, but they are
‘‘strongly contracting’’ and have Lyapunov dimension
(Kaplan and Yorke, 1979) dL,3.

The results are as follows:
(i) The stretching and squeezing mechanisms respon-

sible for creating a strange attractor and organizing all
unstable periodic orbits in it can be identified by a par-
ticular kind of two-dimensional manifold (‘‘branched
manifold’’). This is an attractor that is obtained in the
‘‘infinite dissipation’’ limit of the original dynamical sys-
tem.

(ii) All such manifolds can be identified and classified
by topological indices. These indices are integers.

(iii) Dynamical systems classified by inequivalent
branched manifolds are inequivalent. They cannot be
deformed into each other.

(iv) In particular, the four most widely cited examples
of low-dimensional dynamical systems exhibiting chaotic
behavior [Lorenz equations (Lorenz, 1963), Rössler
equations (Rössler, 1976a), Duffing oscillator (Thomp-
son and Stewart, 1986; Gilmore, 1981), and van der Pol-
Shaw oscillator (Thompson and Stewart, 1986; Gilmore,
1984)] are associated with different branched manifolds,
and are therefore intrinsically inequivalent.

(v) The characterization of a branched manifold is un-
changed as the control parameters are varied.

(vi) The branched manifold is identified by (a) identi-
fying segments of the time series that can act as surro-
gates for unstable periodic orbits by the method of close
returns; (b) computing the topological invariants (link-
ing numbers and relative rotation rates) of these surro-
gates for unstable periodic orbits; and (c) comparing

these topological invariants for surrogate orbits to the
topological invariants for corresponding periodic orbits
on branched manifolds of various types.

(vii) The identification of a branched manifold is con-
firmed or rejected by using the branched manifold to
predict topological invariants of additional periodic or-
bits extracted from the data and comparing these predic-
tions with those computed from the surrogate orbits.

(viii) Topological constraints derived from the linking
numbers and the relative rotation rates provide selection
rules for the order in which orbits can be created and
must be annihilated as control parameters are varied.

(ix) A basis set of orbits can be identified that defines
the spectrum of all unstable periodic orbits in a strange
attractor, up to any period.

(x) The basis set determines the maximum number of
coexisting basins of attraction that a small perturbation
of the dynamical system can produce.

(xi) As control parameters change, the periodic orbits
in the dynamical system are determined by a sequence
of different basis sets. Each such sequence represents a
‘‘route to chaos.’’

The information described above can be extracted
from time-series data. Experience shows that the data
need not be exceptionally clean and the data set need
not be exceptionally long.

There is now a doubly discrete classification for
strange attractors generated by low-dimensional dy-
namical systems. The gross structure is defined by an
underlying branched manifold. This can be identified by
a set of integers that is robust under control-parameter
variation. The fine structure is defined by a basis set of
orbits. This basis set changes as control parameters
change. A sequence of basis sets can represent a route to
chaos. Different sequences represent distinct routes to
chaos.

II. PRELIMINARIES

A dynamical system is a set of ordinary differential
equations,

dx

dt
5 ẋ5F~x,c!, (2.1)

where xPRn and cPRk (Arnol’d, 1973; Gilmore, 1981).
The variables x are called state variables. They evolve in
time in the space Rn, called a state space or a phase
space. The variables cPRk are called control param-
eters. They typically appear in ordinary differential
equations as parameters with fixed values. In Eq. (1.1)
the variables S, N, and t are state variables and the ‘‘con-
stants’’ k0 , g, v, m, and N0 are control parameters.

Ordinary differential equations arise quite naturally
to describe a wide variety of physical systems. The sur-
veys by Cvitanovic (1984) and Hao (1984) present a
broad spectrum of physical systems that are described
by nonlinear ordinary differential equations of the form
(2.1).
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A. Some basic results

We review a few fundamental results that lie at the
heart of dynamical systems.

The existence and uniqueness theorem (Arnol’d,
1973) states that through any point in phase space there
is a solution to the differential equations, and that the
solution is unique:

x~ t !5f„t ;x~ t50 !,c…. (2.2)

This solution depends on time t, the initial conditions
x(t50), and the control-parameter values c.

It is useful to make a distinction between singular
points x* and nonsingular points in the phase space. A
singular point x* is a point at which the forcing function
F(x*,c)50 in Eq. (2.1). Since dx/dt5F(x,c)50 at a sin-
gular point, a singular point is also a fixed point,
dx*/dt50:

x~ t !5x~0 !5x*. (2.3)

The distribution of the singular points of a dynamical
system provides more information about a dynamical
system than we have learned to exploit (Gilmore, 1981,
1996), even when these singularities are ‘‘off the real
axis’’ (Eschenazi, Solari, and Gilmore, 1989). That is,
even before these singularities come into existence,
there are canonical precursors that indicate their immi-
nent creation.

A local normal-form theorem (Arnol’d, 1973) guaran-
tees that at a nonsingular point x0 there is a smooth
transformation to a new coordinate system y5y(x) in
which the flow (2.1) assumes the canonical form

ẏ151,

ẏ j50, j52,3, . . . ,n . (2.4)

This transformation is illustrated in Fig. 6. The local
form (2.4) tells us nothing about how phase space is
stretched and squeezed by the flow. To this end, we
present a version of this normal-form theorem that is
much more useful for our purposes. If x0 is not a singu-
lar point, there is an orthogonal (volume-preserving)
transformation centered at x0 to a new coordinate sys-
tem y5y(x) in which the dynamical system equations
assume the following local canonical form in a neighbor-
hood of x0 :

ẏ15uF~x0 ,c!u5U(
k51

n

Fk~x0 ,c!2U1/2

,

ẏ j5l jy j j52,3, . . . ,n . (2.5)

The local eigenvalues l j depend on x0 and describe how
the flow deforms the phase space in the neighborhood of
x0 . This is illustrated in Fig. 7. The constant associated
with the y1 direction shows how a small volume is dis-
placed by the flow in a short time Dt . If l2.0 and l3

,0, the flow stretches the initial volume in the y2 direc-
tion and shrinks it in the y3 direction. The eigenvalues l j

are called local (they depend on x0) Lyapunov expo-
nents. We remark here that one eigenvalue of a flow at a
nonsingular point always vanishes, and the associated
eigenvector is in the flow direction.

The divergence theorem relates the time rate of
change of a small volume of the phase space to the di-
vergence of the function F(x;c). We assume a small vol-
ume V is surrounded by a surface S5]V at time t and
ask how the volume changes during a short period of
time. The volume will change because the flow will dis-
place the surface. The change in the volume is equiva-
lent to the flow through the surface, which can be ex-
pressed as (Gilmore, 1981)

V~ t1dt !2V~ t !5 R
]V

dx i∧dS i . (2.6)

Here dS i is an element of surface area orthogonal to the
displacement dx i and ∧ is the standard mathematical
generalization in Rn of the cross product in R3. The
time rate of change of volume is

dV

dt
5 R

]V

dx i

dt
∧dS i5 R

]V
F i∧dS i . (2.7)

The surface integral is related to the divergence of the
flow F by (Gilmore, 1981)

lim
V→0

1

V

dV

dt
5 lim

V→0

1

V
R

]V
F i∧dS i5

def

div F5¹•F.

(2.8)

FIG. 6. Smooth transformation that reduces the flow to the
very simple normal form (2.4) locally in the neighborhood of a
nonsingular point.

FIG. 7. Orthogonal transformation that reduces the flow to the
local normal form (2.5) in the neighborhood of a nonsingular
point.
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In a locally cartesian coordinate system, div F5¹•F

5( i51
n ]F i /]x i . The divergence can also be expressed in

terms of the local Lyapunov exponents,

¹•F5(
j51

n

l j , (2.9)

where l150 (flow direction) and l j (j.1) are the local
Lyapunov exponents in the direction transverse to the
flow (see Fig. 7). This is a direct consequence of the local
normal form result (2.5).

B. Change of variables

We present here two examples of changes of variables
that are important for the analysis of dynamical systems,
but which are not discussed in generic differential equa-
tions texts. The authors of such texts typically study only
point transformations x→y(x). The coordinate transfor-
mations we discuss are particular cases of contact trans-
formations and nonlocal transformations. We treat these
transformations because they are extensively used to
construct embeddings of scalar experimental data into
multidimensional phase spaces. This is done explicitly
for three-dimensional dynamical systems. The extension
to higher-dimensional dynamical systems is straightfor-
ward.

1. Differential coordinates

If the dynamical system is

dx

dt
5F~x! x5~x1 ,x2 ,x3!, (2.10)

then we define y as follows:

y15x1 ,

y25 ẋ15dy1 /dt5F1 ,

y35dy2 /dt5 ẍ15Ḟ15

]F1

]x i

dx i

dt
5~F•¹ !F1 . (2.11)

The equations of motion assume the form

dy1

dt
5y2 ,

dy2

dt
5y3 ,

dy3

dt
5G~y1 ,y2 ,y3!5~F•¹ !2F1 . (2.12)

In this coordinate system, modeling the dynamics re-
duces to constructing the single function G of three vari-
ables, rather than three separate functions, each of three
variables.

To illustrate this idea, we consider the Lorenz (1963)
equations:

dx

dt
52sx1sy ,

dy

dt
5rx2y2xz ,

dz

dt
52bz1xy . (2.13)

Then the differential coordinates (X,Y,Z) can be related
to the original coordinates by

X5x ,

dX

dt
5Y ,

dY

dt
5Z ,

dZ

dt
5~YZ1sY2

1Y2
2sXZ2XZ2X3Y2sX4

2bXZ2sbXY1sbrX2
2bXY2sbX2!/X .

(2.14)

2. Delay coordinates

In this case we define the new coordinate system as
follows:

y1~ t !5x1~ t !,

y2~ t !5x1~ t2t !,

y3~ t !5x1~ t22t !, (2.15)

where t is some time that can be specified by various
criteria. In the delay coordinate system, the equations of
motion do not have the simple form (2.12). Rather, they
are

dy i

dt
5H i~y!, (2.16)

where it is probably impossible to construct the func-
tions H i(y) explicitly in terms of the original functions
F i(x).

When attempting to develop three-dimensional mod-
els for dynamical systems that generate chaotic data, it is
necessary to develop models for the driving functions
[the F(x) on the right-hand side of Eq. (2.10)]. When the
variables used are differential coordinates [see Eq.
(2.11)], two of the three functions that must be modeled
in Eq. (2.12) are trivial and only one is nontrivial. On
the other hand, when delay coordinates [see Eq. (2.15)]
are used, all three functions [the H i(y) on the right-hand
side of Eq. (2.16)] are nontrivial. This is one of the rea-
sons that we prefer to use differential coordinates—
rather than delay coordinates—when analyzing chaotic
data, if it is possible.
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C. Qualitative properties

1. Poincaré program

The original approach to the study of differential
equations involved searches for exact analytic solutions.
If they were not available, one attempted to use pertur-
bation theory to approximate the solutions. While this
approach is useful for determining explicit solutions, it is
not useful for determining the general behavior pre-
dicted by even simple nonlinear dynamical systems.
Poincaré realized the poverty of this approach over a
century ago (Poincaré, 1892). His approach involved
studying how an ensemble of nearby initial conditions
(an entire neighborhood in phase space) evolved.
Poincaré’s approach to the study of differential equa-
tions evolved into the mathematical field we now call
topology.

Topological tools are useful for the study of both con-
servative and dissipative dynamical systems. In fact,
Poincaré was principally interested in conservative
(Hamiltonian) systems. However, the most important
tool—the Birman-Williams theorem—on which our to-
pological analysis method is based is applicable to dissi-
pative dynamical systems. It is for this reason that the
tools presented in this review are applicable to three-
dimensional dissipative dynamical systems. At present,
they can be extended to ‘‘low’’ (dL,3) dimensional dis-
sipative dynamical systems, where dL is the Lyapunov
dimension of the strange attractor.

2. Stretching and squeezing

In this review we are principally interested in dynami-
cal systems that behave chaotically. Chaotic behavior is
defined by two properties:

(a) sensitivity to initial conditions and
(b) recurrent nonperiodic behavior.

Sensitivity to initial conditions means that nearby
points in phase space typically ‘‘repel’’ each other. That
is, the distance between the points increases exponen-
tially, at least for a sufficiently small time:

d~ t !5d~0 !elt ~l.0,0,t,t !. (2.17)

Here d(t) is the distance separating two points at time t,
d(0) is the initial distance separating them at t50, t is
sufficiently small, and the ‘‘Lyapunov exponent’’ l is
positive. To put it graphically, the two initial conditions
are ‘‘stretched apart.’’

If two nearby initial conditions diverged from each
other exponentially in time for all times, they would
eventually wind up at opposite ends of the universe. If
motion in phase space is bounded, the two points will
eventually reach a maximum separation and then begin
to approach each other again. To put it graphically
again, the two initial conditions are then ‘‘squeezed to-
gether.’’

We illustrate these concepts in Fig. 8 for a process that
develops a strange attractor in R3. We take a set of
initial conditions in the form of a cube. As time in-

creases, the cube stretches in directions with positive lo-
cal Lyapunov exponents and shrinks in directions with
negative local Lyapunov exponents. Two typical nearby
points (a) separate at a rate determined by the largest
positive local Lyapunov exponent (b). Eventually these
two points reach a maximum separation (c), and there-
after are squeezed to closer proximity (d). We make a
distinction between ‘‘shrinking,’’ which must occur in a
dissipative system since some eigenvalues must be nega-
tive (( j51

n l j,0), and ‘‘squeezing,’’ which forces distant
parts of phase space together. When squeezing occurs,
the two parts of phase space being squeezed together
must be separated by a boundary layer, which is indi-
cated in Fig. 8(d). Boundary layers in dynamical systems
are important but have not been extensively studied.

If a dynamical system is dissipative (¹•F,0 every-
where) all volumes in phase space shrink to zero asymp-
totically in time. If the motion in phase space is bounded
and exhibits sensitivity to initial conditions, then almost
all initial conditions will asymptotically gravitate to a
strange attractor.

Repeated applications of the stretching and squeezing
mechanisms build up an attractor with a self-similar
(fractal) structure. Knowing the fractal structure of the
attractor tells us nothing about the mechanism that
builds it up. On the other hand, knowing the mechanism
allows us to determine the fractal structure of the attrac-
tor and to estimate its invariant properties.

Our efforts in this review are concentrated on deter-
mining the stretching and squeezing mechanisms that
generate strange attractors, rather than determining the
fractal structures of these attractors.

D. The problem

Beginning with equations for a low-dimensional dy-
namical system [see Eq. (2.1)], it is possible, sometimes

FIG. 8. Stretching and squeezing under a flow. A cube of ini-
tial conditions (a) evolves under the flow. The cube moves in
the direction of the flow [see Eq. (2.5)]. The sides stretch in the
directions of the positive Lyapunov exponents and shrink
along the directions of the negative Lyapunov exponents (b).
Eventually, two initial conditions reach a maximum separation
(c) and begin to get squeezed back together (d). A boundary
layer (d) separates two distant parts of phase space that are
being squeezed together.
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with difficulty, to determine the stretching and squeez-
ing mechanisms that build up strange attractors and to
determine the properties of these strange attractors.

In experimental situations, we usually have available
measurements on only a subset of coordinates in the
phase space. More often than not, we have available
only a single (scalar) coordinate: x1(t). Furthermore,
the available data are discretely sampled at times t i , i
51,2, . . . ,N .

The problem we discuss is how to determine, using a
finite length of discretely sampled scalar time-series
data, (a) the stretching and squeezing mechanisms that
build up the attractor and (b) a dynamical system model
that reproduces the experimental data set to an ‘‘accept-
able’’ level.

III. TOPOLOGICAL INVARIANTS

Every attempt to classify or characterize strange at-
tractors should begin with a list of the invariants that
attractors possess. These invariants fall into three
classes: (a) metric invariants, (b) dynamical invariants,
and (c) topological invariants.

Metric invariants include dimensions of various kinds
(Grassberger and Procaccia, 1983) and multifractal scal-
ing functions (Halsey et al., 1986). Dynamical invariants
include Lyapunov exponents (Oseledec, 1968; Wolf
et al., 1985). The properties of these invariants have
been discussed in recent reviews (Eckmann and Ruelle,
1985; Abarbanel et al., 1993), so they will not be dis-
cussed here. These real numbers are invariant under co-
ordinate transformations but not under changes in
control-parameter values. They are therefore not robust
under perturbation of experimental conditions. Finally,
these invariants provide no information on ‘‘how to
model the dynamics’’ (Gunaratne, Linsay, and Vinson,
1989).

Although metric invariants play no role in the
topological-analysis procedure that we present in this re-
view, the Lyapunov exponents do play a role. In particu-
lar, it is possible to define an important dimension, the
Lyapunov dimension dL , in terms of the Lyapunov ex-
ponents. We assume an n-dimensional dynamical system
has n Lyapunov exponents ordered according to

l1>l2>¯>ln . (3.1)

We determine the integer K for which

(
i51

K

l i>0 (
i51

K

l i1lK11,0. (3.2)

We now ask: Is it possible to characterize subsets of
the phase space whose volume decreases under the
flow? To provide a rough answer to this question, we
construct a p-dimensional ‘‘cube’’ in the n-dimensional
phase space, with edge lengths along p eigendirections
i1 ,i2 , . . . ,ip and with eigenvalues l i1

,l i2
, . . . ,l ip

. Then the

volume of this cube will change over a short time t ac-
cording to [see Eqs. (2.8) and (2.9)]

V~ t !;V~0 !e ~l i1
1l i2

1¯1l ip
!t. (3.3)

It is clear that there is some K-dimensional cube (i1

51,i252, . . . ,iK5K) whose volume grows in time, for a
short time, but that every K11 dimensional cube de-
creases in volume under the flow.

We can provide a better characterization if we replace
the cube with a fractal structure. In this case, a conjec-
ture by Kaplan and Yorke (1979) (see also Alligood,
Sauer, and Yorke, 1997), states that every fractal whose
dimension is greater than dL is volume decreasing under
the flow, and that this dimension is

dL5K1

( i51
K l i

ulK11u
. (3.4)

If l150, then K51 and dL51; if K5n , then dL5n .
This dimension obeys the inequalities K<dL,K11.

Topological invariants generally depend on the peri-
odic orbits that exist in a strange attractor. Unstable pe-
riodic orbits exist in abundance in a strange attractor;
they are dense in hyperbolic strange attractors (Devaney
and Nitecki, 1979). In nonhyperbolic strange attractors
their numbers grow exponentially with their period ac-
cording to the attractor’s topological entropy. From time
to time, as control parameters are varied, new periodic
orbits are created. Upon creation, some orbits may be
stable, but they are surrounded by open basins of attrac-
tion that insulate them from the attractor (Eschenazi,
Solari, and Gilmore, 1989). Eventually, the stable orbits
usually lose their stability through a period-doubling
cascade.

The stretching and squeezing mechanisms that act to
create a strange attractor also act to uniquely organize
all the unstable periodic orbits embedded in the strange
attractor. Therefore the organization of the unstable pe-
riodic orbits within the strange attractor serves to iden-
tify the stretching and squeezing mechanisms that build
up the attractor. It might reasonably be said that the
organization of period orbits provides the skeleton on
which the strange attractor is built (Auerbach et al.,
1987; Cvitanovic, Gunaratne, and Procaccia, 1988; Solari
and Gilmore, 1988; Gunaratne, Linsay, and Vinson,
1989; Lathrop and Kostelich, 1989).

In three dimensions the organization of unstable peri-
odic orbits can be described by integers or rational frac-
tions. In higher dimensions we do not yet know how to
make a topological classification of orbit organization.
As a result, we confine ourselves to the description of
dissipative dynamical systems that are three dimen-
sional, or ‘‘effectively’’ three dimensional. For such sys-
tems, we describe three kinds of topological invariants:
(a) linking numbers, (b) relative rotation rates, and (c)
knot holders or templates.

A. Linking numbers

Linking numbers were introduced by Gauss to de-
scribe the organization of vortex tubes in the ‘‘ether.’’
Given two closed curves xA and xB in R3 that have no
points in common, Gauss proved that the integral (Rolf-
son, 1976)
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L~A ,B !5

1

4p
R

A
R

B

~xA2xB!•~dxA3dxB!

uxA2xBu3 (3.5)

is an integer. This integer is called the linking number of
the curves A and B. It remains invariant as the orbits are
deformed, so long as the deformation does not involve
the orbits crossing through each other.

These results are directly applicable to the unstable
periodic orbits in a strange attractor. Two different pe-
riodic orbits can never intersect, for that would violate
the uniqueness theorem.

It is not necessary to compute the Gaussian integral to
evaluate the integer L(A ,B). A much simpler algorithm
involves projecting the knots onto a two-dimensional
subspace. In the projection it is typical for nondegener-
ate crossings to occur (see Fig. 9). Degenerate crossings
(see Fig. 10) can be removed by a perturbation. Linking
numbers and self-linking numbers are constructed as fol-
lows (Rolfson, 1976; Kaufman, 1987; Atiyah, 1990; Ad-
ams, 1994):

(1) Tangent vectors to the two crossings are drawn in
the direction of the flow.

(2) The tangent vector to the upper segment (in the
projection) is rotated into the tangent vector to the
lower segment through the smaller angle.

(3) If the rotation is ‘‘right handed,’’ the crossing is
assigned a value 11. If the rotation is ‘‘left handed,’’ it is
assigned a value 21.

(4) The linking number L(A ,B) is half the sum of the
signed crossings of A and B.

(5) The self-linking number of an orbit with itself,
SL(A)5L(A ,A), is the sum (not half sum) of the
signed crossings of A with itself.

In Fig. 11 we show how to compute the linking num-
ber of a period-two and a period-three orbit found in the
strange attractor that is constructed from data from the
Belousov-Zhabotinskii reaction. In Fig. 12 we compute
the self-linking numbers for each of these two orbits.

B. Relative rotation rates

These topological invariants were originally intro-
duced (Solari and Gilmore, 1988) to help describe peri-

odically driven two-dimensional dynamical systems,
such as periodically driven nonlinear oscillators. How-
ever, these invariants can also be constructed for a large
class of autonomous dynamical systems in R3: those for
which a Poincaré section can be constructed. More spe-
cifically, whenever we find a strange attractor with a
‘‘hole’’ in the middle (see Fig. 57), a family of Poincaré
sections exists. Relative rotation rates can be defined for
all such dynamical systems.

The construction of relative rotation rates proceeds as
follows: Assume that a periodically driven dynamical
system has two periodic orbits A and B in R3 with peri-
ods pA and pB . The orbit A intersects a Poincaré sec-

FIG. 10. Degenerate crossings. Degeneracies can be removed
by perturbation.

FIG. 11. Computing linking numbers. The linking number of a
period-two and a period-three orbit extracted from experimen-
tal data is computed by counting half the number of signed
crossings. Do not count the self-crossings. The linking number
is 22.

FIG. 9. Projections of curves in R3 into a two-dimensional
subspace. A sign is associated with each nondegenerate cross-
ing, corresponding to whether the crossing is ‘‘right handed’’
or ‘‘left handed.’’
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tion in pA points a1 ,a2 , . . . ,apA
, while B intersects this

section at pB points b j , j51,2, . . . ,pB . Choose any pair
of points (initial conditions) (a i ,b j) in the Poincaré sec-
tion and connect these points by a directed line segment
(an arrow). If this line segment is evolved under the
flow, it will return to its original orientation after pA

3pB periods. This means that the line segment rotates
through an integer number of full rotations (2p radians)
in the plane perpendicular to the flow in pA3pB peri-
ods. The average rotation, per period, during these pA

3pB periods, is

R ij~A ,B !5

1

2ppApB
R n•„Dr3d~Dr!…

Dr•Dr
. (3.6)

This integral depends on the initial points (a i ,b j) in the
Poincaré section. For the orbits A and B, a total of
pA3pB relative rotation rates can be computed, since
1<i<pA,1<j<pB . These rational fractions are typi-
cally not all equal.

The linking number L(A ,B) can easily be con-
structed from the relative rotation rates R ij(A ,B):

L~A ,B !5(
i ,j

R ij~A ,B ! (3.7)

(but not vice versa). The proof of Eq. (3.7) is given by
Solari and Gilmore (1988).

The relative rotation rates of an orbit with itself can
be constructed in the same way. The only technical point
which should be mentioned is that R ii(A ,A) is not de-
fined by the integral (3.6). We define R ii(A ,A)50.
Then the set of self-linking numbers of A is

SL~A !5L~A ,A !5 (
1<i ,j<pA

R ij~A ,A !. (3.8)

The self-relative rotation rates provide a surprising
amount of information. For example, two orbits with the
same period and self-linking number may have different
self-relative rotation rates. The two orbits are then in-
equivalent. In addition, the spectrum of fractions in
R ij(A ,A) provides information about how the flow de-
forms a neighborhood of the orbit. Self-relative rotation
rates were used to identify orbits belonging to the dif-
ferent ‘‘snakes’’ shown in Fig. 2.

Relative rotation rates are rather easily computed for
a driven dynamical system. We illustrate this by comput-
ing the self-relative rotation rates for a period-four orbit
extracted from NMR laser data (Tufillaro et al., 1991).
The space in which the orbit is embedded is shown in
Fig. 13. The projection into the x-t plane is shown in Fig.
14. This projection is usually what is measured, and the
x- ẋ-t embedding is constructed from it. In Fig. 14 each
tick represents one period. The original period-four or-
bit is shown repeated twice in each of the four panels for
convenience. A second copy of the period-four orbit is
shown superposed on the first orbit, shifting one period
in passing from Fig. 14(a) to Fig. 14(d). The self-relative
rotation rates are computed by counting the crossings
and dividing by 432. All crossings are negative in this
projection by the left-hand rule. The set of self-relative
rotation rates for this orbit is (2

1
2 )8(2

1
4 )4(0)4. That is,

(2
1
2) occurs 8 times, etc. In presenting relative-rotation-

rate information, we present only the ratios of these
fractions. In tabular form, these results are presented as
(2

1
2 )2(2

1
4 )0.

FIG. 12. Computing self-linking numbers. The self-linking
numbers of the period-two and period-three orbits shown in
Fig. 11 are computed simply by counting the signed self-
crossings. The self-linking numbers are 21 and 22.

FIG. 13. The x- ẋ-t phase space for a driven nonlinear oscilla-
tor. A period-three orbit is shown.

FIG. 14. A period-four orbit is superposed on itself (repeated
twice for convenience), shifted by one period in progressing
from (a) to (d). The signed number of crossings is: 0, 24, 22,
24 in (a), (b), (c), (d) (respectively). The relative rotation

rates are (2
1
2 )8(2

1
4 )4(0)4.
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C. Knot holders or templates

Knot holders were constructed by Birman and Will-
iams (1983a, 1983b) to describe the ensemble of un-
stable periodic orbits in a strange attractor, as well as the
topological organization of those periodic orbits. The
first knot holder was constructed for the strange attrac-
tor generated by the Lorenz equations. Knot holders for
other dynamical systems were subsequently constructed.

That knot holders should exist at all is suggested by
Figs. 15 and 16. These figures are for the ‘‘hydrogen
atom’’ and ‘‘hydrogen molecule’’ problems of
dynamical-systems theory. The two most widely studied
low-dimensional dynamical systems are the Rössler
equations (Rössler, 1976a, 1976b) and the Lorenz equa-
tions (Lorenz, 1963). Each figure consists of six parts.
The first presents the equations of motion. The second
presents time traces of two of the state variables: x(t)
and z(t) in both cases. The third part is a projection of
the strange attractor into a two-dimensional subspace of

the three-dimensional phase space. Part four is a carica-
ture of this projection, showing crossing information.
Part five is the Birman-Williams knot holder, which can
be used to describe unstable periodic orbits in the attrac-
tor, as well as their topological organization. Finally,
part six provides the algebraic description of these topo-
logical objects. The algebraic description consists of a set
of integers that describe the stretching and squeezing
mechanisms, which act on phase space to generate the
strange attractor and to organize all the unstable peri-
odic orbits in it in a unique way.

It is remarkable that these integers can be extracted
from chaotic data. Our objective is to describe how to
extract these integers from chaotic data, which is usually
a single scalar time series.

The caricature [Figs. 15(d), 16(d)] is apparent because
the strange attractor is ‘‘thin.’’ That is, it looks like a
two-dimensional manifold in most places, but it actually
has some thickness in the transverse direction. In fact, in
both cases the attractor is a fractal with a Lyapunov

FIG. 15. (a) Rössler equations.
(b) x(t) and z(t) plotted after
transients have died out and the
trajectory has relaxed to the
strange attractor. Control pa-
rameter values: (a ,b ,c)
5(0.398,2.0,4.0). (c) Projection
of the strange attractor into the
x-y plane. (d) Caricature of the
flow on the attractor. (e)
Birman-Williams knot holder
for this attractor. (f) Algebraic
representation of this template.

FIG. 16. (a) Lorenz equations.
(b) x(t) and z(t) plotted after
transients have died out and the
trajectory has relaxed to the
strange attractor. Control-
parameter values: (b ,s ,r)
5(8/3,10.0,30.0). (c) Projection
of the strange attractor into the
x5y-z plane. (d) Caricature of
the flow on the attractor. (e)
Birman-Williams knot holder
for this attractor. (f) Algebraic
representation of this template.
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dimension close to 2. Specifically, the Lyapunov dimen-
sion is dL521e , e5l1 /ul3u, where l11l21l35¹•F is
very negative (<25; both systems are highly dissipa-
tive). For both attractors, l1.0 (sensitivity to initial
conditions), l250 (flow direction), and l3!0 (very dis-
sipative).

Knot holders contain all the crossing information re-
quired in order to construct the two previously intro-
duced topological invariants: linking numbers and rela-
tive rotation rates.

Linking numbers and relative rotation rates are in-
variant under smooth coordinate transformations. They
are also invariant under control-parameter changes.
That is, over the range of control-parameter values in
which the orbits A and B exist, their linking numbers
and relative rotation rates do not change. These num-
bers do not depend on the stability of the orbits. Thus,
even for nonhyperbolic attractors, for which one or both
orbits A,B may be stable (i.e., just created in saddle-
node or period-doubling bifurcations), L(A ,B) and
R ij(A ,B) do not change as A (or B) undergoes bifurca-
tions and/or changes in stability, as long as they exist.

A knot holder is invariant under smooth (point)
change of variables. As defined below, knot holders are
also invariant under changes in control-parameter val-
ues. Inequivalent knot holders, those with different al-
gebraic descriptions, cannot be smoothly deformed into
each other. This means in particular that strange attrac-
tors with inequivalent knot holders are inequivalent.

Since knot holders summarize the stretching and
squeezing mechanisms that generate strange attractors,
they are currently the best tool available for the study of
strange attractors in low-dimensional dynamical sys-
tems.

IV. TEMPLATES AS FLOW MODELS

The caricatures of the Rössler and Lorenz flows pre-
sented in Figs. 15(d) and 16(d) are convenient ways to
summarize the stretching and squeezing mechanisms re-
sponsible for generating their strange attractors. It is re-
markable that a caricature of this type exists for all dis-
sipative flows in R3 that generate strange attractors. The
existence of such a caricature is made rigorous by the
Birman-Williams Theorem (1983a, 1983b).

A. The Birman-Williams theorem in R
3

Birman and Williams assume that there is a dissipa-
tive flow in R3 that generates a hyperbolic strange at-
tractor. Already this assumption presents a problem for
us: we have yet to see a set of dissipative ordinary dif-
ferential equations or a dissipative physical system with
this property. Such attractors are ‘‘nongeneric’’
(Gilmore, 1981) in Nature. Nevertheless, this is a very
useful theorem, which we shall pursue and whose out-
come we shall modify to a form in which it is useful for
applications.

For such attractors there are three Lyapunov expo-
nents l1.l2.l3 , which obey the following conditions:

l1.0 ~sensitivity to initial conditions!,

l250 ~flow direction!,

l3,2ul1u ~dissipative!. (4.1)

Birman and Williams then identify two points in phase
space, x1 and x2 , if they have the same future:

x1;x2 if lim
t→`

uf„t ,x1~ t50 !,c…2f„t ,x2~ t50 !,c…u50.

(4.2)

This results in a projection along stable one-dimensional
manifolds (the l3 direction) onto a space that is essen-
tially two-dimensional ‘‘almost everywhere.’’ The two
dimensions correspond to the flow direction (l2) and
the stretching direction (l1). This projection is illus-
trated in Fig. 17. The places in this projection where
‘‘almost everywhere’’ fails (i.e., ‘‘almost nowhere’’) are
where we focus our attention. These are precisely the
places that describe stretching and squeezing.

In Fig. 18 we show how the identification defined by
Eq. (4.2) and illustrated in Fig. 17 fails to generate a
two-dimensional manifold. On the left of this figure we
show a cube of initial conditions in phase space. After
some finite time, shrinking occurs in one dimension,
stretching in another. In addition, a gap appears in the
outflow direction. Under the projection (4.2) this space
becomes a two-dimensional manifold everywhere but at
the ‘‘tear point,’’ which separates regions heading off to
different parts of phase space. The tear point is one type
of singularity that keeps this space of projected flows
from being a two-dimensional manifold. This point is
actually an initial condition for a trajectory that goes
asymptotically to a singular point.

On the right in Fig. 18 we show two cubes in different
parts of phase space that will be squeezed together by
the flow. After some finite time the cubes are deformed
to the Y-shaped structure, with a boundary layer sepa-
rating the deformed parallelepipeds at the junction. Un-
der the identification (4.2), the two inflowing regions
meet at a branch line and give rise to a single outflowing
two-dimensional region. This Y-shaped structure fails to
be a manifold because of the junction at the branch line.

FIG. 17. Birman-Williams projection. Identifying all points
with the same asymptotic future amounts to projecting down
along a stable direction to a point in a space that is a two-
dimensional manifold ‘‘almost everywhere.’’
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The branch line is the other type of singularity that
keeps the space of projected flows from being a two-
dimensional manifold.

The Birman-Williams theorem states that, under the
identification (4.2), the strange attractor projects down
to a two-dimensional branched manifold. Every
branched manifold is built up from two basic building
blocks that represent ‘‘stretch’’ and ‘‘squeeze’’ by con-
necting outflows to inflows. Every outflow is connected
to some inflow, and vice versa: there are no free ends.
Figure 19 shows a possible branched manifold. In Fig. 20
we show branched manifolds representing the Rössler
and Lorenz systems, even though hyperbolicity has

never been demonstrated for either attractor for any
control-parameter values.

The Birman-Williams theorem also states that, under
the projection (4.2), no orbits cross through each other.
Their topological organization is invariant under the
projection. In particular, topological invariants (linking
numbers, relative rotation rates) of the periodic orbits
are the same in the attractor as in its caricature, the
two-dimensional branched manifold. It is this
property—the comparison of topological invariants for
periodic orbits ‘‘extracted from data’’ with the invariants
of corresponding orbits in a branched manifold—that
allows us to determine stretching and squeezing mecha-
nisms from chaotic data.

The Birman-Williams theorem can be interpreted
from a more physically motivated viewpoint. Imagine
that we are able to vary the control parameters so that
(a) no new periodic orbits are created in saddle-node
bifurcations and (b) l1 remains positive and finite while
l3→2` . Under these conditions the ‘‘thickness’’ of the
strange attractor decreases, and its Lyapunov dimension
approaches 2:

dL521

l1

ul3u
→2. (4.3)

The projection (4.2) is equivalent to increasing the dis-
sipation without bound. For this reason we sometimes
refer to the projection (4.2) as a ‘‘deflation.’’ Conversely,
once the two-dimensional branched manifold describing
a flow has been determined, it can be ‘‘inflated’’ (thick-
ened up) to more accurately represent the geometric
properties of the original attractor, which are destroyed
by deflation.

B. The Birman-Williams theorem in R
n

The very first application of the Birman-Williams
theorem to a physical system (Mindlin et al., 1991) ran

FIG. 18. Left: A cube of initial conditions (top) is deformed
under the stretching part of the flow (middle). A gap begins to
form for two parts of the flow heading to different parts of
phase space. Under further shrinking, a two-dimensional struc-
ture is formed that is not a manifold because of the tear point,
which is an initial condition for a trajectory to a singular point.
Right: Two cubes of initial conditions (top) in distant parts of
phase space are squeezed together and deformed by the flow
(middle). A boundary layer separates the deformed parallel-
epipeds at their junction. Under the projection the two inflow
regions are joined to the outflow region by a branch line.

FIG. 19. One possible branched manifold for a flow.

FIG. 20. Branched manifolds describing stretching and squeez-
ing for (a) the Rössler and (b) the Lorenz equations.
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into an unexpected and fortuitous problem. The prob-
lem was that any theoretical description of the underly-
ing physical mechanism involved more than three vari-
ables (Scott, 1991). Knots fall apart in dimensions
greater than three, so the Birman-Williams theorem, as
originally proved, was not applicable. In spite of this, we
were able to compute knot invariants from experimental
data.

This serendipitous result lead to a deeper understand-
ing of the Birman-Williams theorem. We imagine a dy-
namical system in Rn (n.3) with a hyperbolic strange
attractor having only one unstable direction:

l1.l250.l3.l4¯.ln . (4.4)

If the attractor is strongly contracting,

ul3u.l1 , (4.5)

then the identification (4.2) acts to project the attractor
to a two-dimensional branched manifold. In this projec-
tion an (n22)-dimensional stable manifold is projected
onto a point in a two-dimensional manifold ‘‘almost ev-
erywhere’’ with coordinates in the l1 (stretching) and l2

(flow) directions.
If the projection is carried out along the l4 , . . . ,ln di-

rections first, the projected flow lies in a three-
dimensional submanifold of Rn. In this space the topo-
logical organization of unstable periodic orbits is
determined by the standard topological invariants (link-
ing numbers, relative rotation rates), since these are de-
fined for periodic orbits in three-dimensional spaces.
Then the last projection along the least strongly con-
tracting (l3) direction preserves the topological organi-
zation of the unstable periodic orbits in the strange at-
tractor.

For strongly contracting flows, the local Lyapunov di-
mension

dL521

l1

ul3u
,3 (4.6)

is less than three everywhere. If dL(x) is the local
Lyapunov dimension of the attractor and MaxdL(x)
,3 is its maximum over the attractor, then Eq. (4.2)
provides a projection of the flow in the strange attractor
down to a branched manifold with dimension
@MaxdL(x)#52, where [*] is the integer part of *.

C. Templates

For purposes of computing topological invariants, it is
useful to transform branched manifolds into some stan-
dard form. These standard forms are called templates.
Several closely related standard forms have been pro-
posed (Holmes, 1988; Mindlin et al., 1990; Tufillaro, Ab-
bott, and Reilly, 1992), which are discussed below. All
standard forms depend on projections of the two-
dimensional branched manifolds, which are embedded
in R3, into a two-dimensional subspace. Crossing infor-
mation must be preserved in these projections. We dis-

cuss now several steps which are useful in transforming
two-dimensional branched manifolds into a standard
template form.

Branched manifolds are constructed from the stretch
and squeeze building blocks in ‘‘Lego’’ © fashion by con-
necting outflow to inflow. We can simplify our descrip-
tion of templates when stretches are connected to
stretches, or squeezes to squeezes, as suggested in Fig.
21. After this simplification, (a) stretches have one in-
flow and n(>2) outflows separated by n21 tear points,
and (b) squeezes have n(>2) inflows and one outflow
joined at a branch line B.

A branched manifold then has k branch lines B j

(1<j<k). Each branch line has nk preimages, one in
each of the nk rectangles feeding it. These can be deter-
mined by locating the preimage of each tear point on the
nearest branch in the flow-reversed direction. For ex-
ample, the preimages for the Rössler and Lorenz
branched manifolds are identified by following the
dashed lines from the tear points, backward against the
flow direction, to the first branch line (see Fig. 20).

In this way each branch line is divided into two or
more segments. The branch lines are then separated and
deformed, as shown in Fig. 22 for the Rössler system. In
this representation of Rössler dynamics, the stretching
and squeezing processes are summarized between the
lines marked ‘‘top’’ and ‘‘bottom.’’ A phase-space point
flows either through branch 0 or branch 1. Branch 0 is
orientation preserving; branch 1 is orientation reversing.
The flow is returned from the branch line at the bottom
to its preimage at the top by a flow that performs neither
stretching nor squeezing. The stretching and squeezing
is then repeated.

All stretching and squeezing occurs as the flow
progresses through this region (from top to bottom).

FIG. 21. Simplifying branched manifolds. This can be done by
redrawing the concatenation of stretches with stretches or
squeezes with squeezes. The resulting structures are nonge-
neric in branched manifolds, but convenient.
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This segment of the standard form for the projection of
a two-dimensional branched manifold onto R2 is called a
template. A template summarizes all the stretching and
squeezing processes that act on the phase space to create
the strange attractor. We usually include the return flow
with the template.

Following this procedure, it is not difficult to see that
any branched manifold can be transformed, after projec-
tion to R2, into the standard form shown in Fig. 23.
(Franks and Williams, 1985; Kocarev, Tasev, and Di-
movski, 1994). Each branch line is divided into segments
by locating preimages of each tear point on the branch
lines. The return flow from each branch line (bottom)
feeds the segments of the branch lines (top). The stretch
and squeeze mechanisms are described as follows:

• The signed number of twists in each branch of the
flow is indicated in the region labeled A1. This is just the
signed number of half turns: 0,61,62, . . . .
• Branches cross but do not twist in the region labeled
A2. Each branch crossing is assigned an integer in ex-
actly the same way as is done for knots (see Fig. 11).
• In the region labeled B the various branches are
squeezed together. An array is introduced (Mindlin
et al., 1990) to indicate the order in which they are
squeezed. By convention, the integers indicating order-
ing are larger the further from the observer (increasing

from top to bottom).
• A transition matrix (Markov matrix) is introduced to
identify which branches are connected to which.

D. Algebraic description of templates

The template shown in Fig. 23 defines a stretching and
squeezing mechanism similar to, but simpler than, those
responsible for creating the strange attractor generated
by a nonlinear electric circuit (Kocarev, Tasev, and Di-
movski, 1994). The branch-twisting and -crossing infor-
mation is summarized by a 535 matrix T(i ,j). The in-
teger in the (i,i) position is the local torsion information.
It is easily determined by counting the signed crossings
of the edges of the ith branch (from region A1). The
integer T(i ,j) is the signed number of crossings of the
ith and jth branches. This is equivalent to twice the link-
ing number of the period-one orbits in these two
branches. This information comes from region A2. If
T(i ,j)50, the branches do not cross. The 135 array
indicates the order in which the branches are joined at
the branch lines (from region B). In the projection,
branches with larger integer values are behind branches
with smaller values. Since there are two branch lines, the
order of the integers for each branch is important. Fi-
nally, the 535 transition matrix shows how the flow can
move from branch to branch (from region B). This is
equivalent to giving a prescription for the symbolic
dynamics of allowed periodic orbits. For example,
the period-four orbit acde acde . . . is allowed,
but adde adde . . . is not allowed @M(a ,d)50# .

Two other representations of templates have been
proposed. In both representations all branches are con-
nected on the bottom line. The templates so constructed
are called ‘‘fully expansive.’’ In the representation pro-
posed by Mindlin et al. (1990), the order in which the
branches are squeezed together is represented by a set
of integers in an array. In the projection considered, the
smaller the integer, the closer to the observer is the
branch. In the representation proposed by Tufillaro, Ab-
bott, and Reilly (1992), the branches are reordered so

FIG. 22. (a) Branched manifold for Rössler flow. The preim-
age (follow the dashed lines) of the tear point on the branched
manifold divides the branch line into two segments. (b) These
segments are rotated around to the point of the flow where
stretching and squeezing begin. (c) The entire flow is deformed
to the standard form shown. All interesting processes occur
between the branch line (bottom of figure) and its preimages
(top of figure). The flow caricature between these two lines is
the template. We often include the return flow with the tem-
plate.

FIG. 23. Standard form for templates. A template can be con-
structed for any branched manifold by following the proce-
dures described in the text and illustrated in Fig. 22. The tem-
plate is characterized by branch-twisting (A1) and crossing
(A2) information, the order in which branches are squeezed
together (B), and the branch transition matrix.
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that the projection is in some standard order. The order
chosen is this: the further to the right a branch appears
at the bottom of flow region A2, the closer to the front it
is in the projection of the squeezing region. In all cases a
Markov matrix describes which branches flow to which
other branches.

We now describe in more detail the template repre-
sentation used by Mindlin et al. (1990). If the branches
are labeled A ,B , . . . ,N , then a general period-p orbit is
a sequence of p symbols that indicates which branches
the periodic orbit traverses, as well as in which order.
For fully expansive templates, each branch contains a
period-one orbit. These exist in a 1-1 correspondence
with the branches, and the same symbol is used to label
both the branch and the period-one orbit in it. The tem-
plate matrix T(i ,j) contains information about these or-
bits. In fact, the template matrix is constructed out of
topological invariants of these orbits. More specifically,
the diagonal matrix elements T(i ,i) are the local tor-
sions of the period-one orbits i, and the off-diagonal el-
ements T(i ,j)5T(j ,i) are twice the linking numbers of
the period-one orbits i and j. The array obeys the con-
vention described above. In Fig. 24 we show this repre-
sentation for the template shown in Fig. 23.

Remark: In this representation, the template matrix
T(i ,j) can be obtained by determining the linking num-
bers and local torsions of only the period-one orbits in
the flow. The array matrix can be determined from the

linking numbers of only N21 appropriate pairs of
period-one and/or period-two orbits.

The three representations each change as the projec-
tion of the branched manifold in R3 down to different
two-dimensional subspaces R2 changes. It hardly mat-
ters which algebraic representation is chosen to describe
the dynamics: the differences are choices of convention.
What matters is that the topological invariants (linking
numbers, relative rotation rates) depend only on the or-
bits involved and not on the representation used for the
computation.

Any of these representations can be used to compute
topological invariants. Therefore the integers that char-
acterize templates algebraically are in fact topological
invariants of the branched manifold that describes the
strange attractor. That is to say, these integers are topo-
logical invariants of the strange attractor itself. It is
these integers that we shall extract from data in order to
identify the stretching and squeezing mechanisms re-
sponsible for generating chaos.

E. Control-parameter variation

The metric and dynamical invariants of strange attrac-
tors are independent of coordinate transformations and
initial conditions. However, they are not independent of
control-parameter variation.

Topological invariants of orbits and orbit pairs are un-
changed under control-parameter variation as long as
the orbits exist. However, as control parameters are var-
ied, periodic orbits are created and/or annihilated.
Therefore it is not obvious that the topological descrip-
tion of a strange attractor is invariant under control-
parameter variation.

In fact, there are two options, which will be illustrated
with respect to both the Rössler and Lorenz attractors.
Suppose the Rössler equations are integrated for param-
eter values for which there is a strange attractor, and
that all the unstable periodic orbits in the strange attrac-
tor are constructed from the alphabet with two symbols
0 and 1. If every possible symbol sequence is allowed,
the attractor is hyperbolic. We have never encountered
such an attractor, either in simulations of dissipative sys-
tems or in the analysis of experimental data. In our ex-
perience, it is always the case that some symbol se-
quences are forbidden.

For example, if the symbol sequence 00 is the only
symbol sequence that is forbidden, then every periodic
orbit is constructed from the two-letter alphabet 01 and
1. A template for the strange attractor is shown in Fig.
25(a). In this template there are two branches: A, corre-
sponding to the symbol sequence 01, and B, correspond-
ing to 1. The stretching and squeezing are as indicated in
this template, which can be constructed as a subtemplate
(Ghrist, Holmes, and Sullivan, 1996) of the Rössler tem-
plate. There is a 1-1 correspondence between periodic
orbits in the template shown in Fig. 25(a) and those in
the strange attractor.

In general, the alphabet required to describe a nonhy-
perbolic strange attractor for the Rössler equations con-

FIG. 24. Alternative representation of the template shown in
Fig. 23. This representation is fully expansive. Each branch
contains a period-one orbit. The template matrix now contains

information about the period-one orbits. T(i ,i) is the local
torsion of orbit i, and T(i ,j)52L(i ,j). The array describes the
order in which the branches are squeezed together. Informa-
tion in the array can be extracted from linking numbers for
period-two orbits.
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sists of a large number of symbol sequences. This num-
ber grows with the length of the sequence. For example,
to length four the alphabet might be 01, 011, and 0111.
In general, as longer and longer symbol sequences oc-
cur, new inadmissible sequences appear. We can take
this into account by increasing the number of letters in
the alphabet of allowed symbols as the length of the
symbol sequence grows (an alternative possibility, in-
volving Markov partitions, is indicated below). Each let-
ter in the alphabet (A,B,C, . . . ) then corresponds to one
branch of a template. In this representation (a) every
possible sequence of letters is allowed, (b) a template
typically has an infinite number of branches, and (c) the
number of branches corresponding to symbol sequences
of length <P is finite. We do not regard this as an el-
egant or even convenient way to describe strange attrac-
tors for dynamical systems.

We now describe an alternative way to describe the
dynamics. This is shown in Fig. 25(b) for the Rössler
strange attractor, for which the symbol sequence 00 is

forbidden. Here we begin with the Rössler template and
impose the condition that the transition 0→0 is forbid-
den @M(0,0)50# . This requires that the flow not even
reach the left quarter of the branch at the bottom. To
ensure this condition, we propagate this quarter branch
backwards 1,2, . . . iterations, and eliminate those parts
of the template that eventually feed this segment. Each
backward iteration has two preimages, since two
branches join at the branch line. In this way, we inter-
pret the flow as confined to what is left of the original
template (shown in white). That is, the template descrip-
tion (template matrix and array) remains unchanged,
but the Markov transition matrix changes

from M5F1

1

1

1 G to M5F0

1

1

1 G . (4.7)

In this interpretation we regard the simple Rössler
template with branches 0, 1 as generating a ‘‘covering’’
symbolic dynamics. That is, there is a 1-1 correspon-
dence between all the unstable periodic orbits in the
hyperbolic Rössler attractor and all the unstable peri-
odic orbits in the template. There is a 1-1 correspon-
dence between the unstable periodic orbits in a typical
nonhyperbolic strange attractor for the Rössler equa-
tions and a subset of unstable periodic orbits in the tem-
plate with two branches. The missing orbits have been
‘‘pruned away’’ (Cvitanovic, Gunaratne, and Procaccia,
1988).

A second example involves the Lorenz template. In-
tegrating the Lorenz-like Shimizu-Morioka (1980) equa-
tions (Shil’nikov, 1993)

ẋ5y ,

ẏ5x2ly2xz ,

ż52az1x2, (4.8)

for (a ,l)5(0.5,0.85) produces the attractor shown in
Fig. 26. The two options are again: (a) To construct the
template for the attractor, as shown in Fig. 27(a) (it is a
subtemplate of the Lorenz template) and (b) to regard
the flow as restricted to a subset of the Lorenz template
[this interpretation is shown in Fig. 27(b)].

FIG. 25. Rössler template. (a) Template describing a strange
attractor generated by the Rössler equations, but containing
only unstable periodic orbits built up from the symbols 01 and
1. (b) For this attractor the flow is restricted to a portion of the
original template. This subset is obtained by removing the
pieces of the branch corresponding to forbidden transitions, in
this case 0→0, that correspond to the left quarter of the
branch line. All parts of the branch line that eventually flow
into this segment must also be removed. They are determined
by finding all preimages of this segment.

FIG. 26. Lorenz-like strange attractor generated by integrating
the Shimizu-Morioka (1980) equations.
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We have the following two choices as control param-
eters are varied: (a) identify and exhibit the appropriate
branched manifold and template as a subtemplate of the
original system [Figs. 25(a) and 27(a)]; and (b) identify a
single template and restrict the flow to a subset of it
[Figs. 25(b) and 27(b)]. Without hesitation we adopt the
second option, for the following reasons:

(1) The template is then invariant under control param-
eter variations.

(2) It is much easier to see how the flow gets ‘‘pushed
around’’ on a template than to work out how one
subtemplate changes to another as control param-
eters vary.

(3) With only one template to work with, the topologi-
cal invariants of all orbits and orbit pairs need to be
computed only once. As long as those orbits remain
embedded in the strange attractor as the attractor
changes with control parameters, these quantities
remain invariant.

(4) It makes no sense to force an interpretation in terms
of subtemplates to preserve the idea of hyperbolic-
ity, when this is nongeneric in dissipative physical
systems in the first place.

(5) The global organization of a flow is largely deter-
mined by the fixed points and their insets and out-
sets, and by some low period orbits and their stable
and unstable manifolds. Since these are robust un-
der large variations in parameters, we also want the
caricature (template) describing the flow to be ro-
bust. This suggests a single-template interpretation.

With this interpretation, templates are topological in-
variants under change of coordinates, initial conditions,

and control-parameter values. The changing nature of
the flow, as control parameters are changed, is encapsu-
lated in the Markov transition matrix. For example, in
the Lorenz flow it is possible to subdivide the two seg-
ments of the branch line L and R into n1 and n2 adja-
cent intervals L1 ,L2 , . . . ,Ln1

and R1 ,R2 , . . . ,Rn2
. Then

linking numbers (topology) depend only on the symbol
sequence (LRLL . . .), but the dynamics depend on the
(n11n2)3(n11n2) Markov transition matrix, which
describes, to some extent (the better, the larger n1 and
n2), which orbits are allowed in the flow and which have
been ‘‘pruned’’ (Cvitanovic, Gunaratne, and Procaccia,
1988) from the flow.

F. Examples of templates

Although there are very many three-dimensional dis-
sipative dynamical systems with strange attractors, their
characterization requires only a relatively small number
of templates. We present some here.

1. Rössler dynamics

As the parameters of the Rössler equations are var-
ied, the attractor changes shape, from ‘‘fold’’ chaos to
‘‘funnel’’ chaos to ‘‘spiral’’ chaos (Rössler, 1976b). Some
of these changes involve the creation of periodic orbits
for which a two symbol (0,1) encoding is not possible.
For example, in the transition to funnel chaos a new
branch is ‘‘created.’’ In fact, it is preferable to state that
this branch was always present, but not visited by the
flow at all for smaller control-parameter values. The
three-branched template for funnel chaos is shown in
Fig. 28(a). For small parameter values the flow is re-
stricted to branches 0 and 1. For larger values it extends
over three branches: 0, 1, and 2. For yet larger values it
extends over four branches [Fig. 28(b)]. In general, there
is an infinite number of branches that exist and wind
around each other in a tightening spiral. This informa-
tion has been used to build up a systematic template
description for some physical processes (Gilmore and
McCallum, 1995). Usually the flow is confined to only a
small number of branches for any control-parameter val-
ues, but the branches are organized in a systematic way
with respect to each other.

2. Lorenz dynamics

Here also the standard template [see Fig. 16(e)] is
what is seen at smaller values of the control-parameter r.
As r is increased past a threshold r;60, the flow extend-
ing from the extreme left or right to the opposite lobe is
folded over onto itself (Sparrow, 1982). It is then no
longer possible to find a unique correspondence be-
tween unstable periodic orbits and a two-symbol alpha-
bet: four symbols are required. A caricature of this flow
is given in Fig. 29(a), along with a template in Fig. 29(b).

FIG. 27. (a) Template for the attractor shown in Fig. 26. (b)
Restriction of the flow shown in Fig. 26 to the Lorenz tem-
plate.
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3. Duffing dynamics

The attractor generated by the dynamical system

ẋ5y ,

ẏ52dy2]V/]x1b sin~f !,

ḟ5v52p/T (4.9)

will be discussed at length in Sec. XIII. Here, V5

21/2 x2
11/4 x4 is a function that represents a potential

with two minima, or wells, one on the left (L), the other
on the right (R). For a limited range of control param-
eters there is a 9532 branch template. That is, the tem-
plate has an infinite number of branches, only nine of
which are explored by the flow. We present a caricature
of this flow in Fig. 30(a) and unwind this caricature to
produce the template, which is shown in Fig. 30(b). Each

symbol consists of a pair [e.g., (ab̂)], with a indicating a

branch in the left well [branches (a ,b ,c)] and b̂ repre-

senting a branch in the right well [branches ( â ,b̂ , ĉ)].
The template matrix and array are shown for this tem-
plate.

FIG. 28. Rössler template bifurcations. (a) As control param-
eters in the Rössler equations increase, the flow begins to ex-
plore a third template branch. (b) A fourth branch is explored
for yet larger values of control parameters. Branches are orga-
nized in a systematic way with respect to each other.

FIG. 29. Lorenz template perestroika. For larger values of the
Rayleigh number r in the Lorenz model, the return flow folds
back on itself in a way shown by this caricature. Top: Carica-
ture. Bottom: Template for this flow.
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4. van der Pol–Shaw dynamics

A modification of the van der Pol equations proposed
by Shaw (1981) is

ẋ50.7y1~1.0210y2!x ,

ẏ52x10.25 sin~f !,

ḟ5v5p . (4.10)

Before the attractor is formed, the equations exhibit a
Hopf bifurcation (Thompson and Stewart, 1986). This
means that the invariant set is a torus T2

5S1
3S1. As

the nonlinearity is increased, the torus becomes de-
formed. The action of the flow on the phase space can
be described as follows: Part of the torus is pinched out,
stretched around the outside of the torus, and then
squeezed back into the surface [see Fig. 31(a) for a cari-
cature]. The template associated with this mechanism is
shown in Fig. 31(b). With some practice, the discontinu-
ity in the template matrix (0,2,3) can be interpreted in
terms of the boundary condition on the original invari-
ant surface (T2

3R1) for this equation, as opposed to
(S1

3R2) for the Duffing oscillator (Mindlin et al.,
1990).

5. Cusp catastrophe dynamics

A simple electric circuit originally proposed by Shin-
riki, Yamamoto, and Mori (1981) was modified and ex-
tensively studied by King and Gaito (1992) (see also

Gaito and King, 1990). King and Gaito studied the non-
linear circuit shown in the inset to Fig. 32. The voltages
V1 and V2 are measured across the capacitors C1 and
C2 ; the current IL flows through the resistanceless in-
ductor L. The resistor R is linear, while the resistor N is
nonlinear with I-V characteristic

IN~V !5n1aV1bV3 a,0,b .

In terms of scaled variables x,y,z, defined by

S x

y

z
D 5AbRS V1

V2

RIL

D , t5t/RC2 , (4.11)

the dynamical equations of motion are

d

dt S x

y

z
D 5S 2

1

m
S dF

dx
2y D

x2y2z

by

D . (4.12)

The function F(x ;a ,m) is the cusp catastrophe function

F~x ;a ,m !5

1

4
x4

2

1

2
ax2

1mx .

This represents a symmetric double-well potential for
a.0, m50.

A sequence of bifurcations leading to chaotic behav-
ior that explores both wells in the phase space (x,y,z)
was studied both theoretically and experimentally. The
theoretical part of the study involved a qualitative de-

FIG. 30. Top: Caricature for the flow development in the Duf-
fing equations over range of control-parameter values (princi-
pally T52p/v). Bottom: Template for this flow.

FIG. 31. (a) Caricature of the flow for the van der Pol–Shaw
equations in a certain range of parameter values (Thompson
and Stewart, 1986). (b) Template.
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scription of the dynamical behavior in each of the two
wells, as well as a determination of how the motion
evolves when the top of the barrier between the two
wells is not sufficiently high to isolate each well from the
other. On the basis of qualitative arguments backed up
by phase-space plots, surfaces of section, and return
maps, King and Gaito were able to construct a branched
manifold describing the symmetric strange attractor that
stretches between the two wells. Their theoretical pre-
dictions were supported by experiments carried out on
the electric circuit. The branched manifold that they
identified is shown in Fig. 19. The corresponding tem-
plate is shown in Fig. 32.

V. INVARIANTS FROM TEMPLATES

A. Locating periodic orbits

In the construction of branched manifolds by the pro-
jection (4.2), the uniqueness theorem is preserved in the
forward-time direction. It is lost in the backward-time
direction. This remains true in the rearrangement (iso-
topy) that leads from the branched manifold to its stan-
dard representation, the template. Therefore each point
in the top branch line of a template (see Fig. 19) is an
initial condition for a unique future trajectory. The tra-
jectory is uniquely defined by the template branches that

it evolves through. For example, if a template has
branches A,B,C,D, an initial condition on A might lead
to a trajectory such as ABADC . . . , which is built from
the alphabet (A,B,C,D). The following possibilities oc-
cur:

(a) The trajectory consists of an infinite sequence of
letters drawn from the small alphabet that labels
template branches. This is typical.

(b) The trajectory is labeled by a finite sequence. This
is atypical (nongeneric, a measure zero occur-
rence). It corresponds to a trajectory in phase
space that asymptotically approaches a fixed point
in the attractor, or, correspondingly, a tear point in
the branched manifold.

In the former case there are again two possibilities:

(a) The orbit is periodic, of period p. That is, there is a
smallest positive integer p for which the symbol
sequence repeats itself, or has the form
(s1s2¯sp) ‘‘`’’, where s iPalphabet. This is not
typical.

(b) The orbit is not periodic. This is typical.

We concentrate our attention on periodic orbits, since
the Birman-Williams theorem guarantees that their to-
pological properties are unchanged under the projection
(4.2), and we understand how to compute these proper-
ties for periodic orbits in flows.

To compute the topological invariants of periodic or-
bits in templates we must first locate them on the tem-
plate. This is relatively easy. The template acts as a one-
dimensional map from the top branch to the bottom
branch. Periodic orbits for one-dimensional unimodal
maps are well understood (Metropoulis, Stein, and
Stein, 1973; Collet and Eckmann, 1980). Periodic orbits
for one-dimensional multimodal maps are more compli-
cated (Block and Coppel, 1992; Alseda, Llibre, and Mi-
siurewicz, 1993; De Melo and Van Strien, 1993). Their
organization can be determined by constructing n-ary
trees (Tufillaro, Abbott, and Reilly, 1992) or by Knead-
ing Theory (Milnor and Thurston, 1987). We briefly re-
view how Kneading Theory is used to locate orbits on
templates.

Assume a template has k11 branches, which we label
for convenience 0,1,2, . . . ,k from left to right along the
top branch of the template. We define an order along
branches: a,b if a is to the left of b. Branch i is orien-
tation (order) preserving or orientation reversing, de-
pending on whether its local torsion T(i ,i) is even or
odd. Passage of two points through a branch of a tem-
plate preserves or reverses the order of the images I(a)
and I(b), depending on whether the branch is orienta-
tion preserving @a,b⇒I(a),I(b)# or orientation re-
versing @a,b⇒I(a).I(b)# .

An orbit of period p has symbol sequence

s1s2¯sp s1s2¯sp ¯ . (5.1)

After one period it advances to

s2¯sps1 s2¯sps1 ¯ . (5.2)

FIG. 32. Template for the branched manifold shown in Fig. 19.
The template matrix and array are shown below it (left). The
Markov transition matrix is also shown (right).
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To find the ‘‘address’’ of the initial condition for Eq.
(5.1), we conjugate each symbol (s i→s̄ i) following any
orientation-reversing branch. Conjugation is equivalent
to reading from right to left, and given explicitly by

s i1s̄ i5k . (5.3)

For example, suppose a template has four branches 0, 1,
2, 3, and branch 1 is orientation reversing. To find the
address of 0213 along branch 0, we perform the follow-
ing simple calculation:

0213 0213 0213 . . . →0213¯ 0¯2¯1¯3% 0213¯ . . .

50210 3123 0210 . . . . (5.4)

The address of (0213) ‘‘`’’ along branch 0 is given by the
infinite sequence (0210 3123) ‘‘`’’, which is of period 8.
In general, the address of a period-p orbit is a sequence
of period p or 2p , depending on whether the orbit
traverses an even or odd number of orientation-
reversing branches of the template (i.e., has even or odd
parity).

Following this procedure, an address can be computed
for each of the p initial conditions for a period-p orbit:
s1s2¯sp , s2¯sps1 , ¯ , sps1s2¯ . The relative lo-
cation of initial conditions along a template branch is
then determined by the order of their addresses in a way
whose obviousness would be diminished by additional
explanation.

To illustrate, we consider the orbits 01 and 011 on the
horseshoe template (Fig. 33):

01→01 01→01 0¯1¯→01 10

10→10 10→10¯ 1¯0→11 00

011→011 011→011¯ 011¯→010 010

110→110 110→11¯0 11¯0→100 100

101→101 101→10¯1¯ 10¯1¯→110 110

In Fig. 33 we show how the five strands of these two
orbits of period two and three are draped over the
horseshoe template.

B. Topological invariants

The addresses of initial conditions are used to locate
orbits on templates. This information is then used to
compute the topological invariants of these orbits.

1. Linking numbers

To compute the linking numbers for two orbits, it is
sufficient to compute the signed number of crossings of
these two orbits on their knot holder and divide by two.
Computation of self-linking numbers is even easier: it is
sufficient to add the local torsion for each symbol in the
sequence.

This algorithm for computing addresses and counting
crossings has been reduced to a FORTRAN code (avail-
able from the author on request). The inputs to this code
are template information (a template matrix and array)

and orbit information (a list of periodic orbits identified
by period and symbolic dynamics). The output consists
of a table of linking numbers.

In Table I we present the linking and self-linking
numbers for orbits of period up to five on a right-handed
horseshoe (Rössler) template. The branches are labeled
0,1. There are two orbits of period one (0,1), one of
period two (01), two of period three (001,011), and
three, six, . . . of periods four, five, . . . .

Right-handed Horseshoe Right-handed Lorenz

F0 0

0 11
G F0 0

0 0
G

@0 21# @0 21# . (5.5)

In Table II we present the linking and self-linking
numbers for orbits of period up to five on a right-handed
Lorenz template. The branches are labeled L,R. Both
are orientation preserving. Therefore the address is
identical to the orbit symbol. The number of orbits of
any period is the same in both templates, under the cor-
respondence 0↔L ,1↔R . However, addresses and
therefore linking numbers are not the same because
branch 1 in the horseshoe template is orientation revers-
ing.

2. Relative rotation rates

Computation of relative rotation rates follows a very
similar algorithm. Two orbits of periods pA and pB are

FIG. 33. Period-two and period-three orbits on the horseshoe
template. Their locations are determined by comparing their
addresses. By inspection, SL(01)511, SL(011)512, and
L(01,011)512.
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draped over the template. Two initial conditions are
joined by an oriented line segment, and the number of
half twists that this segment undergoes as it evolves
through pA3pB forward iterations is counted. This inte-
ger is divided by 2pA3pB . This calculation is then re-
peated for all other initial conditions. This bookkeeping
has also been reduced to a FORTRAN code, which is
available from the author on request. The inputs are the
same as for the linking-number computation. The out-
put is a table of relative rotation rates. The relative ro-
tation rates for all orbits to period five on a right-handed
horseshoe template are presented in Table III.

The relative rotation rates and linking numbers of or-
bits generated in a period-doubling cascade based on a
period-p orbit have systematic properties, which have
been described by Solari and Gilmore (1988). Their sys-
tematics account for many previously derived results
(Uezu and Aizawa, 1982; Beiersdorfer, Wersinger, and
Treve, 1983; Uezu, 1983). In Table IV we present the
relative rotation rates for the orbits to period 16 in the

cascade based on the period-one orbit (1) in the Smale
horseshoe. In Table V we present the linking numbers
for these orbits.

C. Dynamical invariants

Topological entropy estimates the rate of growth in
the number of orbits of period p, N(p), as p increases.
For a fully expansive template on K branches,

N~p !;
1

p
Kp;ephT.

As a result

hT5 lim
p→`

1

p
ln N~p !5ln K .

For example, the topological entropy of the two-
branched Rössler and Lorenz templates is ln 2.

TABLE I. Linking numbers for orbits to period 5 on the right-handed Smale horseshoe template.

11 11 21 31 31 41 42 42 51 51 52 52 53 53

11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

11 1 0 0 1 1 1 2 1 1 2 2 2 2 1 1

21 01 0 1 1 2 2 3 2 2 4 4 3 3 2 2

31 011 0 1 2 2 3 4 3 3 5 5 5 5 3 3

31 001 0 1 2 3 2 4 3 3 5 5 4 4 3 3

41 0111 0 2 3 4 4 5 4 4 8 8 7 7 4 4

42 0011 0 1 2 3 3 4 3 4 5 5 5 5 4 4

42 0001 0 1 2 3 3 4 4 3 5 5 5 5 4 4

51 01111 0 2 4 5 5 8 5 5 8 10 9 9 5 5

51 01101 0 2 4 5 5 8 5 5 10 8 8 8 5 5

52 00111 0 2 3 5 4 7 5 5 9 8 6 7 5 5

52 00101 0 2 3 5 4 7 5 5 9 8 7 6 5 5

53 00011 0 1 2 3 3 4 4 4 5 5 5 5 4 5

53 00001 0 1 2 3 3 4 4 4 5 5 5 5 5 4

TABLE II. Linking numbers for orbits to period 5 on the right-handed Lorenz template.

11 11 21 31 31 41 42 42 51 51 52 52 53 53

11 L 0 0 0 0 0 0 0 0 0 0 0 0 0 0

11 R 0 0 0 0 0 0 0 0 0 0 0 0 0 0

21 LR 0 0 1 1 1 1 2 1 1 2 2 2 2 1

31 LRR 0 0 1 2 1 2 2 1 2 3 3 2 2 1

31 LLR 0 0 1 1 2 1 2 2 1 2 2 3 3 2

41 LRRR 0 0 1 2 1 3 2 1 3 3 3 2 2 1

42 LLRR 0 0 2 2 2 2 3 2 2 4 3 4 3 2

42 LLLR 0 0 1 1 2 1 2 3 1 2 2 3 3 3

51 LRRRR 0 0 1 2 1 3 2 1 4 3 3 2 2 1

51 LRRLR 0 0 2 3 2 3 4 2 3 6 5 4 4 2

52 LLRRR 0 0 2 3 2 3 3 2 3 5 4 4 3 2

52 LLRLR 0 0 2 2 3 2 4 3 2 4 4 6 5 3

53 LLLRR 0 0 2 2 3 2 3 3 2 4 3 5 4 3

53 LLLLR 0 0 1 1 2 1 2 3 1 2 2 3 3 4
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Strange attractors almost always are not hyperbolic
and the flow is not fully expansive on the template. Un-
der these conditions, the flow is described by a Markov
transition matrix M. The number of orbits of period p is
then estimated by

N~p !;
1

p
Tr Mp. (5.6)

If the eigenvalues of the matrix M are l1>l2>¯ , then
the trace is well approximated by Tr Mp;l1

p . As a re-
sult, the topological entropy is the logarithm of the larg-
est eigenvalue of the transition matrix M. For fully ex-
pansive templates, all matrix elements of the transition
matrix are 11 and the matrix has rank 1 with eigenval-
ues K and 0 (K21 fold degenerate). In the general case
the eigenvalues can be computed using the subroutine
HQR in Numerical Recipes (Press et al., 1986).

D. Inflating a template

It is sometimes useful to ‘‘inflate’’ a template to get a
better approximation of the original dynamics. This is

done by expanding the branch lines to ‘‘branch rect-
angles’’ in the strongly contracting direction. In Fig. 34 a
two-branch template is expanded to a mapping R2

→R2. To do this, the negative Lyapunov exponent l3 ,
whose limit is 2` in the template construction, is al-
lowed to be finite. The Lyapunov exponents for the map
R2→R2 are then m;6el1T and n;6el3T, with umu.1
.unu.0 and T as the return-flow time.

Periodic orbits in the mapping R2→R2 can be located
by a method somewhat more involved than the Knead-
ing Theory construction: forward and backward iterates
are constructed. Their intersection defines a fractal in
R2. The construction is carried out explicitly for the
two-branch mapping associated with a Smale (1967)
horseshoe in great detail by Guckenheimer and Holmes
(1983). The intersections of the forward and backward
iterates provide addresses for all orbits in the flow and
map. Needless to say, topological invariants remain in-
variant under inflation.

VI. UNFOLDING A TEMPLATE

‘‘Unfolding’’ is a technical term for a beautiful idea.
An unfolding summarizes all possible consequences of

TABLE III. Relative rotation rates for orbits to period 5 on the right-handed Smale horseshoe template.

11 21 31 31 41 42 42 51 51 52 52 53 53

1 01 011 001 0111 0011 0001 01111 01101 00111 00101 00011 00001

11 0

21
1
2

1
20

31
1
3

1
3 (

1
3 )20

31
1
3

1
3

1
3 (

1
3 )20

41
1
2

1
2

1
4

1
3

1
3 (

1
2 )2 1

4 0

42
1
4

1
4

1
4

1
4

1
4 (

1
4 )30

42
1
4

1
4

1
4

1
4

1
4

1
4 (

1
4 )30

51
2
5

2
5

1
3

1
3

2
5

1
4

1
4 (

2
5 )40

51
2
5

2
5

1
3

1
3

2
5

1
4

1
4

2
5 (

2
5 )40

52
2
5

3
10

1
3

4
15

7
20

1
4

1
4 (

2
5 )4 1

5 (
2
5 )3 1

5
2 (

2
5 )2(

1
5 )20

52
2
5

3
10

1
3

4
15

7
20

1
4

1
4 (

2
5 )4 1

5 (
2
5 )3(

1
5 )2 (

2
5 )2(

1
5 )3 (

2
5 )2(

1
5 )20

53
1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5 (

1
5 )40

53
1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5 (

1
5 )40

TABLE IV. Relative rotation rates for the period-doubling
cascade in the Smale horseshoe template, assuming zero global

torsion. The fractions are t15
1
2 , t25

1
4 , t35

3
8 , t45

5
16 . This

table can be extended in the obvious way with t55
11
32 , t65

21
64 .

The torsions obey the Fibonnaci relation 2tn115tn1tn21 .

0 1 2 3 4

k Period 1 2 4 8 16

0 1 0 t1 t1 t1 t1

1 2 t1 t10 t1t2 t1t2 t1t2

2 4 t1 t1t2 t1
2t20 t1

2t2t3 t1
2t2t3

3 8 t1 t1t2 t1
2t2t3 t4

4t2
2t30 t1

4t2
2t3t4

4 16 t1 t1t2 t1
2t2t3 t1

4t2
2t3t4 t1

8t2
4t3

2t40

TABLE V. Linking numbers for the period-doubling cascade
in the Smale horseshoe template, assuming zero global torsion.

0 1 2 3 4 5

k Period 1 2 4 8 16 32

0 1 0 1 2 4 8 16

1 2 1 1 3 6 12 24

2 4 2 3 5 13 26 52

3 8 4 6 13 23 51 102

4 16 8 12 26 51 97 205

5 32 16 24 52 102 205 399
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the most general possible perturbation. The concept is
fundamental to the discussion of singularities (Arnol’d,
1968, 1975; Golubitsky and Guillemin, 1973; Thom,
1975; Zeeman, 1977; Poston and Stewart, 1978; Gilmore,
1981). We give a simple example: The potential V(x)
5

1
4 x4 is singular at x50 because ]V/]x50 and

]2V/]x2
50 at x50. An arbitrary perturbation of this

potential, in the neighborhood of x50, has the form

V~x !1arbitrary perturbation5

1

4
x4

1

1

2
ax2

1bx

5V~x :a ,b !. (6.1)

The two-parameter function 1
2 ax2

1bx is called the uni-
versal perturbation of the singular function 1

4 x4 and the
two-parameter family of functions V(x ;a ,b) is called
the unfolding of the singular potential.

What does unfolding have to do with templates? We
shall use the spirit behind this concept to enrich our
understanding of dynamical systems. Templates have
been introduced to describe hyperbolic attractors. We
have stretched the interpretation of template so that
these structures actually represent nonhyperbolic attrac-
tors. A K-branched template supports all periodic orbits
that can be constructed from K symbols. A strange at-
tractor does not typically support this complete spec-
trum of unstable periodic orbits. Many orbits have been
‘‘pruned’’ away (Cvitanovic, Gunaratne, and Procaccia,
1988). However, this pruning is subject to strict rules of
a topological nature. More specifically, if some periodic
orbits are present in an attractor, they force the pres-
ence of others. Unfolding a template amounts to con-
structing the forcing rules for the periodic orbits that the

template contains. We illustrate this idea for the Smale
horseshoe template, where the results are the most com-
plete.

A. Topological restrictions

As control parameters for a dynamical system are var-
ied, periodic orbits are created (or annihilated) in either
saddle-node or period-doubling bifurcations. Suppose
we have two saddle-node pairs of orbits $AR ,AF% and
$BR ,BF%. Here R refers to the regular saddle and F to
the flip saddle. These saddles have even and odd parity,
respectively.

In computing the linking numbers of the orbit pair
$AR ,AF% with the orbit pair $BR ,BF%, three possibilities
occur. These are summarized in Fig. 35. Since linking
numbers cannot change while the orbits exist, the three
possibilities in Fig. 35 show the following:

(a) The pair $AR ,AF% cannot undergo an inverse
saddle-node bifurcation until the orbit pair
$BR ,BF% does. Conversely, $BR ,BF% cannot be
created in a saddle-node bifurcation until the orbit
pair $AR ,AF% already exists. We summarize this
situation by saying B ‘‘forces’’ A and writing
B⇒A .

(b) Neither orbit pair forces the other.
(c) A⇒B .

Period-doubling bifurcations can be treated similarly. If
M and D are a mother-daughter pair of orbits, then M
has period p and D has period 2p . Both have odd parity.
The orbits M2

5MM (the p symbols of M are repeated
twice) and D can then be treated like AR and AF in the
procedure described above.

The forcing relationship is transitive:

if A⇒B and B⇒C then A⇒C . (6.2)

This is suggested in Fig. 36.
However, there are some complications. If the two

orbit pairs $BR ,BF% and $CR ,CF% have the same braid
type (Birman, 1975; Rolfson, 1976; Kaufman, 1987; Hall,

FIG. 34. Template inflation. A two-branch template is inflated
by expanding against the strongly contracting direction. The
result provides a map R2→R2.

FIG. 35. Topological nature of forcing. Linking numbers of
two saddle-node pairs can be used to determine if one pair of
orbits forces another.
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1991, 1993, 1994a, 1994b; Tufillaro, Abbott, and Reilly,
1992), then it is possible for these orbits to rearrange
themselves as control parameters are varied and for
$BR ,CF% and $CR ,BF% to undergo saddle-node bifurca-
tions. That is, if A⇒B and A⇒C but B and C have the
same braid type, it is possible that A forces neither B
nor C by exchange elimination (Mindlin et al., 1993).
This process is summarized in Fig. 37.

B. Forcing diagram

The topological arguments outlined above can be ap-
plied to periodic orbits on any template. They have been
carried out in detail only for the Smale horseshoe tem-

plate. This is in part because the calculations are very
difficult, but also in part because this particular template
occurs so often in physical systems.

The forcing diagram for orbits up to period eight on
the horseshoe template is shown in Fig. 38. All orbits to
period eight have been summarized in Table VI, along
with their salient properties. These orbits are identified
as P j , where P is the period of the orbit and j indicates
the order of occurrence of this orbit in unimodal maps
of the interval, including the logistic map (Metropolis,
Stein, and Stein, 1973). The orbits in the Smale horse-
shoe template exist in 1-1 correspondence with periodic
orbits in the logistic map x85lx(12x) for l54. As a

FIG. 36. Transitive nature of forcing. If A⇒B and B⇒C , then
A⇒C .

FIG. 37. Complicated nature of forcing. If orbits B and C have
the same braid type, the orbit pairs may exchange partners.
Then A forces neither B nor C if both exist, while it forces one
saddle-node pair if the other does not exist.

FIG. 38. (a) Orbit-forcing diagram for horseshoe dynamics. The orbits and their properties are described in Table VI. Orbits are
organized (approximately) by one-dimensional entropy (horizontal axis) and topological entropy (vertical axis). Small distortions
are present to make the diagram more readable. Well-ordered, period-doubled, and finite-order orbits all have zero topological
entropy, but are slightly offset at the bottom of the figure, again for clarity. The backbone of the diagram consists of well-ordered
orbits and quasi-one-dimensional orbits, both of which exist in 1-1 correspondence with rational fractions f in the interval 0,f

,1/2. Only first-order forcing is shown. (b) Orbits in order of their appearance in one-dimensional maps of the interval. Also
shown: fractional values for well-ordered orbits, for quasi-one-dimensional orbits, and for orbits with same braid type.
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result, an enormous amount is known about the proper-
ties of these orbits.

The orbits in the logistic map are created in a particu-
lar order, which is determined by Kneading Theory.
This order is called the U-sequence (universal) order
(Metropolis, Stein, and Stein, 1973). As a result, an en-
tropy can be associated with every orbit—this is called
the orbit’s one-dimensional entropy. An entropy can
also be associated with each orbit as an orbit in a two-
dimensional map or three-dimensional flow. This is the
topological entropy. It has been defined earlier [see
(5.6)]. The one-dimensional entropy is an upper bound

on an orbit’s topological entropy; they are different ex-
cept for a set of orbits identified by rational fractions
m/n in the interval 0,m/n,

1
2 (Hall, 1993).

Five classes of orbits occur in Table VI and Fig. 38.
These can be distinguished by their topological entropy,
as follows.

1. Zero-entropy orbits

Well-ordered orbits. These do not force any other or-
bits except 1R ,1F . These orbits are torus knots
(Holmes, 1986). Each well-ordered orbit is identified by

TABLE VI. Horseshoe orbits to period 8. Orbits are identified as P j , where P is the period and j is
the order of appearance of the orbit in unimodal maps of the interval. Underlined symbols are 1 or
0 for regular saddles (even parity) or flip saddles (odd parity). PD5period doubled; WO5well
ordered; FO5finite order; PE5positive entropy; QOD5quasi one dimensional.

Orbit
Symbol
sequence Type Fraction

One-dimensional
entropy

Topological
entropy

11 1 1F 0 0

21 01 PD of 1F 0 0

31 01I1 WO 1/3 0.481 212 0

41 0111 PD of 21 0 0

42 001I1 WO 1/4 0.609 378 0

51 011 1I1 WO 2/5 0.414 013 0

52 001 1I1 QOD 1/3 0.543 535 0.543 535

53 000 1I1 WO 1/5 0.656 256 0

61 011 11I1 FO 0.240 606 0

62 001 011 PD of 31 0.481 212 0

63 001 11I1 FO 0.583 557 0

64 00 11I1 QOD 1/4 0.632 974 0.632 974

65 000 01I1 WO 1/6 0.675 975 0

71 011 111I1 WO 3/7 0.382 245 0

72 011 011I1 QOD 2/5 0.442 138 0.442 138

73 001 011I1 PE 0.522 315 0.476 818

74 001 111I1 PE 0.562 400 0.476 818

75 001 101I1 WO 2/7 0.601 001 0

76 000 101I1 PE 0.618 362 0.382 245

77 000 111I1 PE 0.645 710 0.382 245

78 000 011I1 QOD 1/5 0.666 215 0.666 215

79 000 001I1 WO 1/7 0.684 905 0

81 0111 0101 PD of 41 0 0

82 011 111 1I1 FO 0.304 688 0

83 011 011 1I1 WO 3/8 0.468 258 0

84 001 011 1I1 PE 0.499 747 0.346 034

85 001 010 1I1 PE 0.539 792 0.498 093

86 001 110 1I1 PE 0.547 612 0.498 093

87 001 111 1I1 PE 0.574 865 0.346 034

88 001 101 1I1 PE 0.591 718 0.498 093

89 0001 0011 PD of 42 0.609 378 0

810 000 101 1I1 PE 0.626 443 0.568 666

811 000 111 1I1 PE 0.639 190 0.568 666

812 000 110 1I1 FO 0.651 766 0

813 000 010 1I1 PE 0.660 791 0.458 911

814 000 011 1I1 PE 0.671 317 0.458 911

815 000 001 1I1 QOD 1/6 0.680 477 0.680 477

816 000 000 1I1 WO 1/8 0.689.121 0
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an irreducible rational fraction 0,p/(q12p),
1
2 (irre-

ducible means that p and q12p have no common fac-
tors larger than 1). The orbit has period P5q12p and
is built up from a symbol sequence

W~1 !W~2 !¯W~q1p !

W~ i !5 H 0

11J if @ im#2@~ i21 !m#5 H 0

1J , (6.3)

where m5p/(q1p), 1<i<q1p , and [x] is the integer
part of x. For example, the well-ordered orbits of period
eight correspond to the rational fractions 1

8 and 3
8 ( 2

8 is
not irreducible) and are ( 3

8: 835011 011 1I1) and ( 1
8: 816

5000 000 1I1). The symbol sequence for the regular
saddle is given. It has even parity. The symbol sequence
for its saddle partner in one-dimensional maps is ob-
tained by changing the symbol 1I to 0. This node or flip
saddle has odd parity. Well-ordered orbits are easily rec-
ognized by their self-relative rotation rates, all of which
have the same fractional value p/(q12p).

Period-doubled orbits. Each daughter orbit forces its
mother, grandmother, . . . , and its regular saddle grand
patriarch. By the transitivity result (Fig. 36), it is suffi-
cient to indicate only daughter-mother forcing, as in the
cases 81⇒41⇒21 , 63⇒31 , and 89⇒42 shown in the
forcing diagram. Period-doubled orbits can also easily
be recognized by their relative and self-relative rotation
rates. The systematics of these fractions have been dis-
cussed in detail by Solari and Gilmore (1988).

Finite-order orbits. These orbits have zero topological
entropy because the number of orbits that they force
grows only algebraically (not exponentially) with in-
creasing period. These orbits, to period eight in Fig. 38,
are 61 , 82 , 63 , and 812 .

2. Positive-entropy orbits

Quasi-one-dimensional orbits. These orbits force ex-
actly the same spectrum of orbits in two-dimensional
maps as they do in one-dimensional maps (Hall, 1991,
1993). Therefore their topological entropy is exactly
equal to their one-dimensional entropy. Like well-
ordered orbits, there is a 1-1 correspondence between
quasi-one-dimensional orbits and irreducible rational
fractions 0,f5m/n,

1
2 . To each such fraction there is a

saddle-node pair of quasi-one-dimensional orbits of pe-
riod n12, with symbolic dynamics

0k1~f !11 0k2~f !11••• 0km~f !111,

k1~f !5@1/f#215@n/m#21,

k i~f !5@ i/f#2@~ i21 !/f#22, 2<i<m . (6.4)

For example, for period eight, n56, the only irreducible
fraction is 1/6, and the quasi-one-dimensional orbit for
f5

1
6 is ( 1

6: 8155000 001 1I1).
All the rest. All other orbits not described so far obey

0,hT,one-dimensional entropy.
For these orbits, two or more saddle-node pairs be-

long to the same braid type and can therefore undergo
exchange elimination. Orbits that belong to the same

braid type are identified by their spectrum of self-
relative rotation rates. They also have the same period
and topological entropy. To period eight, there are six
such groupings: $84,87%, $76,77%, $813,814%, $73,74%,
$85,86,88%, and $810,811%. The self-relative rotation rates
are sufficient to distinguish braid type to period 10 but
not period 11.

Through period eight, orbit forcing in the horseshoe is
shown in Fig. 38. The orbits are located in this figure
according to their U-sequence order (one-dimensional
entropy) along the horizontal axis and their topological
entropy along the vertical axis. Only the ‘‘first-order’’
forcings have been indicated. This is sufficient by transi-
tivity. This shows, for example, 64⇒810F⇒84R⇒51 .
The one-dimensional entropy was computed using an
algorithm by Block et al. (1980). The topological en-
tropy was computed using algorithms developed by Be-
stvina and Handel (1992) and Los (1993).

In Fig. 38(b) we list all orbits to period eight by in-
creasing one-dimensional entropy. We also indicate the
rational fractional value for the well-ordered orbits and
the quasi-one-dimensional orbits. Finally, we indicate
orbit multiplets of the same braid type.

The forcing diagram is the unfolding of the horseshoe
template to period eight. This diagram describes all pos-
sible combinations of orbits that can be found in the
horseshoe template under a perturbation that prunes
away orbits in a way allowed by topological constraints.

C. Basis sets of orbits

The spectrum of unstable periodic orbits in a nonhy-
perbolic strange attractor must be consistent with the
unfolding of the Smale horseshoe template represented
in Fig. 38. Any set of allowed orbits can be represented
simply by a basis set of orbits. This is a minimal set of
orbits that forces all the orbits in the spectrum.

The construction of a basis set is simple and algorith-
mic. The orbits in the spectrum, up to some maximum
period, are listed (left to right) according to increasing
topological entropy. Those with the same topological
entropy are organized by increasing one-dimensional
entropy. The right-most orbit is in the basis set. It is
removed, along with all the orbits which it forces. Of the
remaining orbits, the right-most is again a basis orbit. It
and its consequents are removed. The process is re-
peated until the list is exhausted. This procedure results
in a minimal, ordered set of orbits that force all orbits,
up to the maximum period, present in the initial list.
This minimal set is called a basis set of orbits (to that
period).

For example, suppose the unstable periodic orbits in a
strange attractor are those forced by 76 in one-
dimensional maps of the interval. The orbits involved
can easily be read from Fig. 38(b). Organizing them by
topological and one-dimensional entropy as just de-
scribed, we find, to period eight,

214181618271518331626375428984877672737485868852 .

(6.5)
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The underlined orbits are those forced by 52 . Then 52 is
the first basis orbit. When 52 and the underlined orbits
are removed, the list becomes

6375428987R7674F86F88 . (6.6)

The orbit 88 is a basis orbit. It and 63 are removed from
the list. Continuing in this way, the basis set of orbits
which force all those initally present is (reading right to
left)

87R7674F86F8852 . (6.7)

A lower bound on the topological entropy of the flow
can be obtained by computing the topological entropy of
the braid containing the basis set of orbits.

A forcing diagram exists for any template. It can be
computed explicitly up to any period p. Then any flow
can be described by a basis (to period p). This allows a
discrete topological classification of strange attractors by
template and basis.

D. Routes to chaos

As control parameters of a dynamical system [see Eq.
(2.1)] are varied, periodic orbits are created and/or an-
nihilated by saddle-node and period-doubling bifurca-
tions. At one extreme, there may be a single stable pe-
riodic orbit. It is also possible that several stable
periodic orbits coexist, each with its own basin of attrac-
tion. At the other extreme, a hyperbolic attractor may
exist that contains a full set of unstable periodic orbits
built of K letters with a full transition matrix (‘‘complete
chaos’’). It is of great interest to us to know how it is
possible to get from one extreme (regular motion) to the
other. These are called ‘‘routes to chaos.’’

Routes to chaos are identified by specifying a se-
quence of basis sets. The basis sets are related by first-
order implications. For example, the sequence

21→41→81→~81,71!→~81,71,83!→~72,83!→52

→~52,88!→64→~64,812!→~64,812,53!→~64,814!

→78→~78,65!→815→~815,79!→~815,79,816! (6.8)

is one possible route to chaos. By this procedure we
have a discrete classification of the routes to chaos in
horseshoe dynamics. In fact, to any finite period the
number of distinct routes to chaos is finite.

E. Coexisting basins

Whenever a pair of periodic orbits is created by a
saddle-node bifurcation, the saddle appears initially as a
stable orbit. Its basin of attraction ‘‘eats a hole’’ in the
strange attractor. This means that motion in the strange
attractor is bounded away from the newly created stable
periodic orbit. As control parameters vary, the stable
periodic orbit may undergo a series of period-doubling
bifurcations that ultimately destroy the basin (Es-
chenazi, Solari, and Gilmore, 1989).

It is sometimes useful to know how many basins of
attraction can coexist with a strange attractor. This kind
of information is outside the scope of most studies,
which are confined to the attractor itself. However, we
can provide an answer.

Suppose an attractor is identified by a basis set of t

unstable periodic orbits up to period p. Then there is a
perturbation that neither creates nor annihilates orbits
by saddle-node bifurcations, but which moves each of
the basis orbits to the verge of saddle-node annihilation.
At this point, each node periodic orbit is stable and sur-
rounded by its own basin of attraction. Therefore, under
a perturbation, t basins of attraction can coexist, each
surrounding a stable node from the basis set.

F. Other template unfoldings

It might seem that the unfolding results for templates
presented in this section are limited in that they are
available only for the horseshoe template. While there is
merit to this viewpoint, the situation is not quite so
bleak. Many templates consist of contiguous branches
A ,B ,C , . . . , each of which is related to the next by a
fold. In this case orbits confined to only two adjacent
branches exhibit the systematics of unfoldings presented
in Fig. 38.

When orbits extend over three adjacent branches of
such templates, the level of difficulty in creating an un-
folding increases dramatically, for two reasons. First, the
number of orbits of period p based on three symbols
increases much faster than for the two-branch case. Sec-
ond, while a two-branch template with a fold is unique
up to global torsion (Solari and Gilmore, 1988), there
are essentially three different templates with three
branches related by folds. These are shown in Fig. 39.
This means that a larger number of orbits must be un-
folded for three different cases. The fact that there is a
symbol conjugacy between two of these templates, and
that the third is self-conjugate, would help only slightly
in the construction of these unfoldings.

In principle, an unfolding for the Lorenz template can
be carried out as demonstrated for the horseshoe tem-
plate. However, there is an intriguing relationship be-
tween the two templates that simplifies this problem.
The Lorenz template is a ‘‘double cover’’ of the horse-
shoe template. That is, there is a 2→1 mapping of dy-
namics on the Lorenz template to dynamics on the
horseshoe template. This can be seen from the phase-
space plot in Fig. 16(c) and its caricature in Fig. 16(d).
By passing a curve through the two holes, straightening
it out, and then projecting the dynamics down onto a
plane perpendicular to this axis, Lorenz dynamics is pro-
jected down onto Rössler-like dynamics. The relation-
ship between symbol sequences in the Lorenz system,
with alphabet (L,R) (left, right), and the Rössler system,
with alphabet (0,1) (orientation preserving, reversing), is
as follows:
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Lorenz

LL or RR

LR or RL

Rössler

0

1.
(6.9)

A period-p Lorenz orbit projects to a period-p or
period-p/2 Rössler orbit:

LLRL→0110

LLRR→0101501. (6.10)

Conversely, a period-p Rössler orbit lifts to either a
period-2p or two period-p Lorenz orbits:

001→LLLRRR

011→
LLR

RRL .
(6.11)

With these identifications, the horseshoe unfolding in
Fig. 38 can be transformed to an unfolding of the Lorenz
template. There are two drawbacks to this construc-
tion: (a) The unfolding produced is not ‘‘up to’’ period
p(58). (b) The unfolding is valid only for symmetry-
preserving perturbations. It is not generic.

VII. TOPOLOGICAL-ANALYSIS ALGORITHM

We now describe the method developed for the
topological-analysis of strange attractors generated by
dynamical systems operating in a chaotic regime. The
method consists of a number of steps. These are summa-
rized in Fig. 40 and described in some detail below. At
present, these methods are applicable to low-
dimensional dynamical systems—that is, systems whose
effective dimension is three.

A. Construct an embedding

The strange attractor must be embedded in a three-
dimensional space. If the dynamical system is given ana-
lytically [see Eq. (2.1)] and is already three dimensional,
this problem is already solved. If the dynamical system is
given analytically but is of dimension greater than three,
it is necessary to compute the local Lyapunov dimension
dL(x) on the attractor. If Max@dL(x)#52 then the
Birman-Williams theorem is applicable. The projection
of the attractor into a three-dimensional subspace of
phase space then provides the appropriate embedding.

When the chaotic dynamics is generated by a physical
system, the analysis becomes more interesting. If three
or more independent time series x(t),y(t),z(t),.. . are
available, then the situation is as previously described.
In many cases, only a single time series is available. This
time series is always discretely sampled and may not
have an optimum signal-to-noise ratio. In this case we
must construct an embedding from this single time se-
ries. In other instances, we have an entire data field
sampled at each time and must reduce this to a small
number of time series. These two situations occur in la-
ser experiments. In one case only the integrated output
intensity on a cross section may be available. In another,
a succession of frames (for example, 1203240 pixels of

16 bit data/pixel) may be available. In both cases we
wish to generate a small number (n53) of time series so
that a dL521e (0,e,1) dimensional strange attractor
can be embedded in R3.

We discuss embedding procedures in more detail in
Sec. X.

B. Identify periodic orbits

We have already pointed out that unstable periodic
orbits are abundant in strange attractors and dense in
hyperbolic strange attractors. If an initial condition en-
ters the neighborhood of an unstable periodic orbit, then
it will evolve in the neighborhood of the unstable peri-
odic orbit for a while. If this initial condition falls close
enough to the unstable periodic orbit along its unstable
manifold, and its unstable Lyapunov exponent is not too
large, the initial condition may evolve all the way
around the attractor and return to a neighborhood of its
starting point. If this happens, it will evolve in a neigh-
borhood of phase space that it has previously visited.
When this occurs, the difference ux(t)2x(t1t)u remains
small for a while. This signature is used to locate seg-
ments in a chaotic data set that can be used as surrogates
for unstable periodic orbits. That is, the segment lies in a
neighborhood of the unstable periodic orbit and so be-
haves to some extent like the unstable periodic orbit.
This method of finding unstable periodic orbits in data is
called the method of close returns.

It is not sufficient simply to locate surrogates for un-
stable periodic orbits. The name of each orbit must be
identified by a symbol sequence. This is necessary be-
cause we eventually need to identify orbits in the flow
with orbits on a template in a 1-1 way. Identifying the
symbolic dynamics of an orbit in a flow can often be

FIG. 39. Three inequivalent templates whose branches are re-
lated by a smooth deformation of the flow (a fold). A and C

are dual while B is self-dual.
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done with a low error rate, which decreases as the dissi-
pation increases. If a Poincaré section exists (as it does
for all one-dimensional embeddings that we use), so that
a return map can be constructed, identification of an
orbit’s symbolic dynamics becomes much easier. A data
file of the successive encounters with the Poincaré sec-
tion is created. Then a pth return map is generated, and
those intersections closest to the diagonal are interesting
candidates for the end points of an unstable orbit of
period p (or p/2, . . . ).

At this stage, the identification of a symbol sequence
with an unstable periodic orbit must be regarded as ten-
tative.

C. Compute topological invariants

The topological invariants for periodic orbits embed-
ded in a three-dimensional phase space are linking num-
bers. We have already described how to compute linking
numbers and self-linking numbers for periodic orbits by
counting crossings in a projection onto a two-
dimensional subspace. In the event that a one-parameter
family (0<u<2p , 0 and 2p identified) of Poincaré sec-
tions can be constructed, relative rotation rates can also
be computed. These invariants are computed for all sur-
rogate unstable periodic orbits extracted from the data
by the method of close returns.

At the present time, the only topological invariants we
can construct for the unstable periodic orbits in strange
attractors are the linking numbers and relative rotation
rates, which can be constructed for knots in R3. In
higher dimensions links fall apart. The only impediment
to extending this topological-analysis method to higher
dimensions is the construction of topological invariants
for strange attractors in Rn for n.3.

D. Identify a template

By this stage, the first step in identifying a template
has already been taken. The alphabet required to iden-
tify all unstable periodic orbits ‘‘in’’ the attractor has
been established. If the alphabet has K letters A ,B , . . . ,
then the template has K branches. The algebraic de-
scription of the template is constructed as follows:

(a) The linking numbers and local torsions of all the
period-one orbits are sufficient to construct the
template matrix

T~i,i!5LT~i!,

T~i,j!52L~i,j!. (7.1)

(b) The linking numbers of K21 adjacent pairs of
period-two orbits L(A ,B),L(B ,C),.. . are suffi-
cient to determine the order in the array.

The total number of pieces of information required is
1
2 K(K11)1(K21).

In most instances not all period-one and period-two
orbits are available, in which case other low-period or-

bits from the attractor can be used to extract the infor-
mation necessary to identify the template. As an ex-
ample, in horseshoe dynamics the orbit 0 is often not
available. The period-one orbit 1, the period-two orbit
01, and either of the period-three orbits 001 or 011 can
be used to extract the four necessary pieces of informa-
tion from the chaotic signal.

E. Validate the template

A template is tentatively identified using topological
information from a minimal set of the low-period orbits.
This identification must then be validated. This is done
by using the template to construct a table of topological
invariants for all the periodic orbits that it supports. If
the original template identification was correct, these
numbers must be identical to the topological invariants
determined for the unstable periodic orbits extracted
from the strange attractor. If the two sets of numbers do
not agree, either the original template identification was
incorrect or the symbolic names attributed to some sur-
rogate orbits were in error. We have usually found com-
plete agreement between the topological invariants
computed from the surrogate data and from the corre-
sponding orbits on a template. In a few cases there was
not complete agreement. This has always been due to a
questionable symbol assignment to some part of a sur-
rogate orbit. In all cases this validation step has helped
to refine the identification of a few surrogate orbits.

Orbit labeling and template identification are not iso-
lated problems. They constitute one global problem,
which must be resolved so that the table of topological
invariants computed from the data is identical to that
computed for corresponding orbits on the template.

We remark that the template-identification step pro-
vides a ‘‘loop closing’’ step, or self-consistency check.
Loop closings are represented by the return arrows in
Fig. 40. This process is analogous to the process involved
in the statistical evaluation of experimental data. For
example, a least-squares fit of any model will always
converge to some result. The follow-up question, ‘‘is this
best fit model any good?,’’ must then be answered by
additional tests (see Press et al., 1986). Such loop-closing
tests are absent from the older metric methods for ana-
lyzing chaotic data.

FIG. 40. Steps in the topological-analysis procedure. Vertical
arrows indicate loop-closing procedures.
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F. Model the dynamics

In the end, a branched manifold or its template pro-
vides only a caricature for a flow. It identifies the
stretching and squeezing mechanisms generating chaos.
But it provides more unstable periodic orbits than are
actually present, and it is more dissipative than the ac-
tual dynamics.

In some cases it is useful to attempt a better model of
the dynamics. The art of model building falls into two
broad categories: building analytical models and think-
ing the unthinkable.

In the traditional approach, a model of the form (2.1)
is proposed, and one attempts to estimate the forcing
functions as linear superpositions of basis functions
F j(x;c):

F i~x;c!5(
j51

N

A jF j~x;c!. (7.2)

Many criteria exist for choosing the basis functions
F j(x;c) and estimating the coefficients A j . This field has
been extensively discussed in a recent beautiful review
(Abarbanel et al., 1993) and monograph (Abarbanel,
1996). We have only one contribution to provide, which
deals with estimating the coefficients A j .

We have found it useful to consider the vector
(B0 ,B1 ,B2 , . . . ,BN) coupled to the functions (F0

5dx i/dt ,F1 ,F2 , . . . ,FN). A singular-value decomposi-
tion of the (11N)3T (T5number of measurements)
matrix F j(xt ;c) produces a series of eigenvectors
@B0(a),.. . ,BN(a)# , with eigenvalues l(a), a
50,1,2, . . . ,N (Press et al., 1986). The square of each
eigenvalue provides a ‘‘noise’’ estimate. We search for
the minimum value of @l(a)/B0(a)#2 and identify the
coefficients A j in Eq. (7.2) with 2B j(a)/B0(a). This
eigenvector analysis avoids the singularities that occur
when one attempts to normalize functions F j with re-
spect to the measure on the strange attractor.

The second approach is based on the spirit that moti-
vated a remarkable paper entitled ‘‘Computers and the
theory of statistics: thinking the unthinkable’’ (Efron,
1979). We ask the question, ‘‘Even if we have an ana-
lytic expression of the form (2.1), does that really help
us to understand the dynamics?’’ Usually: No!

For this reason, we partition the phase space into a
small number of ‘‘flow tubes,’’ which are essentially in-
flations of branches of a branched manifold. We then
provide a numerical algorithm for the flow through each
region. In this way the physical nature of the flow is
apparent, and the lack of a (global) analytic expression
for the dynamics is no great drawback.

G. Validate the model

Once again, an estimation step must be followed by a
loop-closing (validation) step. Two ways exist to validate
a model of a chaotic system: compare invariants and test
for entrainment.

In the first method the topological, dynamical, and
metric invariants of the experimental strange attractor
are compared with those generated by the model. In
particular, the templates must be identical and the spec-
trum of unstable periodic orbits, as represented by a ba-
sis set of orbits, should be close. In addition, the average
Lyapunov exponents and the Lyapunov dimensions
should be close. If sufficient data are available (often not
the case), metric properties determined from the data
can be compared with those computed from the model.

The second method is based on a beautiful idea due to
Fujisaka and Yamada (1983) and (independently) to
Brown, Rulkov, and Tracy (1994). This idea in turn is
based on one of the oldest observations in the field of
nonlinear dynamics: The 17th century observation by
Huyghens that two clocks will synchronize when placed
sufficiently close together on a wall that provides cou-
pling between them (Jackson, 1990). Synchronization
between two physical systems has been studied in some
detail (Pecora and Carroll, 1990). The idea of Brown,
Rulkov, and Tracy is that if a model is a sufficiently
good representation of a physical process, then the
model can be entrained by the data. If y i

m are model

variables and y i
d are data variables, then one cannot ex-

pect the model

dy i
m

dt
5F i~ym;c! (7.3)

to reproduce the data in the sense y i
m(t)5y i

d(t), no
matter how good the model is. However, one might ex-
pect that a small coupling between model and data vari-
ables

dy i
m

dt
5F i~ym;c!2(

j
l ij~y j

m
2y j

d! (7.4)

will entrain the model output to the data. In the case of
entrainment, a plot of y i

m(t)2y i
d(t) vs t is zero. This test

already provides a useful method for model validation,
even though it has not yet been made quantitative.

VIII. DATA

Data sets generated by a number of physical systems
have been subjected to topological analysis. These in-
clude the Belousov-Zhabotinskii reaction, the laser with
modulated losses, the laser with saturable absorber, the
CO2 laser, a dye laser, the NMR laser, a catalytic reac-
tion, a model of a collapsing globular cluster, and a mu-
sical instrument. In most cases the data collected con-
sisted of a single (scalar) time series. However, some
data sets consisted of entire data fields—an amplitude or
intensity distribution in one, two, or three dimensions as
well as time. In this section we describe the data charac-
teristics and the processing methods that have been use-
ful for implementating topological analyses.

Data processing can be carried out in the frequency
domain, the time domain, or a combination of time and
frequency domains. Frequency-domain processing for
linear systems has a long history and is well understood.
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Reliable tools (fast Fourier transform, see Press et al.,
1986; Oppenheim and Schafer, 1989) are easily available
for such processing. Time-domain processing of data
generated by chaotic systems is a more recent develop-
ment (Hammel, 1990). Some tools are robust; others are
in the development stage. Much more recently a combi-
nation of time- and frequency-domain methods has been
developed for processing chaotic data (Sauer, 1992). For
the most part, we have found that frequency-domain
methods have been sufficient for processing chaotic
data. In some instances, time-domain processing with
singular-value methods has been useful (Broomhead
and King, 1986).

We emphasize strongly that the topological-analysis
procedure is carried out in the time domain only. How-
ever, time-domain, frequency-domain, or singular-value
methods may be used to construct the embeddings on
which the topological analysis method is based.

We assume throughout that the data sample the entire
strange attractor. That is all transients have died out and
motion is not confined to a subset of the attractor during
the data-acquisition process.

A. Data requirements

Data requirements for a topological analysis can con-
veniently be expressed in terms of ‘‘cycles’’ and ‘‘cycle
time.’’ Roughly, a cycle is a trip ‘‘around’’ the strange
attractor, and cycle time is the time it takes to make this
trip. Usually the meaning of ‘‘around’’ is clear once an
embedding is available. This time scale can often be es-
timated by direct inspection of the data: it is the average
peak-to-peak separation. If necessary, it can be esti-
mated as the inverse of the highest frequency peak in
the power spectrum or the lowest time-delay peak in a
close-returns histogram.

1. ;100 cycles

From experience, ;100 cycles is more than enough
for a topological analysis. When data are plotted in a
suitable embedding, the first dozen cycles outline the
shape of the attractor, the next 20 to 50 cycles fill in the
details, and beyond 100 cycles no additional detail is
provided (Fig. 41).

2. ;100 samples/cycle

From experience, ;100 samples/cycle provides a con-
venient sampling rate. More than 100 samples/cycle pro-
vides redundant information. Fewer than 50 samples/
cycle usually means that the data must be smoothed or
interpolated in some way. We have analyzed data sets
with as many as 200 samples/cycle and as few as 12
samples/cycle. In the former case we carried the over-
head of larger-than-necessary data sets. In the latter we
had relatively short data sets, but paid the price of being
forced to interpolate the data. We have found
frequency-domain methods fast and efficient for data-
interpolation purposes.

Our preference has been to deal with shorter rather
than longer data sets. Many of our analyses have been

carried out on a subset (often a small subset) of the
available data. An optimum file for a topological analy-
sis contains 8K (81925213) scalar measurements with
sampling parameters in the range recommended above.

B. Fast look at data

It is always useful to look at the data before embark-
ing on an analysis. In some instances a fast look is suffi-
cient to identify the stretching and squeezing processes
involved. There are two very simple ways to view the
data: plot x(t) versus t and plot dx/dt versus x(t). The
first way is simply a plot of the data itself. In many cases
it is possible to identify the fixed points and their stabil-
ity type simply by inspection. In the second method, the
difference x(t i11)2x(t i) is used as an estimate for
dx(t i)/dt . The plot of x(t i11)2x(t i) vs x(t i) is then a
projection of the strange attractor onto the x- ẋ plane.
This projection can indicate the number of fixed points
in phase space and localize the region of phase space
where squeezing occurs. In Fig. 42 we indicate four pos-
sible types of folding behavior that can easily be recog-
nized, in both the x vs t and ẋ vs x plots.

C. Processing in the frequency domain

Very clean data sets can sometimes be used directly
for topological analysis, without any processing. This is
not usual. Data processing is very conveniently carried
out in the frequency domain using Fourier techniques.
Most of the procedures described below depend on the
fast Fourier transform.

1. High-frequency filter

Experimental data sets often consist of two compo-
nents: a signal on top of which is superposed noise. Even
very clean data sets that have been recorded and stored
in digital form have a noise component induced by
round-off or truncation. An extensive industry has
arisen to deal with the separation of signal from noise.
For our purposes, it is usually sufficient to remove the
high-frequency components in the Fourier transform of
the data set.

Typically, it is sufficient to filter out components
whose frequency is more than a factor of ten greater
than the frequency corresponding to the cycle time.

2. Low-frequency filter

Most of the important information in a chaotic signal
is contained in the low frequencies. It is therefore usu-
ally a very bad idea to filter frequencies any smaller than
those corresponding to the cycle time.

However, exceptions do exist. When performing an
integral-differential embedding, one of the three vari-
ables created from the scalar data set is the integral of
the data:

y1~ t !5E
2‘‘`’’

t

x~ t8!dt8. (8.1)
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In some cases, when plotting the projection y1(t) vs
x(t), we are able to see the ‘‘attractor’’ drift in the
y1-y2 plane along the y1 axis [see Fig. 56(b)]. This drift
can be traced to secular and long-term variability in the
data set. This is not atypical of experiments that last
longer than a substantial fraction of a day due to slow
variations in the electrical grid. When these slow varia-
tions are removed by low-frequency filtering of the data,
the attractor remains stationary (Fig. 57). We can pro-
vide no hard and fast rules for the low-frequency cutoff.
We can only suggest that the cutoff be gradually in-
creased until the projection of the attractor ceases to
wander in phase space.

The low-frequency filter can be implemented in the
time domain by introducing a decaying memory function
in the integral:

y1~ t !5E
2‘‘`’’

t

x~ t8!e2~ t2t8!/tdt8. (8.2)

Here t is a memory time. We have found it useful to use
a multiple of the cycle time for t (;10).

3. Derivatives and integrals

To carry out a topological analysis, an embedding of
the data must first be constructed. One way to create an
embedding is to use derivatives and/or integrals of the
original scalar data set as components of the embedding
vector. These can be constructed directly from the data.

Derivatives and integrals can also be constructed us-
ing Fourier methods. The fast Fourier transform analog
of the relation

x~ t !5E x̂~v !e ivtdv ,

dx

dt
5E iv x̂~v !e ivtdv . (8.3)

is shown in Fig. 43. To compute the derivative: (a) Take
the fast Fourier transform of the data; (b) interchange
the real and imaginary components, with phase informa-
tion, and multiply by uvu, as shown in Fig. 43; and (c)
take the inverse transform. In this process, the zero fre-
quency terms should be zeroed out. If the power spec-

trum is not small near the Nyquist frequency, frequency-
domain processing is a bad idea and should be
abandoned.

The integral is computed in much the same way. The
difference is that the phase change is opposite that
shown in Fig. 43, and the Fourier coefficients are divided
by uvu, rather than multiplied by uvu.

Generalized derivatives and integrals of degree d can
also be computed. These are constructed by the algo-
rithm described above, except that the Fourier coeffi-
cients are multiplied by uvud instead of uvu1. Generalized
derivatives of experimental data are shown in Fig. 44 for
d52

1
2 (‘‘square root of the integral’’), d50 (Hilbert

transform), and d5
1
2 (‘‘square root of the derivative’’).

4. Hilbert transform

The scalar data set x(t) can be regarded as the real
part of a complex data set z(t):

x~ t !5Re@x~ t !1iy~ t !#5Re z~ t !.

If z(t) is analytic in the upper half plane, the imaginary
part y(t) is the Hilbert transform of x(t). The Hilbert
transform of x(t) is related to x(t) by an integral that is
an immediate result of Cauchy’s theorem

y~ t !5

1

p
E

2`

1` x~ t8!

t2t8
dt8. (8.4)

However, it is a simple matter to construct y(t) from
x(t) using the Fourier transform (Oppenheim and Scha-
fer, 1989). Essentially, y(t) is the ‘‘noise free’’ derivative
of x(t). Its construction, illustrated in Fig. 43, is as fol-
lows:

(1) Compute the FFT of x(t).
(2) Interchange the real and imaginary parts of x̂(v),

with phase as shown in Fig. 43. Multiply by uvud50

51 (optional).
(3) Compute the inverse fast Fourier transform.

The output is the real signal y(t). It is the generalized
derivative with d50.

This algorithm can be implemented more efficiently
by computing y(t) as an imaginary signal. If the array
that results in step 2 above is multiplied by i, then it is no
longer necessary to interchange the real and imaginary
parts of the Fourier coefficients. The positive-frequency
coefficients are multiplied by 21 and the negative-
frequency components are multiplied by 11. If this ar-
ray is now added to the original array representing
x̂(v), all positive-frequency terms are zero and all
negative-frequency terms are doubled in value. For
bookkeeping purposes, it is simpler to construct x̂(v)
2i ŷ(v). This is done by zeroing out all negative-
frequency terms and leaving the positive-frequency
terms unchanged. The inverse fast Fourier transform is
then 1

2 @x(t)2iy(t)# .
The Hilbert transform of the Belousov-Zhabotinskii

data is shown in Fig. 44(b). The beginning and end of
the time series diverge from the projected attractor [y(t)
vs x(t)] because of the Gibbs’ phenomenon. We did not

FIG. 41. Optimal length of data sets. Too much data are not
useful for a topological analysis. (a) A dozen cycles outline the
skeleton of the attractor, (b) 20–50 more cycles fill in the de-
tails, (c) and more begin to obscure the details.

1490 Robert Gilmore: Topological analysis of chaotic dynamical systems

Rev. Mod. Phys., Vol. 70, No. 4, October 1998



make an effort to match values at the beginning and end
of the data segment that was used.

5. Fourier interpolation

In some cases data sets are undersampled. It is then
useful to interpolate between data points. A number of
interpolation schemes are available and discussed in Nu-
merical Recipes (Press et al., 1986). We find these time-
domain schemes time consuming since they require in-
terpolation between successive small subsets of data in a
long data set.

We prefer fast Fourier transform-based interpolation
method, which is shown schematically in Fig. 45. This
method can be used whenever the power spectrum
drops to zero or to an acceptable noise level at the Ny-
quist frequency. The data set of length N is placed in an
array of length 2N in the usual way. The fast Fourier
transform is then performed in the usual way. The out-
put array is then extended to an array of length 4N by
inserting 2N zeros at the Nyquist frequency NQ . The
inverse fast Fourier transform is an array of length 4N ,
which is real, so that only 2N values are nonzero. These
2N values include the original data set consisting of N
values together with N additional values, which are in-
terpolations between each of the original data values.
The interpolation of 1,3, . . . ,2k

21 data values between
each observation can be achieved using the same
method, except that (2k

21)32N zeroes must be in-
serted at the Nyquist frequency. In Fig. 46 we show how
this method has been used to clean up an undersampled
time series.

6. Hilbert transform and interpolation

The algorithms described above for computing a Hil-
bert transform and for interpolating a data set can be

combined into a single algorithm that does both and that
is more efficient than either algorithm singly. Given a
data set of length N:

(1) Take the fast Fourier transform of x(t), expressed
as a data file of length 2N .

(2) Zero out all terms except the positive-frequency
terms between the low-frequency and high-
frequency thresholds. Extend the length of the data
file to 2k

32N by padding the end of the data file
with zeros.

(3) Take the inverse fast Fourier transform.

The output file contains a complex data set of length
2k

3N . The real part contains the original signal with
2k

21 points interpolated between each of the observa-
tions. The imaginary part is the Hilbert transform of the
interpolated real part. In Fig. 47 we use this method
both to plot dx/dt vs x(t) for a real signal that is under-
sampled and the interpolated Hilbert transform against
the interpolated signal.

FIG. 42. Simple method for
identifying Smale horseshoe
templates. Morphology of a
time series is sometimes suffi-
cient to determine the stretch-
ing and folding mechanism re-
sponsible for creation of the
strange attractor.

FIG. 43. Organization of the arrays representing input data
set and output Fourier coefficients in a widely available fast
Fourier transform code. In computing derivatives, the real and
imaginary parts of the coefficients must be interchanged (mul-
tiplication by i) and the coefficients multiplied by v. Positive
frequencies occur between 0 and NQ , the Nyquist frequency.
Negative frequencies occur between NQ and the end of the
file.
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D. Processing in the time domain

A large number of smoothing and interpolation meth-
ods exist for processing data in the time domain. They
include classical techniques, such as those summarized
in Numerical Recipes (Press et al., 1986). They also in-
clude a number of methods that have been developed
specifically for chaotic data, and that make heavy use of
the existence of stable and unstable manifolds (Hammel,
1990). The only smoothing method that we have used
extensively is the singular-value decomposition (Lorenz,
1956; Broomhead and King, 1986).

1. Singular-value decomposition for data fields

The singular-value decomposition is a statement that
a data matrix Z(i ,j), 1<i<m ,1<j<n can be decom-
posed as an outer product of orthonormal vectors
u(i ,a) and v(j ,a) in complementary spaces of dimen-
sions m and n as follows:

Z~ i ,j !5 (
a51

min~m ,n !

lau~ i ,a !v~ j ,a !. (8.5)

In the applications that we have in mind, j is a time
index and i is a space index. If the data set is in 111
dimensions, the singular-value decomposition expresses
the data matrix as an outer product of one-dimensional
spatial modes with one-dimensional temporal modes. If
the data set is in 211 or 311 dimensions, then the spa-
tial index i becomes more interesting.

The beauty of the singular-value decomposition is that
the squares of the eigenvalues (la

2 ) represent the rela-
tive importance of mode a in the decomposition. There-
fore we can compute the value of

(a51
k la

2

(a51
min~m ,n !la

2 (8.6)

to find the percentage contribution of the k-most-
important modes in this decomposition. In this expres-
sion the eigenvalues are ordered by decreasing magni-
tude (l1

2>l2
2> . . .). Truncation at k modes provides k

time series for analysis. Each is coupled to a conjugate
spatial mode. If k53, a topological analysis can be car-
ried out on the temporal amplitudes v(j ,a) (a51,2,3)
for the three most important spatial modes u(i ,a) (a
51,2,3).

A beautiful analysis of fluid data has been carried out
by Chauve and LeGal (1992) using the singular-value
decomposition. The analysis was carried out on data
contained in a 5123256 data field. The values of 16
maxima in the spatial direction (512) were located for
each time value (256). This information was stored in a
163256 data matrix. Three complex amplitudes were
extracted from this 111 data field, and the system gen-
erating the data was shown to be compatible with a set
of complex Ginzburg-Landau equations.

2. Singular-value decomposition for scalar time series

Singular-value decomposition methods can be used on
a single time series x(i) (Broomhead and King, 1986) to
smooth it and to create a p-dimensional embedding. The
procedure is to create a data matrix Z(i ,j) using a stan-
dard P-dimensional embedding

x~ i !→Z~ i ,j !5x~ i1j21 !, 1<j<P . (8.7)

A singular-value decomposition is performed on Z(i ,j)
and the complementary eigenvectors used to construct
matrices:

Za~ i ,j !5lau~ i ,a !v~ j ,a !. (8.8)

Then a p-dimensional embedding of the scalar data set
x(i) is created by defining the p components of a vector
y as follows (p<P):

FIG. 44. Generalized derivatives computed for an experimen-

tal data set. (a) d52
1
2 ; (b) d50; (c) d51

1
2 .

FIG. 45. Fourier interpolation. A real data set of length N is
easily interpolated by inserting 2N zeroes at the Nyquist fre-
quency (NQ).
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ya~k !5^Za~ i ,j !& i1j5k21 . (8.9)

In this expression a51,2, . . . ,p and the average is taken
over the matrix elements of Za(i ,j), subject to the con-
dition i1j5k21. A smoothing of the data is obtained
by summing over the coordinates,

x̄~k !5 (
a51

p

ya~k !, (8.10)

where the sum is truncated to exclude the least impor-
tant modes (‘‘noise’’).

IX. UNSTABLE PERIODIC ORBITS

Unstable periodic orbits that reside in a strange at-
tractor can be located by the method of close returns.
Segments can then be extracted from the data set and
used as surrogates for the unstable periodic orbits.
These surrogates are used to compute topological invari-
ants: linking numbers and, if a Poincaré section can be
constructed, relative rotation rates. The topological in-
variants are used as fingerprints of strange attractors
(Tufillaro, Solari, and Gilmore, 1990).

A. Close returns in flows

1. Close-returns plot

Close-returns plots are based on the observation that
the difference ux(t)2x(t1t)u remains small over some
time interval t i<t<t j when x(t) is near a periodic orbit
of period t. Searches for periodic orbits based on this
observation were first proposed by Eckmann and Ruelle
(1987) in terms of recurrence plots, which are plots of
Q(e2ux(t i)2x(t j)u) as a function of the times t i and
t j . In such plots the (i,j) pixel is plotted black if
ux(t i)2x(t j)u,e and white otherwise. The parameter e is
usually chosen as about 1% of the diameter of the
strange attractor. In such plots the diagonal t i5t j is
black. Close-returns segments appear as line segments
parallel to the diagonal.

We have modified recurrence plots and instead plot
Q„e2ux(t)2x(t1t)u… as a function of t, the location in
the data set, and t, the period. Close-returns segments

appear as horizontal line segments, from which the loca-
tion in the data set as well as the period are easily
recognized.

Close-returns plots and recurrence plots are normally
carried out on vectors x(t)PRn that traverse a strange
attractor. If only a scalar data set is available, it might
seem that an embedding of the data is required before a
close-returns plot can be constructed. This is not so.
Since an embedding of a scalar data set contains no
more information than the original data set, close-
returns plots on scalar time series are effective in locat-
ing unstable periodic orbits. In Fig. 48 we show a close-
returns plot obtained from the Belousov-Zhabotinskii
data. The horizontal line segments indicating periodic
orbits stand out clearly. The upward-curving segments
occur as rising ( ẋ.0) parts of the data set cross de-
scending ( ẋ,0) parts. Such artifacts are examples of
‘‘false nearest neighbors’’ (Abarbanel et al., 1993; Abar-
banel, 1996). They are easily removed by embedding the
data.

Close-returns plots are very insensitive to additive
noise (Mindlin et al., 1991). In fact, they degrade grace-
fully as the noise level is increased far beyond what is
acceptable for standard metric calculations.

In order to emphasize that periodic orbits can be ex-
tracted from scalar time series before an embedding has
been constructed, this section (IX) on locating periodic
orbits appears before the section (X) describing embed-
ding methods.

2. Close-returns histograms

A time-delay histogram can be constructed by count-
ing close returns as a function of delay (Lathrop and
Kostelich, 1989; Tufillaro, Solari, and Gilmore, 1990)

H~ t j!5(
i

U„e2ux~ t i!2x~ t i2t j!u…. (9.1)

In Fig. 49(a) we present the close-returns histogram for
the close returns plot shown in Fig. 48 (Mindlin and
Gilmore, 1992). The peaks in the histogram clearly indi-
cate the ‘‘cycle time’’ and the approximate periods of
the unstable periodic orbits.

FIG. 46. An undersampled time series and an 8:1 interpolation
of the time series. The two are offset for clarity.

FIG. 47. (a) Phase-space reconstruction ẋ vs x for an under-
sampled real signal. (b) Hilbert transform vs interpolated sig-
nal when both are computed using the interpolation-
transformation algorithm.
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3. Tests for chaos

Close-returns histograms have been used to distin-
guish chaotic from stochastic behavior (Gilmore, 1993a,
1993b). By inspection, the close-returns histogram for a
chaotic signal [Fig. 49(a)] differs from the close-returns
histogram for a stochastic signal [Fig. 49(b)]. For the
latter, H(t j) is essentially a uniform distribution. Stan-
dard statistical tests (Press et al., 1986) can then be used
to test the null hypothesis H0 that the histogram H(t j) is
uniform. These tests cannot be used to prove that a data
set is chaotic, but they can be used to reject the alterna-
tive hypothesis that it is stochastic. At the present time,
the most convincing way to prove that a data set is cha-
otic is to identify at least one unstable periodic orbit
with positive topological entropy.

B. Close returns in maps

1. First-return plot

Close-returns searches can be applied to maps. In fact,
they are implemented more easily for maps than for
flows.

To create a map from flow data, it is necessary to
construct a Poincaré section. For our preferred embed-
ding of scalar data (the differential phase space
method), a Poincaré section always exists. In fact, it is
simply defined by ẋ50 for x.0 (where ^x& t50). From
a long file of flow data, we construct a small file (M i ,t i)
containing the values of the ith local maximum, M i , and
the location in the data set, t i , at which this maximum
occurs. For a data file of length 104 and a sampling rate
of about 100 samples/cycle, the file of local maxima con-
tains 102 local maxima, along with their locations in the
data file.

A first-return plot of M i11 vs M i can be constructed
to identify period-one orbits in the map. These corre-
spond to points closest to the diagonal in the first-return
map (Fig. 50). The unstable period-one orbit in the flow
is then represented by the segment of data in the origi-
nal data set between t i and t i11 , where the point
(M i ,M i11) is closest to the diagonal.

The first-return plot can often be used to identify an
alphabet of symbols to label the orbits. Critical points,
or their approximations, separate parts of the return
map that are labeled by different letters. The return map
for a data set from the Belousov-Zhabotinskii reaction is
shown in Fig. 50. For this return map two symbols suf-
fice. The more dissipative the system is, the easier it is to
make an error-free identification between data segments
and symbols. Ultimately, orbit identification by symbol
sequence must be consistent with template identifica-
tion.

2. pth return plot

Surrogates for unstable period-p orbits can be ob-
tained in the same way from pth return plots. All values
of t i for which uM i2M i1pu is sufficiently small are can-
didates for initial conditions for unstable period-p orbits.

When possible, the symbol sequence for these orbits
should be determined, since many topologically in-
equivalent period-p orbits can exist.

By this method it is possible to find a period-p/2 orbit
that ‘‘goes around twice.’’ Finding such orbits is not use-
less, for they make computation of the local torsion of
the period-p/2 orbit very simple.

By slowly increasing the rejection threshold for uM i

2M i1pu, it is possible to find several representatives of a
period-p orbit. Usually, we choose the best (smallest
uM i2M i1pu) as the surrogate orbit. However, we can
often use the other surrogates to determine the local
torsion of this orbit.

C. Metric methods

In order for the close-returns procedure to work, the
unstable Lyapunov exponent cannot be too large. A use-
ful rule of thumb for period-p orbits is l(t i1p2t i),1,
where l is the positive Lyapunov exponent. If the
Lyapunov exponent is too large, it is not very likely that
an initial condition near a period-p orbit will evolve in
the neighborhood of that orbit for the entire time inter-
val t i1p2t i . In this case it is still possible to find surro-
gates for period p orbits. We have used the following
method successfully when necessary, but prefer to avoid
it when possible. The basic idea is to push the search for
periodic orbits into the symbol-sequence space. The first
step is to encode the entire time series by a symbol se-
quence s1s2s3¯sN , where the data between t i and
t i11 is encoded by the symbol s i . As above, t i is the
time of the ith intersection with a Poincaré section. As
mentioned above, the identification of a symbol with a
data segment is often simple after a first-return map has
been created.

Suppose now that the symbols are drawn from a small
alphabet A ,B ,C , . . . and that the branches are ordered
(lexigraphically) in a template (A,B,C¯). To find a
period-two orbit AB we proceed as follows. The future
of A is (A)BABAB¯ . We identify a symbol A in the

FIG. 48. Close-returns plot Q(e2ux(i)2x(i1p)u) of
Belousov-Zhabotinskii data. Horizontal line segments indicate
regions of data set that are near unstable periodic orbits.
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symbol sequence representing the data, and compare
the future of that symbol with the future of A in the
periodic orbit:

data Â B A B C A˜ B A B B¯

period 2 A B A B A¯

period 2 A B A B A¯ . (9.2)

The segment of data starting from Â agrees with the
period-two orbit for the next three periods, but is differ-
ent (C vs A) at the fourth period in the future. On the

other hand, the segment of data starting from A˜ is also
different (B vs A) starting at the fourth place, but is less

different (B vs C) than the future of Â . On this basis the

data segment starting from A˜ would be more like A in
the period-two orbit AB than the data segment starting

from Â . Forward and backward objective functions
measuring degree of similarity can be defined. By opti-
mizing these objective functions in some useful way, it is
possible to choose from the data set the best approxima-
tion to each of the p symbols in a period-p orbit.

Another way to perform this same function is to in-
troduce a metric in the space of symbols (Collet and
Eckmann, 1980; Tufillaro, Abbott, and Reilly, 1992).
The distance between two symbol sequences m1m2¯mN

and n1n2¯nN at symbol i can be defined by

d~m ,n !5 (
k50,61,62,.. .

1

2 uku f uku~m i1k ,n i1k!, (9.3)

where f(m j ,n j)50 if m j5n j and has some nonzero value
otherwise, depending on how far apart m i and n i are.
There are many closely related ways to impose a metric
on the space of symbols.

If implemented correctly, objective functions and met-
rics lead to the same results. If suitable thresholds are
satisfied for all symbols in the symbol name for a
period-p orbit, then it is possible to string the associated
p segments of data together to get a reasonable surro-
gate for the period-p orbit. One should plot the orbit
xs i

(t) vs t to verify that it is a suitable surrogate (for

example, all discontinuities between adjacent segments
are ‘‘small’’). If one (or more) of the thresholds is not
satisfied, no surrogate for the period-p orbit can be con-
structed by this method, and we can assume that this
unstable periodic orbit is ‘‘not in the data.’’

We have used this method to construct surrogates for
periodic orbits (p56,7,8) predicted to exist in the
Belousov-Zhabotinskii data set but not recovered by the
method of close returns. These orbits will be discussed
more fully in Sec. XI.A.5.

FIG. 49. (a) Close-returns histogram for the
close-returns plot shown in Fig. 48. The peak
at the smallest time delay provides a good es-
timate of the ‘‘cycle time.’’ (b) Close-returns
histogram for a stochastic data set. This distri-
bution is compatible with a uniform distribu-
tion.

FIG. 50. First-return maps for (a) successive minima and (b) successive maxima in a Belousov-Zhabotinskii data set.
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X. EMBEDDING

A strange attractor is a geometric structure embedded
in a space of dimension n>3. To construct a strange
attractor from a scalar data set x(t) it is necessary to
construct vectors y(t) with n components from the sca-
lar x(t) in some way. A number of ways have been pro-
posed. These are described below.

A. Time-delay embedding

The default embedding involves creating an n vector
by the map

x~ t !→y~ t !5„y1~ t !,y2~ t !, . . . ,yn~ t !…

yk~ t !5x~ t2tk!, k51,2, . . . ,n . (10.1)

The parameters tk are called the time delays. These are
usually spaced equally (it is a matter of convenience)
and expressed as multiples of a single parameter t called
the time delay,

tk5~k21 !t , (10.2)

but this is not necessary. For a discretely sampled time
series x(i) the embedding is

x~ i !→y~ i !5„y1~ i !,y2~ i !, . . . ,yn~ i !…,

yk~ i !5x„i2~k21 !d…, (10.3)

where d is the delay.
The embedding theorem is based on the mathematics

of manifolds (Whitney, 1936). If two manifolds of di-
mensions d1 and d2 are mapped into a space of dimen-
sion D, then typically (generically, see Gilmore, 1981)
either

(a) they do not intersect or
(b) if they do intersect, their intersection is a manifold

of dimension d5d11d22D>0. Under perturba-
tion, their intersection remains a manifold of di-
mension d.

If d11d22D,0, then typically the two manifolds do
not intersect. If they do, it is an accident (‘‘nongeneric’’)
and this intersection is removed by an arbitrary pertur-
bation. For example, two one-dimensional curves in a
plane either do not intersect, or, if they do, intersect
transversely at a point (1112250). This intersection
cannot be removed by a small perturbation. Alterna-
tively, a one-dimensional curve may have nonremovable
zero-dimensional self-intersections when mapped into a
plane. However, a one-dimensional curve will typically
not have self-intersections when mapped into Rn, n.2.
Any self-intersections in this larger space can be re-
moved by an arbitrarily small perturbation.

This theorem was applied to dynamical systems in the
early 1980s (Packard et al., 1980; Mañé, 1981; Takens,
1981). The basic idea is this: A dynamical system ẋ
5F(x) over Rn generates motion in an n-dimensional
manifold (Rn). A generic scalar observable z(t)
5g„x(t)… can then be used to create a representation of
the dynamics in Rk by the delay mapping (10.1). The

image of this map is contained in an n-dimensional sub-
manifold in Rk if k>n . This manifold can undergo ge-
neric nonremovable self intersections if k is not suffi-
ciently large. At such self-intersections the uniqueness
theorem for ordinary differential equations is lost. To
ensure that the mapping is an embedding (preserves the
dynamics), self-intersections must be avoided so that the
uniqueness theorem remains valid globally. This is guar-
anteed if k.2n or k>2n11.

The original version of the embedding theorem guar-
anteed that the dynamics of an n-dimensional dynamical
system could be recovered by a k-dimensional embed-
ding of a scalar observable, such as a coordinate, for k
>2n11. The original version of the embedding theorem
was a differential embedding involving derivatives
d jx/dt j, j50,1,.. . ,k21. The jth derivative is approxi-
mated by a linear combination of j11 adjacent sample
values. Therefore the delay embedding (10.3) is related
to Whitney’s embedding by an affine transformation.

The actual dynamics occurs in a subspace of Rn, so
that it might be anticipated that the bound k52n11 is
too conservative. If motion occurs on a strange attractor
with a ‘‘fractal dimension’’ dA , it might be anticipated
that a better bound would be k.2dA or k5@2dA#11.
This result was shown to be true for dA5D0 by Sauer,
Yorke, and Casdagli (1991).

For the Lorenz system (Lorenz, 1963) n53, so earlier
estimates guaranteed an embedding for k57. The Lo-
renz attractor has D0.2.06, so that the tighter bound is
k55. However, since the Lorenz system is three dimen-
sional, we would prefer an embedding with k53
(.2.06). Though not guaranteed by the embedding
theorem, it is not forbidden, either.

The time-delay embedding has several advantages
over other embedding methods. One virtue of the time-
delay embedding is that it can always be constructed,
even if the embedding dimension is larger than neces-
sary. Another very important virtue is that each coordi-
nate in a delay embedding has the same signal-to-noise
ratio. For other embeddings the signal-to-noise ratio
usually decreases as additional coordinates are added.

This embedding method also has several disadvan-
tages. One major disadvantage is that there is no obvi-
ous dynamical relationship between the coordinates, as
already pointed out [see Sec. II.B, especially Eq. (2.16)].
A second major disadvantage is that the results of a to-
pological analysis are not independent of the time-delay
parameter. In Fig. 51 we show three time-delay embed-
dings of the Belousov-Zhabotinskii data. Figure 51(a)
shows the embedding for a very small time delay. Figure
51(c) shows the embedding for a time delay comparable
to a cycle time. This also provides an embedding, but the
topological invariants of embedded orbits are different
in the two embeddings. Figure 51(b) shows an embed-
ding for some intermediate time delay. Roughly speak-
ing, the attractor appears to be confined to a ‘‘fat’’ two-
dimensional manifold that undergoes a self-intersection
as the time delay is increased from ;0.01T (a) to
; 3

4 T(c). At the self-intersection, invariance of the to-
pological indices is lost. This self-intersection does not
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violate Whitney’s embedding theorem, which guaran-
tees an embedding in dimension n>7.

Dependence of topological invariants on the time de-
lay has been pointed out in two recent studies. Mindlin
and Solari (1995) studied a delay embedding where t1

50, t2 was fixed, and t3 was allowed to vary. They
found values for t3 for which the attractor underwent
apparent self-intersections and other regions without
self-intersections. The topological invariants were differ-
ent on different sides of the self-intersection regions.
Worse, periodic orbits that had zero topological entropy
in the differential phase-space embedding (which we will
describe next) turned up after self-intersections with dif-
ferent symbolic names. These names suggest that these
orbits have positive topological entropy. That there is no
inconsistency is the consequence of a subtle theorem
dealing with the topological properties of the map to the
Poincaré section. That is, changing the time delay
changes the boundary conditions on the mapping of the
Poincaré section onto itself. This in turn changes the
properties of braids in the flow. Mancho, Duarte, and
Mindlin (1996) studied a parametrically forced oscillator
and found results compatible with those shown in Fig. 51
and reported by Mindlin and Solari (1995).

The occurrence of self-intersections in this time-delay
embedding is not a violation of either the weaker (Pack-
ard et al., 1980; Mañé, 1981; Takens, 1981) or the stron-
ger (Sauer, Yorke, and Casdagli, 1991) embedding theo-
rem, since the actual dimension in which the attempted
embedding occurred was less than the bound provided
by either theorem. The result shows that three-
dimensional embeddings are possible, but one must be
very careful in interpreting the topological invariants
that result, as they could depend on the parameters cho-
sen for the embedding.

B. Differential phase-space embedding

1. x, ẋ, ẍ

Our background as physicists encourages us to look
for cause-effect relations among the components of the
embedding vector. To this end, we construct an embed-
ding in which each component is the derivative of the
previous component:

x~ t !→y~ t !5„y1~ t !,y2~ t !,y3~ t !…

5„x~ t !,dx/dt ,d2x/dt2…. (10.4)

This embedding leads directly to a set of equations of
motion and a canonical way to model the data

y15x~ t ! ~definition of y1!,

dy1 /dt5y2 ~definition of y2!,

dy2 /dt5y3 ~definition of y3!,

dy3 /dt5f~y1 ,y2 ,y3! ~physics lives here!. (10.5)

The entire modeling process reduces to attempts to con-
struct one unknown scalar function: f(y1 ,y2 ,y3).

This differential embedding procedure has strengths
and weaknesses. One strength is that it is Newtonian in

spirit, and leads directly to a simple modeling procedure.
Furthermore, there is only one function to estimate
rather than three.

A second strength is that the linking numbers can be
computed by inspection in this embedding. In Fig. 52 we
show two orbits projected into the x- ẋ plane, with ẍ out
of the plane of the page. We compute the slopes at the
intersection:

slope5

dẋ

dx
5

dẋ/dt

dx/dt
5

y3

y2
. (10.6)

As a result

y35slope3y2 . (10.7)

This means that the larger the slope at a crossing in the
upper (y2.0) half plane, the nearer the observer. Con-
versely, the larger the slope in the lower half plane, the
further from the observer. Thus all crossings in the up-
per half plane are left-handed and therefore negative by
convention. All crossings in the lower half plane are
positive.

Yet another nice feature of the differential phase-
space embedding is the existence of a Poincaré section,
and a simple one at that. In Fig. 53 we show the projec-
tion onto the y2-y3 subspace. It is a simple matter to
show that the flow follows the indicated directions. All
crossings of the y3 axis with y250 are to the right when
y3.0 (since dy2 /dt5y3) and to the left when y3,0. As
a result, we can use the half plane consisting of the y1

axis with y250 and y3.0 as a Poincaré section. This
observation can be phrased more simply as follows: a
local maximum is always followed by a local minimum,
which is followed by another local maximum.

The differential phase-space embedding has a serious
weakness: it depends on construction of the second de-
rivative. As a general rule of thumb, an order of magni-
tude is lost in the signal-to-noise ratio each time a de-
rivative (or integral) is taken. Loss of two orders of
magnitude degrades the embedding to the extent that
the topological organization of unstable periodic orbits
may be difficult to compute, even with very clean data
sets.

2. *x,x, ẋ

Rather than abandon the differential phase-space em-
bedding in which the three components of the embed-
ding vector y(t) are differentially related to each other,
we define y1 to be the integral of x(t) and y3 to be the
derivative of x(t). To avoid secular trends, we perform
the embedding on the zero-mean data set x(t)2^x& t :

y1~ t !5E
2‘‘`’’

t

~x~ t8!2^x& t!dt8,

y2~ t !5

dy1

dt
5x~ t !,

y3~ t !5

dy2

dt
5

dx

dt
. (10.8)
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In this embedding the signal-to-noise ratio of the com-
ponents y1 and y3 is only about one order of magnitude
smaller than that of y2 .

The integral-differential embedding suffers from the
problem that long period (or secular) variations of the
data create havoc with the component y1(t). Such long
period variations are impossible to detect in delay em-
beddings and differential phase-space embeddings.

The problem can be removed by a low-frequency fil-
ter. Filtering can also be done in the time domain by
integrating backwards over a small number of cycles:

y1~ t !5E
0

‘‘`’’

x~ t2t8!e2t8/tdt8, (10.9)

where t is a ‘‘memory time.’’ That is, the integration has
a memory time of length t. The derivative of y1 must
then be modified slightly:

dy1

dt
5x~ t !2

1

t
y1~ t !. (10.10)

It is a simple matter to construct this embedding from
the discretely sampled data set:

y1~ i !5x~ i !1e21/ty1~ i21 !,

y2~ i !5x~ i !,

y3~ i !5x~ i !2x~ i21 !. (10.11)

The beauty of this embedding is that it can be done
on-line with simple circuit elements.

C. Embeddings with symmetry

The presence of symmetry in an attractor creates pos-
sibilities that we have not yet encountered. We illustrate
these possibilities for the Lorenz equations. These equa-
tions are invariant under rotations by p radians about
the z axis:

~x ,y ,z ! ——→

Rz~p !

~2x ,2y ,1z !. (10.12)

This symmetry tells us that the x and y variables behave
differently from the z variable. A differential phase-
space embedding based on the z variable is shown in
Fig. 54(a). It is clear from this figure that there is no
simple topological transformation, nor any 1-1 algebraic
transformation, that will map this attractor onto the

more familiar Lorenz attractor [see Fig. 16(c)]: one has
two holes, the other only one.

On the other hand, a differential phase-space embed-
ding based on the x or y variable has more possibilities.
The projection onto the ẋ-x plane for Lorenz data is
shown in Fig. 54(b). The embedding

y15x ,

y25 ẏ15 ẋ ,

y35 ẏ25 ẍ (10.13)

has inversion symmetry:

~y1 ,y2 ,y3!→
P

~2y1 ,2y2 ,2y3!. (10.14)

As a result, it cannot be deformed to the Lorenz attrac-
tor, which has a rotation symmetry. On the other hand,
the embedding

y15x ,

y25 ẏ15 ẋ ,

y35 ẏ2
2
52y2ẏ2 (10.15)

possesses symmetry under rotation through p radians
about the z axis,

~y1 ,y2 ,y3! ——→

Rz~p !

~2y1 ,2y2 ,1y3!, (10.16)

suggesting that this embedding can be deformed to the
familiar Lorenz attractor. We shall demonstrate this de-
formation explicitly in Sec. XII.

D. Coupled-oscillator embeddings

At the present time the methods of topological analy-
sis are restricted to three-dimensional phase spaces be-
cause knots ‘‘fall apart’’ in higher dimensions. There is
the hope that topological methods will be developed so
that stretching and squeezing mechanisms can be identi-
fied in higher-dimensional spaces.

FIG. 51. Embedding attempts using three time delays. (a)

Very small delay. (b) Intermediate delay. (c) t;
3
4 T . The at-

tractor undergoes a self-intersection between (a) and (c). To-
pological invariants differ in the two embeddings (a) and (c).

FIG. 52. Differential phase-space embedding. In this projec-
tion ẍ is toward the observer. All crossings in the upper half
plane are left handed; those in the lower half plane are right
handed.
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It is not likely that the differential phase-space em-
bedding technique can be extended much beyond three-
dimensional phase spaces because of the signal-to-noise
problem. Therefore we shall have to rely on other em-
bedding methods. One natural fallback is the time-delay
method. However, it is lacking in dynamics.

Another embedding method, with more dynamics, in-
volves a combination of time delay and Hilbert trans-
form pairs. In this procedure, 4,6, . . . ,2n dimensional
embeddings are created from scalar data sets by the
mapping

x~ t !→„z1~ t !,z2~ t !, . . . ,zn~ t !…. (10.17)

Each z j(t) is complex,

z j~ t !5x j~ t !1iy j~ t !,

where y j(t) is the Hilbert transform of x j(t). The com-
plex variables are time-delay related to each other,

z j61~ t !5z j~ t6t !,

where t is about 1
4 of the characteristic cycle time.

The motivation behind this coupled-oscillator repre-
sentation is as follows: Each complex coordinate z j(t)
behaves more or less like the coordinates @x j(t),y j(t)#
of a nonlinear oscillator. Successive oscillators z j(t) and
z j61(t), which are p/2 radians out of phase, might be
expected to interact strongly with each other.

This embedding possesses the strength of the time-
delay embedding (equal signal-to-noise ratio in all real
coordinates) as well as the strength of the differential
phase-space embedding (strong dynamic coupling be-
tween x j and y j ; probably strong coupling between z j

and z j61). Its weakness is that modeling the dynamics
will involve n complex functions of n complex variables:

dz j

dt
5f j~z1 ,z2 , . . . ,zn!. (10.18)

E. Singular-value decomposition embeddings

As is apparent from Sec. VIII.D, the singular-value
decomposition can also be used as an embedding tool
(Broomhead and King, 1986). The n time-series v(j ,a)
which can be constructed from a scalar time-series x(j),
can be used as embedding variables. Construction of
these time series is shown explicitly for scalar data in
Eqs. (8.7)–(8.9).

F. Singular-value decomposition projections

On occasion time-series data arrive that are not scalar,
but involve data fields in one, two, or even three space
dimensions. Then we have the opposite problem of re-
ducing the data to a small number of time-series coordi-
nates. The singular-value decomposition has also been
applied to do just that (Chauve and LeGal, 1992; Alva-
rez, 1996). This procedure has been shown explicitly in
Eqs. (8.5) and (8.6). The spatial modes complementary
to the time series are called empirical orthogonal func-
tions. Projection of data fields onto a small number of
time series, each coupled to an empirical orthogonal
function, is the numerical equivalent of Galerkin projec-
tion of partial differential equations onto a set of ordi-
nary differential equations for amplitudes, each of which
is coupled to an analytic spatial mode.

XI. HORSESHOE MECHANISM (A2)

A moderate number of physical systems have already
been studied by the topological methods described
above. In many of the cases studied, chaotic behavior is
generated by the same mechanism. This has been sum-
marized as stretching and folding: the mechanism that
generates the Smale (1967) horseshoe. In all such cases
the squeezing mechanism is folding, as seen in the
Rössler attractor. This mechanism accounts for chaotic
behavior seen, for some range of control parameters, in
the Belousov-Zhabotinskii reaction, the laser with satu-
rable absorber, the laser with modulated losses, the
NMR laser, the bouncing ball experiment, and a
stringed instrument. We describe the analysis of one of
these data sets (for the Belousov-Zhabotinskii reaction)
in detail in Sec. XI.A. Features of other analyses not
encountered in the Belousov-Zhabotinskii analysis are

FIG. 53. Projection of the differential phase-space embedding
onto the y2-y3 plane. This projection clearly shows the flow
directions. Either half plane bounded by the y1 axis with y2

50 can serve as a Poincaré section. In fact, any half plane
containing the y1 axis will serve as a Poincaré section.

FIG. 54. Differential phase-space embeddings for the Lorenz
system generated by (a) z-data and (b) x-data.
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treated in subsequent subsections. We describe the dif-
ference between a ‘‘robust’’ topological description and
an ‘‘invariant’’ topological description in terms of a re-
cent experiment. In the final subsection we return to the
question of why this particular mechanism is so common
and why we have designated it A2 .

A. Belousov-Zhabotinskii reaction

We have carried out an extensive topological analysis
of data generated by the Belousov-Zhabotinskii reaction
(Mindlin et al., 1991). The data were generated in ex-
periments carried out by the Texas group (Roux, Si-
moyi, and Swinney, 1983; Richetti et al., 1987; Argoul
et al., 1987). These data were studied in a topological
context by Lathrop and Kostelich (1989) before meth-
ods were developed for extracting branched-manifold
information, and the integer invariants that characterize
such information, from chaotic data.

1. Embedding

The data set that we analyzed consisted of 64K scalar
measurements of log@Br2# , the logarithm of the bromine
ion concentration. The sampling rate was uniform, with
about 120 samples/cycle. The entire data set that we
studied contained 543 cycles. The data were recorded in
the range from about 14 000 to 20 000. The data set was
very clean. This was determined directly by inspection
and was verified by the absence of high-frequency terms
in the power spectrum. The cycle time was determined
by finding the average peak-to-peak distance
(65,536/543;120), the highest frequency peak in the
power spectrum, and the lowest delay peak in the close-
returns histogram. A segment of the data set is shown in
Fig. 55. By inspection, the system exhibits relaxation os-
cillations.

Our first attempt to analyze the data involved a dif-
ferential phase-space embedding. The results are shown
in Fig. 56(a). In this figure we plot dx/dt , as approxi-
mated by x(i11)2x(i), against x(i). The difference
x(i11)2x(i) is about two orders of magnitude smaller
than the signal. As can be seen, all crossings occur in the
horizontal section of the plot and cannot be resolved.
The second derivative was estimated by the second dif-
ference d2x/dt2;x(i11)22x(i)1x(i21). This was
smaller than the signal by an additional two orders of
magnitude, bringing it down to the noise level.

At this stage we knew the differential-embedding at-
tempt would be defeated by the signal-to-noise problem.
Our first attempt at an integral-differential embedding is
shown in Fig. 56(b). This figure provides a plot of
y2(i)5x(i) vs y1(i)5( j51

j5i x(j). As the phase-space pro-
jection was being created, it was possible to clearly see
the attractor drift slowly across the screen. (This is one
of the virtues of using a small old computer for these
analyses.) This was clearly a signal of nonstationarity.
Two procedures were used to make the data stationary:
low-frequency filtering and time-domain filtering. Low-
frequency (Fourier) filtering actually returned a data set
that was indistinguishable from the original at the reso-

lution of the screen display (20 000214 00056000 vs 500
pixels vertically). The integral and derivative coordi-
nates were constructed from this filtered data set in both
the time and frequency domains.

Frequency-domain and time-domain embedding led
to indistinguishable strange attractors. Since time-
domain filtering did not alter the data set, it was the
preferred method, and the one used for this analysis. In
this procedure, the embedding is created ‘‘on-line’’:

y1~ i !5( j<ie
2l~ i2j !x~ j !5x~ i !1e2ly1~ i21 !,

y2~ i !5x~ i !,

y3~ i !5x~ i !2x~ i21 !. (11.1)

The beautiful embedding shown in Fig. 57 was produced
in this way. Since the attractor has a hole in the center, a
one-parameter family of Poincaré sections was available.
The inset shows how this embedding can be performed
on-line with simple circuit elements.

2. Periodic orbits

Unstable periodic orbits were extracted from the data
by the method of close returns. This method was initially
applied to the flow data and resulted in close-returns
plots of the type shown in Fig. 48. A few surrogates for
periodic orbits were located this way. However, such
close-returns plots were unwieldly because of the large
size of the data set.

To facilitate the search for periodic orbits, we identi-
fied successive intersections (543 of them) with a Poin-
caré section. This information was used to create a first-
return map. Two first-return maps are shown in Fig. 50.
These were created for Poincaré sections defined by suc-
cessive minima and successive maxima @y3(i)50# . Both
return maps have a single critical point, which suggests
strongly that a two-letter alphabet suffices to label orbits
uniquely and that the template has two branches. Fur-
thermore, the return-map data indicate a smooth fold
deformation in phase space by the dynamics, so that one
branch of the template is orientation preserving (0) and
the other orientation reversing (1).

Period-p orbits were located as described in Sec.
IX.B.2. That is, we searched for sufficiently close inter-
sections with the Poincaré section that were p periods
apart. The corresponding segment of data was then ex-
tracted from the data file and considered a candidate for
an unstable periodic orbit. The symbolic name of this
surrogate orbit was determined by locating successive
iterates of its initial point on the first-return plot. Fol-
lowing this procedure, we were able to locate and iden-
tify surrogate data segments for all the unstable periodic
orbits shown in Table VII. We were also able to encode
all but one of the data segments between the 543 inter-
sections with the Poincaré section in terms of the two-
letter alphabet. This encoding was ultimately used to lo-
cate three periodic orbits not located by the close-
returns search.

The topological invariants of the surrogate unstable
periodic orbits extracted from the data were computed.
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In Fig. 58 we show a period-two and a period-three orbit
extracted from the data. By counting the number of
signed crossings, the self-linking numbers of these two
orbits are 21 and 22, respectively. In Fig. 58(c) these
two orbits are superposed. Their linking number (22) is
half the number of signed crossings of one with the
other. These calculations are simple because all cross-
ings in the upper half plane are negative, while those in
the lower half plane are positive. The linking numbers
for the unstable periodic orbits to period eight, extracted
from the data, are summarized in Table VIII.

In Fig. 59 we show how the relative rotation rates for
these two orbits were computed. The segments of the
three orbits between the Poincaré section are numbered:
(1,2,3) in temporal order for the period-three orbit, and
(4,5) in order for the period-two orbit. A permutation
matrix P is constructed for each orbit. This matrix sum-
marizes the dynamics. Under forward-time evolution on
the period-three orbit, 1→2→3→1 . . . . The direct
sum of the two permutation matrices indicates how the
five orbit segments are permuted under forward-time
evolution.

The two orbits are superposed and a crossing matrix C
is constructed. The matrix elements C(i ,j) are the
signed number of times orbit segment i crosses orbit seg-
ment j. For example, on its way from the Poincaré sec-
tion defined by successive minima back to the Poincaré
section, orbit segment 2 crosses in succession 3(21), 5(
21), 4(21), 1(21), 1(11), and 4(11). Thus C(2,3)5

21, C(2,5)521, and C(2,k)50, where k51,2,4. The
crossing matrix is symmetric.

The crossing matrix contains linking and self-linking
information on two orbits A and B. The linking number
of two orbits is half the sum of the matrix elements in
either off-diagonal block C(A ,B) or C(B ,A)
5C(A ,B)T. The self-linking number is half the sum of
the matrix elements in the appropriate block-diagonal
submatrix C(A ,A) or C(B ,B).

The crossing and permutation matrices can be used to
compute the relative rotation rates as well. Initial condi-
tions on segments i and j will cross C(i ,j) times. After
one period, i→Pi ,j→Pj , so the initial conditions will
cross (P21CP)(i ,j) times. Since P is orthogonal, P21

5PT. After a full set of pA3pB iterations, the total
number of crossings is the sum of these similarity trans-
formations. Thus

pA3pB3RRR5 (
k50

pA3pB21

~PT!kCPk. (11.2)

Here RRR is the matrix of relative rotation rates. For
the period-two and period-three orbits, this matrix is
shown in Fig. 59. From this matrix we see that the
period-three orbit has self-relative rotation rates
(2

1
3 )603, the period-two orbit has self-relative rotation

rates (2
1
2 )202, and the period-two and period-three or-

bits have relative rotation rates (2
1
3 )6. The relative ro-

tation rates for all surrogate orbits up to period eight
extracted from the Belousov-Zhabotinskii data are sum-
marized in Table IX. In fact, these results, particularly
the self-relative rotation rates, are extremely useful in
associating the correct symbol name to a data segment
representing an unstable periodic orbit. For example,
the self-relative rotation rates of the two different
period-eight orbits clearly identifies 8a as a member of
the cascade (11→21→41→81) and 8b as the well-
ordered orbit 83 .

3. Template identification

A template is identified algebraically by the linking
numbers and local torsions of the period-one and
period-two orbits. For the Belousov-Zhabotinskii data,
these are the orbits 0, 1, and 01. Since there was no
surrogate for the period-one orbit 0, template informa-
tion must be extracted using a different low-period orbit.
We used the next-lowest-period orbit 011 for this pur-
pose.

If the local torsions of the period-one orbits 0,1 are
l(0),l(1), the local torsion of a period-p orbit with p0

symbols 0 and p1 symbols 1 is p0l(0)1p1l(1). We com-
puted the local torsion for several low-period orbits.
This was done by observing the ‘‘linking number’’ for
two or more different surrogates for the same orbit. We
observed directly that l(1)521. We also observed that
l(01)521 and l(011)522 and so inferred that l(0)
50. In addition, we saw no evidence of a nonzero global
torsion in the embedding (Fig. 57). As a result, we iden-
tified the template matrix as

T5F0 0

0 21
G ,

FIG. 55. A segment of the Belousov-Zhabotinskii time series
on which the topological analysis was carried out.

FIG. 56. (a) Projection of the differential phase-space embed-
ding of the Belousov-Zhabotinskii data into the x- ẋ plane. (b)
Projection of the integral-differential phase-space embedding
into the *x-x plane. Drift in the horizontal (y1) direction
shows nonstationarity of the integral.
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A5@0 m# , m511. (11.3)

To construct the array, we computed some linking num-
bers for both choices (m561). One choice (m511)
was compatible with the data; the other was not and was
therefore rejected.

4. Template verification

To verify the template identification, we computed
linking numbers and relative rotation rates for all orbits
extracted from the data. Each period-p orbit was tenta-
tively identified by a symbol sequence. Topological in-
variants were computed on the template for the symbol
sequence.

The linking numbers and relative rotation rates com-
puted for the symbol sequences listed in Table VII
agreed with the linking numbers and relative rotation
rates computed directly from the surrogates (Tables
VIII and IX, respectively). All linking numbers, self-
linking numbers, relative rotation rates, and local tor-
sions are negative. The negative signs have not explicitly
been included on Tables VII, VIII, and IX. This agree-
ment provided the self-consistency check we needed to
conclude that (a) the template identified from the low-
period orbits was correct, and (b) the symbol sequence
associated with each surrogate periodic orbit was cor-
rect. We repeat and emphasize a point made above.
Identifying a template and naming surrogates for peri-

odic orbits are not local problems: both must be settled
simultaneously and consistently.

5. Basis set of orbits

We used the method described in Sec. VI.C to con-
struct a basis set of orbits for the strange attractor in-
duced from the Belousov-Zhabotinskii data. Up to pe-
riod eight, the basis set consists of the orbits 72 , 62 , and
83 . These three orbits force all the other orbits of period
p<8 found in the data. They also force three orbits not
located by the method of close returns: 61 , 71 , and 82 .

It is possible that the three orbits 61 , 71 , and 82 were
not located because they are not embedded in the at-
tractor. It is also possible that they were not located
because the phase-space point never wandered close
enough to any of these orbits to evolve in its neighbor-
hood for the full p(56,7,8) periods required to locate it
by the method of close returns. In that case they would
be located if the data set were longer.

To see if the existence of these three orbits was com-
patible with the data set, we searched for them using the

FIG. 57. Projection of the integral-differential phase-space
embedding into the *x-x plane. The integral is carried out
with exponentially decreasing memory. Inset shows how this
embedding can be carried out on-line.

TABLE VII. Periodic orbits located in data from the
Belousov-Zhabotinskii reaction by the method of close re-
turns. The symbol M indicates the cut point between
orientation-preserving and orientation-reversing branches of
the first-return map. All topological indices are negative.

Orbit Name Symbolics
Local

torsion
Self-

linking

1 11 1 1 0

2 21 01 1 1

3 31 011 2 2

4 41 0111 3 5

5 51 01011 3 8

6 62 0110M1 3 9

7 72 0101011 4 16

8a 81 01010111 5 23

8b 83 01011011 5 21

9 93 (01)3011 5 28

10a 106 (011)20101 6 33

10b 106 (011)20111 7 33

11 119 01(011)3 7 40

13a (01)2011010111 8 62

13b (01)30110111 8 60

13c (011)30101 8 56

13d (011)30111 9 56

13e (01)2011011111 9 62

14 01(011)4 9 65

15 01(011)20111011 10 78

16a (01)3(011)20111 10 89

16b (011)40101 10 85

16c (011)40111 11 85

16d (01)2(011)2011111 11 91

17a (01)301101(011)2 10 102

17b (011)501 11 96

17c (01)201101(0111)2 11 108
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metric methods described in Sec. IX.C. For each orbit,
we were able to locate segments in the data set that
passed threshold tests and could be used as pieces of
surrogate orbits. More convincingly, for each of the

three orbits only two segments from the data set were
required, each representing two or more periods. We
present the period-six orbit in Fig. 60(a). Since it would
be easy to hide discontinuities, the ends of the orbit are
made within a segment extracted from the data. The two
end points are guaranteed to have equal values. The dis-
continuities associated with matching segments occur
within the trace displayed, and are specifically indicated
by arrows. They are smaller than the screen resolution.
In Fig. 60(b) we present the phase-space plot of this
orbit. The period-seven and -eight orbits behave simi-
larly.

6. Modeling the dynamics

A standard procedure for creating models for a dy-
namical system ẏ5F(y ;c) involves using the data to es-
timate the function F(y ;c). These functions are ex-
panded as linear superpositions of basis functions
Fb(y), and various methods are used to estimate the
coefficients Ab in the general linear model

FIG. 58. (a) Period-two orbit and (b) period-three orbit ex-
tracted from the Belousov-Zhabotinskii data. Signed number
of crossings is the self-linking number. (c) The two orbits are
superposed to compute their linking number, which is half the
signed number of crossings.

TABLE VIII. Linking numbers for orbits extracted from the
Belousov-Zhabotinskii data. All indices are negative.

1 2 3 4 5 6 7 8a 8b

1 1 0 1 1 2 2 2 3 4 3

2 01 1 1 2 3 4 4 5 6 6

3 011 1 2 2 4 5 6 7 8 8

4 0111 2 3 4 5 8 8 11 13 12

5 01011 2 4 5 8 8 10 13 16 15

6 0110M1 2 4 6 8 10 9 14 16 16

7 0101011 3 5 7 11 13 14 16 21 21

8a 01110101 4 6 8 13 16 16 21 23 24

8b 01011011 3 6 8 12 15 16 21 24 21

FIG. 59. (a) Period-three and period-two orbits. (b) Permuta-
tion matrices for these orbits and for all five orbit segments. (c)
Crossing matrices for the two separate orbits and for all five
orbit segments. (d) Matrix of relative rotation rates for 10 pairs
of initial conditions.
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dy

dt
5F~y ;c !5(

b
AbFb~y !. (11.4)

There is no guarantee that a model of this general linear
form will be a good model for the nonlinear dynamical
system. However, until better modeling methods are
proposed, such models will be adopted. Many different
procedures exist for choosing the basis functions and
carrying out estimation of the model parameters Ab .
These have been discussed extensively in recent reviews
(Abarbanel et al., 1993; Abarbanel, 1996).

Most procedures involve a choice of functions Fb(y),
together with an invariant measure on the attractor
r(y), which is estimated from the data and the embed-
ding. With respect to this measure a natural inner prod-
uct

gbb8
5^FbFb8&5E Fb~y !Fb8

~y !r~y !dy (11.5)

can be constructed. The parameters Ab in the general
linear model (11.4) are then estimated by standard sta-
tistical techniques: the maximum likelihood or, more of-
ten, least-squares method. These involve computing the
inverse of the matrix of overlap integrals, which can be
delicate. If the functions Fb are constructed to be ortho-
normal, say by the Gram-Schmidt procedure, then gbb8

5dbb8
and the matrix inversion is simple. However, the

problem has then been pushed back to construction of
the orthonormal basis set, which is then delicate.

To indicate the flavor of this delicacy, we sketch two
examples. The first is classical. The Legendre polynomi-
als Pn(x) can be constructed from the matrix of over-
laps

g ij5^x ix j&5E
21

11

x ix jdx5H 2

i1j11
, i1j even,

0, i1j odd.
(11.6)

An LDU (lower triangular, diagonal, upper trianglar)
decomposition (Press et al., 1986) is then used to rewrite
the overlap,

g ij5 (
t<min~ i ,j !

L itDtUtj , (11.7)

where L and U are lower and upper, respectively, trian-
gular matrices with 11 on the diagonal. The diagonal
matrix element Dt provides the normalization factor.
The matrix elements of D decrease very rapidly (Dt

;102t), making this numerical procedure for construct-
ing these classical functions very sensitive to noise in the
measure @r(x)511noise# .

As a second example, suppose we try to model data
generated by the logistic map x i115lx i(12x i) by a
model with basis set x i ,x i

2,x i21 ,x i21
2 :

x i115Ax i1Bx i
2
1Cx i211Dx i21

2 . (11.8)

Then, since x i5lx i21(12x i21), the basis set has a de-
generacy, and any attempt to invert the matrix of over-
laps gbb8

or orthonormalize the basis set is subject to
instabilities due to this degeneracy among the basis vec-
tors.

Rather than fight these singularities, we have devel-
oped a model-fitting procedure that effectively avoids
them. More precisely, it explicitly exhibits degenerate
directions in the space of basis vectors, including one
direction in which dy/dt is degenerate with the expan-
sion functions Fb . The idea is to create a model in
which the time derivative dy/dt is also treated as a basis
vector (F0), on the same footing as the other basis vec-
tors Fb . Then the desired equation (11.4) can be written
as

B0F01(
b

BbFb~y !;0, (11.9)

with B0Þ0. An N3(11D) matrix is generated for the
11D coefficients B0 and Bb from the N observations in
the usual way (Draper and Smith, 1966). A singular-
value decomposition is performed. Eigenvectors corre-
sponding to nonzero (large) eigenvalues are not model
candidates. Eigenvectors corresponding to small eigen-
values express degeneracies among the basis vectors,
one of which is now dy/dt . To determine the appropri-
ate eigenvector for the model, we search for the maxi-
mum of @l(a)/B0(a)#2. For this eigenvector

TABLE IX. Relative rotation rates for orbits extracted from the Belousov-Zhabotinskii data, to
period 8. All relative rotation rates are negative.

1 2 3 4 5 6 7 8a 8b

1 0

2
1
2

1
20

3
1
3

1
3 (

1
3 )20

4
1
2

1
2

1
4

1
3 (

1
2 )2 1

4 0

5
2
5

2
5

1
3

2
5 (

2
5 )40

6
1
3

1
3

1
3

1
3

1
3 (

1
3 )4 1

6 0

7
3
7

5
14

1
3

11
28

13
25

1
3 (

3
7 )4(

2
7 )20

8a
1
2

1
2

1
4

1
3 (

1
2 )2 3

8
1
4

2
5

1
3

3
8 (

1
2 )4(

1
4 )2 3

8 0

8b
3
8

3
8

1
3

3
8

3
8

1
3

3
8

3
8 (

3
8 )70
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B0~a !
dy

dt
1(

b
Bb~a !Fb~y !;e . (11.10)

The model (11.4) and (11.9) is then explicitly

dy

dt
5F~y !5(

b
AbFb~y !

5(
b

2

1

B0~a !
Bb~a !Fb~y !1e8, (11.11)

where the stochastic term is e85e/B0(a).
This same eigenvalue procedure can be extended to

create rational fractional models using as a basis set F0 ,
Fb , and F0Fb and defining a vector of the form

D0F01(
b

CbFb1 (
bÞ0

DbF0Fb1e . (11.12)

Following the same procedure, we find a best fit model

dy

dt
5

2(bCb~a !Fb~y !

D0~a !1(bÞ0Db~a !Fb~y !
1e8, (11.13)

with least-squares residual @l(a)/D0(a)#2.
This modeling procedure was applied to the

Belousov-Zhabotinskii data in the embedding

ẏ152ly11x~ t !,

ẏ25 ẋ5y3 (11.14)

to determine the single function f(y1 ,y2 ,y3), which de-
termines the dynamics

dy3

dt
5f~y1 ,y2 ,y3!. (11.15)

We used as a basis set the functions

Fb5y
1

b1y
2

b2y
3

b3, (11.16)

with maximum degree b11b21b3<d . The total num-
ber of basis functions Fb involved for a fit of maximum
degree d is ( 3

d1n), where n53. For models of degree d

53,4,5, this number is 20,35,56. For rational fractional
models of the type (11.12) and (11.13), with maximum
degree dn and dd in the numerator and denominator,
the eigenvector that determines the model has dimen-

sion (
3

d1nn)1(
3

d1nd).

We have fitted the function f(y1 ,y2 ,y3) to polynomial
models with d53,4,5 and to rational fractional models
with dd5dn21, dn53,4,5. In the cases studied the ratio-
nal fractional models initially provided a closer approxi-
mation to the data than a polynomial model with d
5dn . However, the denominator in the rational fraction
eventually went through zero, completely destroying any
semblance of reasonable modeling. This occurs because
the singular-value decomposition averages over data
values. Data excursions to which Eq. (11.13) is very sen-
sitive have very little effect on averages of the form
(11.5), from which the singular-value decomposition is
constructed.

In fact, polynomial models also show difficulty in ac-
curately following the data. A polynomial model con-
tains a large number of terms, all more or less of the
same magnitude when evaluated on the attractor. The
model requires that the sum of a large number of ap-
proximately equal terms be a small number.

7. Model validation

We have observed that free-running models of chaotic
systems often either blow up or settle into a limit cycle
or limit point (Alvarez, 1996). In the minority of circum-
stances in which a model generates chaotic data it is
possible to test topological (qualitative) equivalence
with the original experimental data.

To make a quantitative test of equivalence, we carried
out a modification of the Fujisaka and Yamada (1983)
test described earlier. The test that we used has been
described by Pecora and Carroll (1990). In this test we
define ym to be the model variables and yd to be the data
variables. The original data set is x(i)5y2(i)d. We then
construct a model as described in Sec. XI.A.6:

dym

dt
5F~ym!. (11.17)

In this model the function F is an eigenvector of a matrix
after a singular-value decomposition. This model is
driven by the data, which means we replace F(ym)
5F(y1

m ,y2
m ,y3

m) by F(y1
m ,x ,y3

m). Then we compare y1
m

with y1
d and y3

m with y
3
d . This comparison is done for

models of degree d53,4,5. The results are shown in Fig.
61 for the case d55.

In this figure the two time traces (a) are y1
m(t) and

y1
d(t). They are slightly displaced for purposes of com-

parison. The two traces (b) are y3
m(t) and y3

d(t); they
are also purposely displaced. The straight diagonal line
(c) is a plot of y1

m(t) vs y1
d(t), while (d) is a plot of y3

m(t)

vs y3
d(t). Entrainment between y1

m(t) and y1
d(t) is easy.

Entrainment between y3
m(t) and y3

d(t) is difficult. Plot
(d) shows that the data entrain the model. That is, the
model is a reasonably accurate representation of the dy-
namics.

For the model of degree four the plots look similar,
except that plot (d) does not show entrainment quite as
strongly. Models with d,4 were not entrained by the
data.

FIG. 60. (a) Surrogate orbit of period six reconstructed from
the data using metric methods. Location of joins between dif-
ferent segments of data are indicated by arrows. (b) Embed-
ding of this orbit in phase space.
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Rational fractional models showed a higher degree of
entrainment for substantial parts of the data set before
they blew up because of denominator instability.

B. Laser with saturable absorber

The laser with saturable absorber consists of a CO2

laser with an absorbing cell placed inside the cavity.
Various materials have been used as absorbers. The im-
portant point is that they are nonlinear media because
they saturate as the beam intensity increases (Dangoisse
et al., 1988; Hennequin et al., 1988; Lefranc, Hennequin,
and Dangoisse, 1991).

A number of experimental data sets were taken on
the laser with saturable absorber. The two different ab-
sorbers used were CH3I:He in the ratio 1:20 and
OsO4 :He in the same ratio. The physical (control) pa-
rameters that were varied from run to run included ab-
sorber pressure, discharge current, and frequency detun-
ing. The laser was run under conditions that generated
chaotic output signals. For each run data were sampled
at ;80 samples/cycle. Long scalar time series, up to 32K
8-bit data, were stored in a microcomputer using a digi-
tal oscilloscope. A segment of one time series is shown
in Fig. 62.

We analyzed about 25 runs from the laser under vari-
ous operating conditions (Papoff et al., 1992). The objec-
tive was to test the hypothesis that the topological orga-
nization of the strange attractor remained invariant
under all changes in operating conditions. We were
seeking experimental confirmation of our statement
that, as control parameters are varied, (a) topological
indices remain invariant and (b) the flow in phase space
is directed over different parts of the branched manifold.

To test these claims a topological analysis was per-
formed on each data set. We were able to extract at least
four unstable periodic orbits from each data set. Each
was identified by a symbol name drawn from the alpha-
bet (L5large peak, S5small peak). The linking num-
bers of these orbits were computed and compared with
those for orbits draped over a Smale horseshoe template
under the identification L↔1 (orientation reversing),
S↔0 (orientation preserving). For each run the strange
attractor that was identified was a Smale horseshoe tem-
plate that was independent of absorber and control pa-
rameter values.

We tested these results against four models that had
been proposed to describe the system. Two (LeFranc,
Hennequin, and Dangoisse, 1991; Zambon, 1991) were
three-dimensional models, one (Hong et al., 1989) was
four-dimensional, and one (Hennequin et al., 1988) was
five-dimensional. In each model, in the chaotic regime
there was one positive Lyapunov exponent, one zero ex-
ponent, and the remainder were negative. The four- and
five-dimensional models were strongly contracting, so
the Birman-Williams theorem could be applied to the
model output. In each case the mechanism in the model
that was responsible for generating chaotic behavior was

a homoclinic connection. As a result, all models were
compatible with the result of the topological analysis of
the data.

During the course of these analyses we made two ob-
servations. The first was that the unstable periodic orbits
extracted from data sets seemed to occur in groups. That
is, every time a certain orbit was found, a particular set
of other orbits accompanied it. This observation encour-
aged us to study orbit-forcing relations in horseshoe dy-
namics. The end result was the horseshoe-implication
diagram (Fig. 38). Furthermore, this led us to propose
that the discrete classification of strange attractors (alge-
braic classification of branched manifolds for hyperbolic
dynamics) could be further resolved by another discrete
enumeration, a set of basis orbits whose presence forces
the existence of all other orbits present. Finally, this led
us to propose that routes to chaos could be discretely
enumerated (to any finite period p) on the horseshoe
template, as well as other templates.

The second observation was that the symbol sequence
in these data sets was almost predictable. If the symbol
sequence is encoded with the numbers 0 and 1, and
Q(P) is the number of symbols 11 after P periods, then
we wondered if Q(P)/P was approximately constant as
a function of P. This result was found in the Belousov-
Zhabotinskii data, with Q(P)/P5

2
3 2e (e,1022). To

investigate this question, we performed this test on a
number of data files. In Fig. 63 we show these plots for
the Belousov-Zhabotinskii data (left-hand side) and for
three experimental data files for the laser with saturable
absorber taken under different operating conditions
(right-hand side).

C. Laser with modulated losses

The laser with modulated losses was described in Sec.
I. A number of data files from the laser with modu-
lated losses and the laser with saturable absorber were
difficult to analyze. A partial time trace from one of
these files is shown in Fig. 64. The output consists of
several peaks, with each group of peaks separated by a
very low intensity output. So low, in fact, that all inten-
sities measured during these dead time intervals wound
up in the same last channel of the multichannel analyzer.
As a result, there is no honest way to determine orbit-
crossing information in these regions. One could impose
the rule of thumb that the higher the peak, the lower the
succeeding minimum. However, this is equivalent to put-
ting in an answer ‘‘by hand.’’ It would therefore be use-
ful if a topological analysis could be carried out when
topological information is missing.

1. Poincaré section mappings

Solari, Natiello, and Vazquez (1996) have provided a
robust solution to the above problem. The solution de-
pends on the existence of a Poincaré section and the
ability to construct one. This is always possible for a
scalar time series. The Poincaré section is associated
with local maxima.
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Once a Poincaré section is constructed, a period-one
return map becomes available. This is used to locate un-
stable periodic orbits by the usual methods. As usual,
the more orbits the better. However, even one long-
period (p.4) orbit is useful. At this point it is normally
impossible to assign a symbol sequence to any of the
orbits unless the return map is one dimensional. We as-
sume it is not, as is the case for weakly dissipative sys-
tems.

This method proceeds by constructing a braid for the
action of the map on periodic orbit(s). We illustrate the
idea in Fig. 65. Here we show the five intersections of a
period-five orbit with the Poincaré section. Assume that
under forward iteration we have 1→2→4→3→5→1.
This mapping deforms the Poincaré section, as indicated
by its action on the links between adjacent points i and
i11. By connecting i to P(i) we create the outline of a
flow in R3. As more periodic orbits are included, the
outline of the flow becomes clearer.

The key now is to project these flow lines onto a plane
while keeping crossing information. This projection,
shown in Fig. 65(c), shows the first three segments out-
lining a zero-torsion template branch. The other two
segments lie in another template branch, which folds be-
hind the first. The period-five orbit provides a skeleton
that outlines a two-branch Smale horseshoe template.
Additional periodic orbits can be added to this projec-
tion to fill out the details. Flow segments not belonging
to periodic orbits can be introduced to determine the
local torsion in some parts of the flow.

The projection of the segments in R3 representing the
flow from section to section down to R2 plays the same
role here as the identification (4.2) in the Birman-
Williams theorem, which deflates flows in R3 down to

two-dimensional branched manifolds. This procedure is
not completely equivalent to a topological analysis be-
cause global torsion information is lost (Solari and
Gilmore, 1988). It is not always safe to assume that glo-
bal torsion is zero: the systematic increase in global tor-
sion is what provides regularity in the superstructure of
the bifurcation diagram for the Duffing oscillator
(Gilmore and McCallum, 1995). Horseshoe dynamics
with systematically increasing global torsion has also
been observed in laser experiments (Boulant et al.,
1997b; see Sec. XI.E).

2. Projection to a Poincaré section

Solari, Natiello, and Vazquez (1996) used a singular-
value decomposition to project data from a laser with
saturable absorber down to a Poincaré section. The pro-
cedure was as follows. Each peak in the data was lo-
cated. The value of the intensity at the maximum and at
k (;20) equally spaced points on both sides of the maxi-
mum was recorded. Since the signal usually wasn’t re-
corded exactly at the peak, this information had to be
interpolated. To these 2k11 pieces of information one
other piece of information was added: the distance to
the next peak. Thus each of N peaks was identified by a
point in a 2k12 dimensional space, creating a data set
Z(i ,j) (1<i<N ; 1<j<2k12).

This N3(2k12) data matrix was then subjected to a
singular-value decomposition. Normally only a small
number of eigenvalues was sufficient. The d coordinates
za(i), a51,2,3, . . . ,d , for the ith peak in the Poincaré
section were computed as overlaps with the 2k12 di-
mensional eigenvectors v(j ;a):

za~ i !5 (
j51

2k12

Z~ i ,j !v~ j ;a !, a51, . . . ,d . (11.18)

Then the return map is simply

z~ i !→
R

z~ i11 !. (11.19)

FIG. 61. Time traces of (a) y1
m(t) and y1

d(t) and (b) y3
m(t) and

y3
d(t). The traces are slightly offset for purposes of compari-

son. Plots of (c) y1
m(t) vs y1

d(t) and (d) y3
m(t) vs y3

d(t). Calcu-
lations are done for a degree-five model of the Belousov-
Zhabotinskii data. Results show entrainment.

FIG. 62. A segment of time series from the laser with satu-
rable absorber.
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This return map was used to locate periodic orbits.
These orbits were then projected down to R2 to con-
struct the braid that outlined the template. This outline
also provided the symbol name for the unstable periodic
orbits.

3. Result

As with so many other systems, this analysis showed
that chaotic behavior was generated by the stretching
and folding mechanism characteristic of the Smale
horseshoe. The deformation of the Poincaré section, as
outlined by the braid (the more segments, the better),
was then used to construct an estimate for the topologi-
cal entropy of this map. The topological entropy is inde-
pendent of the global torsion.

D. Other systems exhibiting A2 dynamics

A number of other experiments have been analyzed
in which chaotic behavior is generated by the same
stretching and folding mechanism. One of these is the
NMR laser (Tufillaro et al., 1991). We have used one of
the period-four orbits extracted from this experimental
data set to illustrate how relative rotation rates can be
computed for driven dynamical systems simply by in-
spection (see Fig. 14). Data from a bouncing ball experi-
ment (Tufillaro, Abbott, and Reilly, 1992; Tufillaro,
1994) also show a Smale horseshoe mechanism. So also
do data generated by a stringed instrument (Tufillaro
et al., 1995). The analyses were carried out as described
above.

E. ‘‘Invariant’’ versus ‘‘robust’’

Up to this point we have stated at various times that
the topological (template) description of a strange at-
tractor is ‘‘invariant’’ or ‘‘robust’’ under control-
parameter variation, but we have not made a precise
distinction between these two concepts. These two con-
cepts are slightly different; we describe their differences
in this section.

A strange attractor is the closure of an unstable in-
variant set. For the attractors studied so far, this is the
outset of an instable low-period (period-one) orbit or its
surrogate, an unstable saddle fixed point. The branched
manifold associated with the unstable invariant set has,
in general, an infinite number of branches
(A ,B ,C ,D , . . . ), only a small number of which are ex-
plored by the flow.

In many situations only a small number (e.g., B,C) of
branches are explored by the flow. As the control pa-

FIG. 63. Plot of the cumulative number of passes through orientation reversing branch as a function of total number of periods.
Left-hand side: For Belousov-Zhabotinskii data. Right-hand side: For the laser with saturable absorber under three operating
conditions (absorber, amplifier current, pressure): (a) (CH3I:He, 10.9 mA, 0.1 mbar), (b) (OsO4 :He, 9.3 mA, 0.73 mbar),
(c) (OsO4 :He, 9.3 mA, 0.47 mbar).

FIG. 64. Intensity trace for laser output, showing intervals of
dead time between output spikes. These dead-time intervals
make topological analyses difficult.
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rameters are varied over a not-too-large range, the flow
is pushed around but is confined to these branches.
However, a larger change in control parameter values
may cause the flow to explore new branches not previ-
ously explored (e.g., D,E) and to stop visiting branches
previously explored (e.g., B). The changes in the control
parameters cause changes in the template: (B ,C)
→(C ,D ,E). We say the underlying template is ‘‘ro-
bust’’ if it is unchanged under small control-parameter
variations, but large control-parameter changes cause a
change in the underlying template. We say the topologi-
cal description is ‘‘invariant’’ if the underlying template
is unchanged no matter how large the control-parameter
variation is. In this case the underlying template
(A ,B ,C ,D ,E ,F , . . . ) is invariant. Small changes in con-
trol parameters cause the flow to explore different re-
gions of the two initially explored branches (B,C), and
larger changes force the flow to explore different regions
(C,D,E) of the same invariant template.

This situation was discussed in detail for the Duffing
oscillator by Gilmore and McCallum (1995) from a the-
oretical perspective (see Sec. XII) and first discussed in
the context of an experiment by Boulant et al. (1997b).
We now describe this experiment and its analysis.

The experiment was carried out on a Nd31 doped-
fiber laser. The laser consisted of a 4-in length of silicon
optical fiber doped with 300 ppm Nd31. This fiber-optic
cable was pumped by a laser diode operating at 810 nm.
The equations describing the laser intensity I(t) and the
population inversion D(t) are essentially [see Eq. (1.1)]

dI/dt5I~D21 !,

dD/dt5g@A2D~11I !# . (11.20)

The pump was modulated sinusoidally, A5A(t)
5A0(11m cos vt), where in suitable dimensionless
units A052.7 and m50.6. The control parameter for

this experiment was the modulation frequency v. The
most important physical parameter for this experiment
was the laser relaxation frequency vt536 kHz.

The response of this periodically modulated fiber laser
varied as the modulation frequency v was slowly varied.
Boulant et al. observed an alternation between chaotic
and periodic behavior. Islands of chaotic behavior oc-
curred around subharmonics of the relaxation fre-
quency, v1/2;18 kHz, v1/3;12 kHz, v1/4;9 kHz:

vt;2v1/2;3v1/3;4v1/4 ~;nv1/n!. (11.21)

These islands of chaotic behavior did not overlap. They
were connected by regions in which a single period-one
orbit was observed.

The strange attractor within each island of chaotic be-
havior was analyzed. The first step involved estimation
of the Lyapunov exponents. In each of the islands stud-
ied (n52,3,4) l1 was positive, l2 was zero, and l3 was
more negative than l1 was positive: l3,2l1 . As a re-
sult, each strange attractor possessed a Lyapunov di-
mension dL,3. Furthermore, dL remained less than
three for each attractor while it existed as v was swept
through v1/n . This means that ‘‘most of the dynamical
variables relax so quickly that they are enslaved by a few
number of collective variables which are confined to a
three-dimensional mainfold’’ (Boulant et al., 1997b).
Thus, a topological analysis was possible for each of the
strange attractors associated with the subharmonics
v1/n , n52,3,4.

The unstable periodic orbits, to period five, extracted
from the three chaotic data sets, are presented in Table
X. For the orbits shown a two-branch template was suf-
ficient to describe each attractor. The symbols x and y

represent a passage through an orientation-preserving
and -reversing (respectively) branch of the template. In
each of the three cases studied the underlying template
was a Smale horseshoe template. However, the global
torsion (Solari and Gilmore, 1988) differed systemati-
cally from one attractor to the next. Specifically, the
template matrix for the attractor in the subharmonic re-
gion v1/n was

F0 0

0 1
G1~n21 !F2 2

2 2
G . (11.22)

The global torsion for the attractors in v1/2 ,v1/3 ,v1/4

was 1,2,3 (n21). The corresponding templates are
shown in Fig. 66.

Within an island of chaotic behavior, as the control
parameter sweeps through v1/n orbits are first created by
saddle-node and period-doubling bifurcations as the
strange attractor is formed. They are then destroyed by
inverse period-halving and saddle-node bifurcations as
the attractor is destroyed. During this ‘‘perestroika’’ the
flow is ‘‘pushed around’’ on the template whose two
branches are (x,y). On entering the next island of cha-
otic behavior around the subharmonic v1/(n61) , periodic
orbits are created for another strange attractor de-
scribed by a different pair of branches.

FIG. 65. (a) Five intersections of a period-5 orbit with a Poin-
caré section. (b) Flow lines from one section to itself. The flow
deforms the phase space as indicated by the wrinkling of the
segments connecting points in the Poincaré section. (c) Projec-
tion of the braid in (b) onto a plane R2, keeping crossing in-
formation. The braid segments outline the template branches.
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In this description the template invariants are robust.
They are unchanged while v is varied in a small range
about v1/n , but change (in a systematic way) for larger
changes in v.

An alternative interpretation of these experimental
results is possible. In this interpretation, we identify the
three pairs of branches in the three regions as branches
of a single ‘‘large’’ template. Each branch is labeled
(uniquely here) by its local torsion. Thus, in the subhar-
monic region v1/2 , the orientation-preserving branch x

has local torsion 2 while the orientation-reversing
branch y has local torsion 3. In region v1/n , x has local
torsion 2(n21) and y has local torsion 2(n21)11. In
Table X we present alternative names for the unstable
periodic orbits according to this branch labeling scheme
(e.g., xy→23 in v1/2 ; →45 in v1/3 ; →67 in v1/4). In this
case the underlying ‘‘large’’ template is invariant.
Changing the control parameters by a small amount
forces the flow to explore new regions in one part (2,3)
of the large template, and changing the control param-
eters by a larger amount forces the flow to explore dif-
ferent, adjacent branches (4,5) of the same ‘‘large’’ tem-
plate.

Remark: This change in perspective, from robust to
invariant, is not merely cosmetic in nature. It has predic-
tive value. For example, the following predictions can be
made (Gilmore and McCallum, 1995):

(i) The global torsion of the subset of the ‘‘large’’ tem-
plate that is explored changes in a systematic way.

(ii) Between each pair of chaotic islands there are two
stable and one unstable period-one orbits. They are
‘‘snaked’’ together. Their local torsions are closely re-
lated to the global torsions of the strange attractors that
bound the regions of period-one behavior. Hysteresis
will be observed in reversing the direction of sweep of
the control parameter v.

(iii) If other control parameters are varied, the islands
of chaotic behavior can begin to overlap (e.g., v1/3 and
v1/4). For these control-parameter values, periodic or-
bits will be built up from an alphabet consisting of four
symbols [e.g., (4,5) and (6,7)]. Furthermore, orbit cre-
ation and annihilation must occur in a systematic way on
this 4-branch subset of the ‘‘large’’ template.

(iv) For suitable control-parameter values, flows on
reverse horseshoes (1,2),(3,4), . . . can occur. These have
already been observed in experiments (Boulant et al.,
1997a).

(v) Flows over three (or more) adjacent branches
should also be possible. These have been observed in
simulations (Boulant et al., 1997c).

It is possible to construct chaotic flows in which a very
large number of branches @1,2,3, . . . ,n (n→`)] are ex-
plored (Šilnikov, 1965; Guckenheimer and Holmes,
1983). In this case, each branch is labeled uniquely by its
local torsion. In other flows, local torsion does not serve
to label distinct branches uniquely. In such cases the
Birkhoff and higher signatures (Abraham and Shaw,
1984) provide a more refined description of the topology
of the unstable invariant manifold and therefore the to-

pological structure of the associated branched manifold.
The Birkhoff index can change as the control param-
eters change.

F. Why A2?

We have already intimated (in Sec. XI.B) why the
Smale horseshoe mechanism occurs so frequently in
physical systems. Horseshoes occur in the neighborhood
of homoclinic connections. When only one saddle ap-
pears to be present, the only kind of saddle connection
possible is a homoclinic connection.

In fact, what is happening in each of the systems that
we have analyzed is that the flow is controlled by a
saddle with one real eigenvalue and one complex conju-
gate pair of eigenvalues. Usually the real eigenvalue is
stable and the ‘‘spiral’’ eigenvalue is weakly unstable.
The flow spirals away from this saddle. When it is far
enough away, it enters the sphere of influence of an-
other saddle. The flow approaches this other saddle
along its stable direction(s) and leaves along the un-
stable direction(s). The outflow from this companion
saddle is the action that produces the folding in the
neighborhood of the organizing spiral saddle.

This process is evident in the Rössler attractor. There
are two fixed points for this set of equations for all pa-
rameter values. These fixed points can be located by set-
ting all time derivatives equal to zero. For interesting
conditions the fixed points are real. For some range of
parameter values they are complex. The transition from
complex to real occurs in a fold catastrophe (A2)
(Gilmore, 1981). At the bifurcation, the nonzero eigen-
values of the two degenerate critical points are identical.
As the critical points move away from each other the
nonzero eigenvalues do not change their stability type,
while the zero eigenvalue becomes negative for one
critical point and positive for the other. It appears that
all autonomous dynamical systems we have described in
this section are governed by two critical points, one of
which organizes the motion and is responsible for
stretching, the other of which is basically invisible and is

TABLE X. Unstable periodic orbits extracted from three dif-
ferent strange attractors observed in the Nd31 fiber laser.

Period v1/2 v1/3 v1/4

1 x

y 5 y 7

2 xy 23 xy 45 xy 67

3 xy2 672

x2y 223 x2y 627

4 xy3 453 xy3 673

x2y2 2232

5 xy4 454

x2y3 6273

x2yxy 62767

xyxy2 45452 xyxy2 67672
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responsible for squeezing (folding). These two saddles
are created in an A2 (fold) catastrophe for some set of
control-parameter values. This mechanism is suggested
in Fig. 67.

XII. LORENZ MECHANISM (A3)

If the Rössler mechanism is the hydrogen-atom prob-
lem of nonlinear dynamics, then the Lorenz mechanism
is its hydrogen molecule. In this section we will describe
two types of systems that exhibit the Lorenz mechanism
for generating chaotic behavior. We first describe a la-
ser. More specifically, we describe a model for an opti-
cally pumped molecular laser. We then describe a fluid
experiment that exhibits the characteristics modeled by
the Lorenz equations.

A. Optically pumped molecular laser

In 1975, Haken shocked the laser physics community
by showing that one of the standard laser models was
equivalent to the Lorenz equations in a certain limit.
This stimulated a great deal of experimental and theo-
retical work that has not yet subsided.

Haken (1975) showed that the equations describing a
coherently pumped, homogeneously broadened ring la-
ser reduce to the Lorenz equations under the following
conditions: (a) the atomic resonance is equal to a cavity
resonance (zero detuning); (b) the rotating-wave ap-
proximation is made; (c) the field is uniform; and (d) the
slowly varying envelope approximation is valid. This ob-
servation about the properties of a laser model intro-
duced the ideas of nonlinear dynamics into the field of
laser physics. It stimulated the use of lasers as tools to
study nonlinear phenomena. Since the Haken-Lorenz
model is so elementary, the questions were raised as to

whether (a) lasers actually behaved this way and (b) re-
alistic models of lasers could be constructed that exhib-
ited these properties.

Early experiments to address these questions were
carried out by Lawandy and Koepf (1980), Lefebvre,
Dangoisse, and Glorieux (1984), Weiss and Klisch
(1984), Abraham et al. (1985), Harrison, Al-Saidi, and
Biswas (1985), Harrison and Biswas (1985), Weiss
(1985), and Weiss and Brock (1986). These experiments,
and the theoretical descriptions of these experiments,
were carried out on optically pumped molecular lasers.
This class of lasers seemed most likely to operate in a
regime compatible with dynamics of Lorenz type. The
first review of this field was by Biswas et al. (1986).
Thereafter, work on this problem accelerated. The first
review was succeeded by many others: Abraham,
Mandel, and Narducci (1988), Narducci and Abraham
(1988), Weiss and Vilaseca (1991), Arecchi and Harrison
(1993), Khanin (1995), and Roldán et al. (1997).

1. Models

An optically pumped molecular laser consists of a mo-
lecular gas (NH3, CH2F2, CH3F, HF, HCOOH, . . . )
confined to a laser cavity. The gas is coherently excited
by another laser, typically a CO2 or NO2 laser. The mol-
ecule is excited to a vibrational state; lasing involves de-
excitation through a rotational state. This produces an
output signal in the range 30 mm to 1000 mm. Since both
vibrational and rotational transitions occur, a minimum
of three molecular levels is involved.

The dynamics is expressed in terms of an equation of
motion for the electric field E(t) and the molecular den-
sity operator r. This is a 333 Hermitian matrix (r†

5r , Tr r51) describing the occupation probabilities
and correlations among three molecular states u0&, u1&,
and u2&. The dynamical equations for the molecular sub-
system are

ṙ005g0~n02r00!22a Im r1022b Im r20 ,

ṙ115g1~n12r00!12a Im r10 ,

ṙ225g2~n22r00!12b Im r20 ,

ṙ1052@g101i~Dc1ḟ !#r101ia~r002r11!2ibr12 ,

ṙ2052@g201iD2#r202iar121ib~r002r22!,

ṙ1252@g121i~Dc1ḟ2D2!#r121i~ar022br10!.
(12.1)

In these equations, level zero is shared by the vibra-
tional (2↔0) and the rotational (1↔0) transitions. The
field evolution is coupled to the molecular evolution
through

E~ t !5a~ t !e2if~ t !,

ȧ52ka1g Im r10 ,

ḟ52g Re r10 /a . (12.2)

The parameters in these equations have the following
interpretation:

FIG. 66. Templates for the strange attractors of the fiber-optic
laser. In the subharmonic regions v1/n the template has global
torsion n21. Top to bottom: n54,3,2. Reprinted with permis-
sion from G. Boulant et al., 1997a.
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g i : decay rate, level i,
g ij : decay rate for transition i↔j ,
V2 : pump frequency,
vc : cavity resonance,
D2 : V22v20 cavity detuning with respect to transi-

tion 2↔0,
Dc : vc2v20 cavity detuning,
g: unsaturated gain,
k: cavity loss rate,
2a: Rabi frequency of output field, and
2b: Rabi frequency of pump field.
The dynamical system (12.1) comprises a set of ten

real ordinary differential equations. Dupertuis, Salomaa,
and Siegrist (1986) showed that these equations reduce
to the Lorenz equations when the following conditions
are satisfied:

(1) the fields are resonant (Dc5D250);
(2) the relaxation rates are all equal: g05g15g2 ;
(3) n05n1 at equilibrium
(4) the pump is weak: b!g i ,g ij ;
(5) the density matrix elements r02 ,r12 can be adia-

batically eliminated (g01 ,g12@g01); and
(6) the equation of motion for r22 can be decoupled

(g02g12.uau2).
In an optically pumped laser operating under typical

conditions, the pump line is much narrower than either
the width of the vibrational transition or the Doppler
linewidth of the thermal molecules. As a result, laser
gain is velocity dependent. To make the model (12.1)
more realistic, molecules were divided into 81 velocity
groups. The gains and losses for each group were made
velocity dependent. Under these Doppler-broadening
conditions, the laser model consisted of 730 coupled or-
dinary differential equations. The question then is: does
the dynamics of this high-dimensional system remain
Lorenz-like?

This set of equations was numerically integrated un-
der resonance-pump assumptions (D250) under several
conditions. The laser-output amplitude E(t) and inten-
sity I(t)5uE(t)u2 were recorded and analyzed (Gilmore
et al., 1997; Roldán et al., 1997).

2. Amplitudes

Under the resonance condition (D250) the phase f
changes by p whenever the field amplitude approaches
zero. This phase change was incorporated in the field
amplitude to give a real field E(t). Time series obtained
for two different operating conditions are shown in Figs.
68(a) and 68(b). In Fig. 68(a) the time trace behaves in
the same way as the x and y variables for the Lorenz
equations operating in the range r;30. However, the
behavior shown in Fig. 68(b) is slightly different. When
the amplitude changes sign, the envelope of the oscilla-
tions first decreases before spiralling out again. These
behaviors are topologically equivalent, although they
are dynamically different.

We first study the properties of the time series shown
in Fig. 68(a). An ẋ vs x (x5E) projection of the stan-
dard embedding (10.4) is shown in Fig. 69. In this pro-
jection all crossings in the positive half plane are nega-
tive, while all in the lower half plane are positive. In the
Lorenz attractor all crossings are positive. In addition,
the standard embedding has inversion symmetry, while
the Lorenz attractor is invariant under rotations by p
radians about the z axis. Therefore there is no possibility
that the standard embedding of this time series could be
equivalent to the Lorenz equations.

In order to create an embedding that might be equiva-
lent to the Lorenz equations, it is necessary that all
crossings are positive. All crossings occur in the first
quadrant (x.0,ẋ.0) and the third quadrant (x,0,ẋ
,0). In order to create an embedding with the appro-
priate crossing and symmetry properties, we define the

FIG. 67. Saddles and templates. A spiral saddle with one
stable and two unstable directions organizes the rotational mo-
tion and is responsible for stretching. Its partner saddle with
two stable and one unstable directions redirects the flow from
its unstable direction to its stable directions, performing the
squeezing (folding) that generates chaotic behavior.

FIG. 68. Two time series obtained from the dynamical equa-
tions for the optically pumped molecular laser run under two
different resonance-operating conditions.
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additional embedding variables y and z as follows:

y5 ẋ ,

z52yẏ . (12.3)

This embedding has the appropriate symmetry. In addi-
tion, at a crossing in the x-y plane, we find

slope5

dy

dx
5

dy/dt

dx/dt
5

2z/y

y
,

z52slope3~y2!. (12.4)

As a result, all crossings are positive.
A caricature of the embedded data set is shown in Fig.

70(a). This is actually the branched manifold for the in-
duced strange attractor. By rotating the right-hand lobe
around the x axis by half a turn, with the top into the
page, this branched manifold is deformed into the Lo-
renz branched manifold shown in Fig. 70(b).

To confirm that the strange attractor induced from the
time series shown in Fig. 68(a) by means of the embed-
ding (12.3) is equivalent to the strange attractor gener-
ated by the Lorenz equations, we followed the
topological-analysis algorithm. A number of unstable
periodic orbits were located by the method of close re-
turns and identified by a symbol sequence (Gilmore
et al., 1997). The identification was easy in this case: a
symbol L or R was assigned according to whether rota-
tion was around the left- or right-hand focus. To period
six, the orbits which we identified were LR; L2R , LR2;
L3R , LR3, L2R2; L4R , LR4, L3R2, LRLR2; and
L5R , LR5, L4R2, L2R4, LRLR3. The period-one or-
bits are the fixed points at (6x0,0,0). The linking num-
bers for these periodic orbits were computed and com-
pared with those for the symbol sequence on the Lorenz
template (Table II, augmented to period six). There
were no discrepancies.

Although the embedding (12.3) used to induce the
strange attractor from the time series is invariant under
(x ,y ,z)→(2x ,2y ,1z), it was not obvious that the
strange attractor itself had this symmetry. The attractor
could lack symmetry for two reasons: (a) the underlying
dynamics might not be symmetric (under E→2E) or
(b) the time series might be too short to build up an

invariant density that is symmetric to suitable statistical
precision.

Two approaches can be taken to test for the presence
of symmetry. One involves statistical procedures. This is
less convincing than the one that we have adopted. Our
test depends on the properties of a strange attractor:
that embedded in it are unstable periodic orbits. If the
attractor is symmetric, then conjugate orbits (under
L↔R) should be rotation related. We therefore com-
pared the conjugate and self-conjugate orbits that were
extracted from the data. These orbits include

LR↔RL , self,

L2R↔R2L ,

L3R↔R3L ,

L2R2↔R2L2, self,

L4R↔R4L ,

L5R↔R5L ,

L4R2↔R4L2. (12.5)

In each of these cases, the rotated image of one orbit
was indistinguishable from the image of its conjugate. In
Fig. 71 we show the self-conjugate orbit L2R2 and the
conjugate orbit pair L2R and R2L . The x marks are
fiducial marks, which allow unbiased comparisons to be
made. This test produced convincing evidence that the
induced attractor is in fact rotation symmetric and that
the apparent lack of symmetry is due only to the rela-
tively short length of the data set. We should remark
that this is the only instance we have encountered where
a data file containing more than about 100 cycles might

FIG. 69. Projection into the x- ẋ plane of the time series shown
in Fig. 68(a). All crossings occur in the first and third quad-
rants.

FIG. 70. (a) Branched manifold for the data set shown in Fig.
68(a) using the embedding (12.3). (b) Deforming the branched
manifold by rotating the right-hand lobe half a turn, top into
the page, produces a branched manifold that is equivalent to
the right-handed Lorenz branched manifold.
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have been useful. However, the problem of symmetry
was resolved by relying on the properties of unstable
periodic orbits in the strange attractor rather than its
statistics.

We turn our attention now to the second time series
shown in Fig. 68. When the amplitude changes phase, it
first spirals in towards an unstable fixed point before it
begins to spiral away. In fact, the unstable fixed points
are surrounded by unstable limit cycles. These were ex-
tracted by the method of close returns and are the two
period-one orbits L and R. This time series was treated
in the same way as the time series shown in Fig. 68(a).

The branched manifold for the induced strange attrac-
tor is shown in Fig. 72(a). This differs from the branched
manifold shown in Fig. 70(a) in that it has two folds, one
in each of the flows from one lobe to the other. This
branched manifold can be deformed by the rotation pro-
cess illustrated in Fig. 70(b). The result is a branched
manifold that is equivalent to the right-handed Lorenz
attractor.

To verify that this identification is correct, we ex-
tracted the following unstable periodic orbits: L, R; LR;
L2R , LR2; L3R , LR3, L2R2; L4R , LR4, L2RLR ,
R2LRL L3R2, L2R3; and L5R , LR5, L3RLR ,
R3LRL , L2R2LR . We could not find the orbits L2R4,
R2L4 to the precision used to find the other orbits.
Many of these orbits had the same name as orbits found
in the first data set. The presence of a fold merely served
to push some crossings from the first or third quadrant

into the fourth or second quadrant without changing
their sign or therefore the linking numbers of the corre-
sponding orbits. As a result, the orbits in the second
data set had the same spectrum of linking numbers as
those in the first data set. Thus both flows are topologi-
cally equivalent to the right-handed Lorenz flow when
embedded according to Eq. (12.3).

We also tested for the symmetry of the induced attrac-
tor. The self-conjugate and conjugate pairs of orbits that
were compared were

L↔R ,

LR↔RL , self,

L2R↔R2L ,

L3R↔R3L ,

L2R2↔R2L2, self,

L4R↔R4L ,

L2RLR↔R2LRL ,

L3R2↔R3L2,

L5R↔R5L ,

L3RLR↔R3LRL . (12.6)

FIG. 71. Self-conjugate orbit L2R2 and conjugate orbit pair
L2R and R2L extracted from the time series shown in Fig.
68(a). These are invariant under rotations Rz(p). The x’s are
fiducial marks to allow unbiased comparisons.

FIG. 72. (a) Branched manifold for the data set shown in Fig.
68(b) using the embedding (12.3). (b) Deforming the branched
manifold by rotating the right-hand lobe half a turn, top into
the page, produces a branched manifold that is equivalent to
the right-handed Lorenz branched manifold.
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Orbit comparisons were very similar to those shown in
Fig. 71. We therefore do not present any additional fig-
ures. The induced strange attractor is invariant under
the rotation Rz(p).

3. Intensities

Two intensity time series were also analyzed. These
are shown in Figs. 73(a) and 73(b). A differential plot of
dI/dt vs I(t) shows a simple fold, suggesting horseshoe
dynamics for the intensity. However, the dynamical
equations of motion involve the amplitude E, whose ab-
solute square is the intensity. Therefore it was necessary

to extract square-root information from intensity data
before a topological analysis was carried out.

In general the amplitude is complex, and phase infor-
mation is lost in measuring the intensity. However, on
resonance the phase undergoes rapid changes by p when
the amplitude approaches zero sufficiently closely.
These phase changes represent sign changes in the am-
plitude. To separate intensity minima where the phase
changes rapidly from those where it does not, we plotted
AI(t) vs t. This plot is shown in Fig. 74. When the mini-
mum is I0 , the shape of the square root in the neighbor-
hood of the minimum is

uE~ t !u5AI01DI~ t !
——→

I0Þ0
AI0 1

1

2AI0

DI~ t ! parabolic

——→

I050
ADI~ t ! linear.

(12.7)

It is a simple matter to distinguish minima of AI(t) that
are parabolic from those that are linear.

This test for sign assignment was implemented nu-
merically. We chose the sign assignment that minimized
the estimate of dE/dt;E i112E i . Specifically, at the ith
element in the data field we defined

a35ISIGN3AI i.

Then we tested the two differences

S15u~1a32a2!2~a22a1!u,

S25u~2a32a2!2~a22a1!u. (12.8)

After each test, we updated the variables according to
a3→a2 ,a2→a1 . Normally S1,S2 and there is no sign
change. Whenever S1.S2, we changed the phase
ISIGN→2ISIGN. Implementation of this algorithm is
illustrated in Fig. 75. At the bottom of this figure we
show the intensity data. At the top we show amplitude
data extracted with the algorithm above. The differen-
tial embedding of this data set is shown projected onto

the x- ẋ plane (x5E) in Fig. 76. The following unstable
periodic orbits were extracted: L, R; LR; L2R , LR2;
L3R , LR3, L2R2; L4R , LR4, L2RLR , R2LRL , L3R2;
and L5R , R2L2RL , R3LRL . All self-conjugate orbits
and conjugate pairs of orbits were invariant under rota-
tions.

A similar analysis was carried out on the intensity
data shown in Fig. 73(b), with identical results.

B. Fluids

A simple fluid experiment has been designed and car-
ried out that exhibits Lorenz dynamics. In this experi-
ment a torus with a large radius R and a small radius r
was filled with water (Creveling et al., 1975; Gorman,
Widmann, and Robins, 1984, 1986; Singer, Wang, and
Bau, 1991). The bottom half was wrapped with a ther-
mal heating ribbon, which generated a constant, uniform
heat flux. The top half of the torus was surrounded by a
water jacket, which kept that part of the torus surface at
approximately the coolant temperature. Heat sensors
were embedded within the torus at the 3 o’clock and 9
o’clock positions. The temperature difference was moni-
tored as a function of time for different heating rates
(inset, Fig. 77).

FIG. 73. Intensity output from an optically pumped molecular
laser model under two operating conditions.

FIG. 74. Square root of intensity output in the top trace of
Fig. 73.

1515Robert Gilmore: Topological analysis of chaotic dynamical systems

Rev. Mod. Phys., Vol. 70, No. 4, October 1998



The heated fluid in the bottom half of the torus was
less dense than the cooler fluid in the top half. This den-
sity difference set up a thermal instability. For low heat-
ing, the fluid circulated in the clockwise or the counter-
clockwise direction. The direction of circulation can be
determined from the temperature difference: if T92T3

.0, the flow is clockwise [Fig. 77(a)].
As heating was increased, the rotation maintained its

direction (either counterclockwise or clockwise) but be-
came oscillatory. As heating was increased above a
threshold, the direction of rotation changed unpredict-
ably from counterclockwise to clockwise and back again
[Fig. 77(c)].

The behavior shown in Fig. 77(c) is chaotic. An ẋ vs x
(x5T92T3) embedding will have the structure shown
in Fig. 69. It is therefore possible to construct an embed-
ding in which the attractor is equivalent to the strange
attractor generated by the Lorenz system.

It is worthwhile to make a few remarks at this stage.
(i) The experimental apparatus has reflection symme-

try in a vertical plane. It is this symmetry that forces the
Lorenz (A3) mechanism rather than the Rössler mecha-
nism (A2).

(ii) The identification of the thermal instability behav-
ior observed in Fig. 77(c) with the Lorenz mechanism
was made possible by observing the phase-space plot ẋ

vs x. In fact, we did not even have to perform this plot:
the identification was made possible by inspecting the
morphology (shape) of the time series alone. This is of-
ten possible for very dissipative systems.

C. Induced attractors and templates

Strange attractors that are obtained by integrating or-
dinary differential equations are well defined. However,
when we analyze chaotic data, the strange attractor that
is obtained depends on (is ‘‘induced’’ from) the particu-
lar embedding employed.

To be explicit, x(t) data generated by the Lorenz
equations can be used to induce a strange attractor ei-
ther by the differential phase-space embedding (10.4) or
the closely related embedding (12.4). The induced at-

FIG. 75. Bottom: Segment of intensity data. Top: Conversion
to amplitude data by implementing the algorithmic search for
zero crossings.

FIG. 76. Differential embedding of the amplitude data shown
in Fig. 75.

FIG. 77. Time series for temperature difference T32T9 under
three heat flow conditions. (a) Low heat flow: steady counter-
clockwise circulation. (b) Higher heat flow: oscillatory counter-
clockwise circulation. (c) Heating above instability threshold:
chaotic behavior with unpredictable changes from counter-
clockwise to clockwise circulation. Top: experimental appara-
tus. Reprinted with permission from Creveling et al., 1975.
Copyright 1975 by American Institute of Physics.
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tractors so obtained both provide a ‘‘faithful’’ (1-1) rep-
resentation of the dynamics. But they are topologically
inequivalent. The templates obtained from the two in-
duced strange attractors are also inequivalent.

Attractors induced from the Lorenz variable z(t) or
the laser intensity I(t)5uE(t)u2 show a simple fold. The
induced attractor is a locally faithful but globally un-
faithful (2→1 homomorphic image) representation of
the original dynamics. The corresponding induced tem-
plate is a Smale horseshoe template. The two inequiva-
lent templates induced from x(t) by the embeddings
(10.4) and (12.4) can be regarded as ‘‘double covers’’ of
the Smale horseshoe template (Gilmore, 1974, 1996). At
present, not much is known about covering templates
and n→1 locally faithful mappings of dynamics, strange
attractors, and branched manifolds.

D. Why A3?

The phase-space plots in this section all show three
critical points very clearly. Two symmetric saddle foci at
(x , ẋ)5(6x0,0) are separated by a regular saddle at the
origin. On occasion the symmetric pair of critical points
are inaccessible because they are shielded from the flow
in phase space by unstable limit cycles.

The Lorenz model has three critical points. These may
all be real, or two may be hidden in the complex
‘‘plane.’’ They are ‘‘unmasked’’ by a cusp catastrophe
(A3) (Gilmore, 1981). In one-parameter unfoldings, it is
typical to encounter only fold catastrophes. However, in
the presence of symmetry, the cusp catastrophe is also
generic. It is for this reason that physical systems whose
dynamical equations of motion exhibit a symmetry may
exhibit mechanisms leading to chaos that are more com-
plicated than the A2 fold mechanism: that is to say, het-
eroclinic as opposed to homoclinic connections (Ott,
1993; Solari, Natiello, and Mindlin, 1996).

It is not an accident that the differential phase-space
plot of the intensity I5uEu2 shows a fold while that of
the amplitude E shows a heteroclinic connection. There
is a 2→1 relation between the amplitude and the inten-
sity, just as there is a 2→1 relation between the Lorenz
branched manifold and the Rössler branched manifold.
Dynamics on a Rössler branched manifold is locally iso-
morphic to dynamics on a Lorenz branched manifold,
but globally two regions on a Lorenz attractor map to a
single region of a Rössler attractor. Another way to
state this is that the Lorenz system is a 2→1 covering of
the Rössler system. Letellier and Gouesbet (1995) have
described multiple covers of the Rössler system.

XIII. DUFFING OSCILLATOR

A. Background

Nonlinear oscillators have been studied extensively
since the time of Duffing (1918) and van der Pol (1927).
Early approaches to the study of driven damped nonlin-
ear oscillators followed the classical route of perturba-

tion theory. These methods are reviewed in Minorsky
(1962), Nayfeh (1973), and Mickens (1981).

With the availability of computers, nonlinear equa-
tions were numerically integrated and their study en-
tered a descriptive phase in which salient features were
pointed out. Such features included coexisting basins of
attraction and rotational-flow properties in the neigh-
borhood of stable periodic orbits. This approach is sum-
marized in Hayashi (1964, 1975).

This phase in the study of nonlinear oscillators was
followed by a phase that was both more quantitative and
qualitative. Lauterborn and his colleagues (Parlitz and
Lauterborn, 1985; Kurz and Lauterborn, 1987; Lauter-
born and Steinhoff, 1988; Knop and Lauterborn, 1990;
Parlitz et al., 1990; Englisch and Lauterborn, 1991 Schef-
fczyk et al., 1991) studied a variety of nonlinear oscilla-
tors and found similar behavior among all of them.
These included the Duffing, Morse, Toda, and bubble
oscillators, as well as variants of them. In this approach
the bifurcation diagram for a nonlinear oscillator was
numerically constructed. Regions in the bifurcation dia-
gram for which there were stable basins of attraction
were outlined and identified by rational fractions. The
fractions identified the local torsion of the stable peri-
odic orbits in these basins. The bifurcation diagrams for
the nonlinear oscillators studied were all more or less
similar. Furthermore, these diagrams changed in an ap-
parently systematic way as control parameters changed.
Although algorithms were developed to predict how
these rational fractions would change, the algorithms
were empirical and not developed from a deeper under-
standing of the properties of these nonlinear oscillators.

The study of nonlinear oscillators moved into a new
phase once it was realized that the Birman-Williams
theorem could provide an accurate topological charac-
terization of dynamics. With this in mind, Tufillaro, So-
lari, and Gilmore (1990) attempted to construct a tem-
plate for the Duffing oscillator. This was done by
integrating the Duffing equations and following the
topological-analysis algorithm described in Sec. VII. The
analysis of 16 orbits up to period five was sufficient to
identify the underlying branched manifold as an iterated
horseshoe template with four branches. In one sense this
analysis was successful (a template was identified), but
in another sense it was not. The analysis provided no
information about why this particular stretching and
squeezing mechanism was operative, nor did it provide
information about how the branched manifold changed
as the control parameters changed.

B. Flow approach

The limited success of the topological analysis carried
out by Tufillaro, Solari, and Gilmore provoked us into
searching for a better way to perform this analysis. This
resulted ultimately in a deeper understanding of the
properties of nonlinear oscillators and their bifurcation
diagrams.

The procedure we adopted is implicit in the work of
Poincaré (1892). We followed a neighborhood of phase
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space as it evolved during one period under the action of
the flow. During this period we were able to watch as
the blob of initial conditions was deformed by stretching
and squeezing in a way that was not too difficult to de-
termine. This led to a tentative guess at an underlying
branched manifold. To verify this guess a set of unstable
periodic orbits was located in the strange attractor and
identified by their symbol names. Their topological in-
variants were computed and compared to those for or-
bits with the same symbol name in the proposed tem-
plate.

Before describing the procedure in detail, we first de-
scribe the Duffing equation. As a pair of first-order
equations, they are

ẋ5y ,

ẏ52y/T2]V~x ,t !/]x , (13.1)

V~x ,t !5

1

4
x4

2

1

2
x2

2bx sin~2pt/T !. (13.2)

These equations describe a periodically driven damped
nonlinear oscillator. The driving term has period T. The
equations are invariant under (x , ẋ ,t)→(2x ,2 ẋ ,t
1

1
2 T). The dissipation over one period is e2e. The

strength of the driving term is b.
In the absence of driving (b50), the potential V

5
1
4 x4

2
1
2 x2 has two wells, one on the left and the other

on the right. An initial condition in one well with kinetic
energy less than the value of the potential at the origin
will spiral down to the bottom of that well. The period
of oscillation for this damped decay is roughly 2p.

The driving term changes the relative height of the
two wells. When b2

.22/33, during one cycle one of the
wells completely disappears (in a fold catastrophe) for
t5 1

4 T , and later, at t5 3
4 T , the other well completely

disappears. This oscillation from a two-well state to a
single-well state forces points in phase space from the
neighborhood of one well to the neighborhood of the
other and back again during the course of one period.

The analysis procedure that we adopted is described
in Gilmore and McCallum (1995, see Fig. 4). The Duff-
ing equations were integrated numerically. After tran-
sients died out, x and ẋ were recorded at five degree
intervals for about 100 periods. The intersection of the
strange attractor with each of 72 Poincaré sections,
phase lagged by five degrees, was then constructed. By
sweeping through these Poincaré sections we were able
to animate the stretching and squeezing mechanisms
that were operating to create the strange attractor. Ani-
mations of this type were created as the control param-
eter T was slowly increased. One of these animations is
shown in Gilmore and McCallum (1995).

Between the physics described above and the anima-
tions constructed numerically, the following picture
emerged. We begin with an open ellipse-shaped neigh-
borhood in phase space that surrounds the strange at-
tractor in the left-hand well. As time evolves, this open
neighborhood rotates around the minimum in the left-
hand well. As it rotates, it is stretched out in the direc-

tion of rotation, and it also spirals toward the bottom of
the well. As the minimum of the well is raised by the
time-varying potential, phase space in its neighborhood
is squeezed. When the left-hand well disappears, the
strange attractor, and the open neighborhood surround-
ing it, is ‘‘poured’’ into the right-hand well. In this well,
one half period into the cycle, the attractor and the open
set surrounding it appears as a rotated image of the ini-
tial conditions. This comes about because of the symme-
try of the Duffing oscillator. This process is repeated.
When the right-hand well is annihilated, the attractor is
‘‘poured’’ back into the left-hand well. This behavior is
easily identified in animations. A caricature of this pro-
cess is shown in Fig. 78. The number of rotations in each
well is approximately 1

2 T/t , where t is the period of free
oscillations.

C. Template

It is possible to infer the appropriate branched mani-
fold and template from the caricature presented in Fig.
78. The branched manifold is illustrated in Fig. 79. To
keep this figure reasonably simple, we have constructed
this branched manifold under the assumption that the
number of rotations in each well is no more than three.
As a result, the branched manifold has 9 (5333)
branches. As the control parameter T increases, the
number of rotations in each well, and therefore the
number of branches, increases. However, if the unstable
Lyapunov exponent for the map is l1 , then the number
of branches through which the strange attractor flows is
about 11Al1 in each well, so the total number of
branches required to describe the flow is about
(11Al1)2 (Gilmore and McCallum, 1995).

FIG. 78. Qualitative understanding of Duffing oscillator. (a)
An elliptical open neighborhood in the left-hand well is (b)
stretched out in the direction of motion during the first half
period. When poured from the left-hand well to the right-hand
well, it is squeezed into an elliptical neighborhood (c), which is
a rotated image of (a). Stretching (d) and squeezing (a) con-
tinues.
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The algebraic description of this template can now be
constructed. We begin with a template for a nonlinear
oscillator that exhibits damped rotation of the type that
occurs in either well of the Duffing oscillator. Such a
template is shown in Fig. 80. The template has four
branches labeled 0, 1, 2, 3, where the integer describes
the local torsion. The template matrix and array share
systematics of construction that are easily deduced from
the integers given. Driven damped nonlinear oscillators
are typically characterized by this template (extended to
sufficiently many branches). This has been observed in
the fiber-optic laser (Boulant et al., 1997b).

The Duffing oscillator has a symmetry that produces
some complications. The stretching and squeezing de-
scribed by the nonlinear oscillator template is followed
by a half twist. The stretching and squeezing occurs
again, and is followed by another half twist. As a result,
the Duffing template can be produced by concatenating
the extended horseshoe template (Fig. 80) with itself,
including the half twists. In Fig. 81 we present the 9-
branched template that results from concatenating the
3-branched horseshoe template with itself, ignoring the
two half twists. The branches in each well are labeled by
integers (0,1,2). The nine branches are labeled by two
integers, which indicate the branch in each well that is
traversed. To include both half twists, the integer 2 must

FIG. 79. Duffing branched manifold. The caricature in Fig. 78
can be used to construct a branched manifold for the Duffing
oscillator. This branched manifold shows only three branches
in each well.

FIG. 80. Extended horseshoe. Template for a typical driven
damped nonlinear oscillator is an extended horseshoe. The
crosses show locations of period-one orbits.

FIG. 81. Concatenation of a three-branched extended horse-
shoe template with itself. The resulting template has 9
branches. The Duffing template includes the two rotations by
p radians induced by passing from one well to the other. This
is represented by adding 2 to each matrix element above.
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be added to all matrix elements.
As the period of the driving term increases, branches

with larger local torsion must be included in the tem-
plate. However, those with lower local torsion are no
longer visited and can be omitted from the template de-
scription of the flow (‘‘pruning’’ of unused template
branches). As a result, as control parameters (e.g., T)
change, the number of branches required to describe the
flow remains more or less constant by virtue of new
branches appearing and old branches disappearing. In
this context, we recall a point made above. A strange
attractor is the closure of the unstable invariant mani-
fold of some appropriate invariant set. This invariant
manifold has many branches, only a few of which are
normally visited by a strange attractor under typical op-
erating conditions. As operating conditions change, the
flow extends over additional branches that were always
present but not previously visited. The flow may also fail
to visit branches that had previously been visited.

D. Orbit organization

As the period of the driving term increases, periodic
orbits are created and annihilated in a systematic way.
Upon creation the node is stable. It also becomes stable
again just before annihilation in an inverse saddle-node
bifurcation. When it is stable it ‘‘eats a hole’’ in the
strange attractor. Its basin is often so large that most
initial conditions fall asymptotically to the stable peri-
odic orbit. A periodic ‘‘window’’ is then observed in the
particular type of bifurcation diagram that plots a state-
space variable against a control parameter. Many peri-
odic windows appear. They have various widths, but
most are too small to be seen without special care. Their
order of appearance is also systematic. In fact, their or-
der is governed to a large extent by the organization of
periodic orbits in a horseshoe template.

We first discuss orbit organization for the typical non-
linear oscillator governed by an extended horseshoe
template. Then we relate these results to the organiza-
tion of periodic orbits in the Duffing equations.

1. Nonlinear oscillator

As the control parameter T increases, the amount of
rotation in the phase space increases. The amount of
rotation in the neighborhood of an orbit is measured by
its local torsion, which is determined by the relative ro-
tation rates of that orbit. More specifically, the local tor-
sion, or torsion in the neighborhood of an orbit, is the
average of the relative rotation rates of the orbit and its
partner at the bifurcation that creates it. For a saddle-
node pair, this is the average of the relative rotation
rates of the saddle and its node partner. For a period-
doubled orbit, this is the average of the relative rotation
rates between the daughter orbit and its mother.

On the horseshoe template with local torsion 0,1, the
local torsion of the orbit of period 2k is @2k

1

(21)k21#/332k. For a period-doubling cascade based

on a node with period p and local torsion ^R&, the local
torsion of the orbit of period p32k is (Solari and
Gilmore, 1988):

local torsion5^R&1

2k
1~21 !k21

332k
3p

. (13.3)

The other important class of orbits for which local
torsions are easily available are the well-ordered orbits.
These are all uniquely identified by a rational fraction
0,q/p,

1
2 , with p the period. For these orbits the local

torsion is q/p .
The organization of periodic orbits among themselves

can be determined from their relative rotation rates. The
orbits 1, 01, 001 all have the same set of relative rotation
rates with the period-four orbit 0001 ( 1

4, from Table III).
This means that the three lower-period orbits can be
deformed into each other without crossing the period-
four orbit. This means that they occur inside the period-
four orbit. By the same argument, 1 and 01 lie inside
001. These orbits are concentrically organized. In fact,
all well-ordered orbits are concentrically organized. It is
possible to show (Gilmore and McCallum, 1995) that
two well-ordered orbits with self-relative rotation rates
q/p and q8/p8 have relative rotation rates with respect
to each other:

RRR ij~q/p ;q8/p8!5min~q/p ;q8/p8!. (13.4)

The organization is as follows: the smaller q/p , the fur-
ther outside (see Fig. 3).

The largest windows in the bifurcation diagram be-
long to well-ordered orbits. In fact, they belong to a
particular class of well-ordered orbits. These are New-
house (1974) orbits and their duals. The Newhouse or-
bits of period p12 are defined by the fractions f51/(p
12). They have symbolic dynamics 0p1I1. Their duals
are obtained under 0↔12 and are identified with the
rational fraction p/(2p11). Explicitly, the dual orbit
has symbol sequence 012p. The period-three orbit 011 is
self-dual under this identification. The relative rotation
rates for these two classes of orbits with p51,2,3 are
shown in Table XI. These orbits are called the primary

TABLE XI. Relative rotation rates for leading members of
the primary series of well-ordered orbits. The fraction f

5p/(q12p) identifies a well-ordered orbit with q symbols 0
and p symbols 11 as equally spaced as possible. For the pri-
mary series: p is arbitrary, q51 (first half) or p51, q is arbi-
trary (second half). The two halves are dual under p↔q and
11↔0. The self-dual orbit (p ,q)5(1,1) has f51/3. The table
shows concentric organization. Orbits with lower local torsion
are outside orbits with larger local torsion.

3/7 2/5 1/3 1/4 1/5

f f8 011111I1 0111I1 01I1 001I1 0001I1

3/7 011111I1 3/7 2/5 1/3 1/4 1/5

2/5 0111I1 2/5 2/5 1/3 1/4 1/5

1/3 01I1 1/3 1/3 1/3 1/4 1/5

1/4 001I1 1/4 1/4 1/4 1/4 1/5

1/5 0001I1 1/5 1/5 1/5 1/5 1/5
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series, since their windows are large and very noticeable.
As the control parameter T increases, the well-

ordered orbits are created in saddle-node bifurcations
‘‘from inside to outside.’’ This means that the well-
ordered orbits with larger fractional values are created
before those with lower values. The width of the window
decreases like some power of the period. Therefore the
period-three window is the widest. In the bifurcation se-
quence, dual orbits are sequentially created with de-
creasing period and increasingly wide windows until the
period-three window is created. Thus ends the first half
of the primary series of windows. As T is further in-
creased, the second half of the primary series is ob-
served. This consists of a series of saddle-node bifurca-
tions, which create Newhouse orbits with sequentially
increasing period and decreasing window size.

Between windows in this primary series of well-
ordered orbits there are windows belonging to all other
well-ordered orbits. These are typically narrower than
the primary-series windows. We call this series of win-
dows the secondary series. The well-ordered orbits re-
sponsible for these windows can be constructed in a sys-
tematic way from the orbits in the primary series by
Farey addition of the associated fractional values.

Finally, there is an abundance of non-well-ordered or-
bits. Each is created in a saddle-node bifurcation and is
surrounded by a window that is very narrow. These win-
dows are difficult to see. This series of windows is called
a tertiary series.

The piece of the extended horseshoe template that
consists of the two branches 1,2 is called the reverse
horseshoe. There is a 1–1 correspondence between or-
bits on the direct horseshoe (0,1) and the reverse horse-
shoe (2,1). The correspondence involves replacing the
symbol 0, wherever it occurs, by the symbol 2. There is
also a duality in relative rotation rates and local torsions.
If f5q/p is the rational fraction associated with a well-
ordered orbit on the direct horseshoe, the relative rota-
tion rate of the corresponding orbit on the reverse
horseshoe is f8512f . Two well-ordered orbits with self-
relative rotation rates f18512f1 and f28512f2 have mu-
tual relative rotation rates:

RRR ij~f18 ,f28!5max~f18 ,f28!512min~f1 ,f2!.

These corresponding orbits are also concentrically orga-
nized. In a period-doubling cascade based on a node of
period p with local torsion ^R&, the local torsion of the
orbit of period p32k is given by

local torsion5^R&2

2k
1~21 !k21

332k
3p

. (13.5)

This differs from Eq. (13.3) by a minus sign.
Subsets of the extended horseshoe template involving

two contiguous branches are homologs of the direct or
reverse horseshoe template. In particular, the template
built on branches with local torsion 2k and 2k11 is
isomorphic to the direct horseshoe under the identifica-
tion 0↔2k ,1↔2k11. In addition, 2k must be added to
each template matrix element and k to each relative ro-
tation rate.

The template built on branches 2k11 and 2k12 is
isomorphic to the reverse horseshoe template under the
identification 1↔2k11,2↔2k12. A similar change
must be made in the template matrix and relative rota-
tion rates.

It is now possible to describe systematically the bifur-
cations that occur in a typical nonlinear oscillator as the
period of the driving term is systematically increased.
Fig. 82 shows a backbone of period-one orbits that occur
in a nonlinear oscillator. The horizontal axis is 2T/t ,
which describes how many half rotations a phase-space
point makes around the bottom of a well during one
period. The vertical axis measures the angle of rotation
at which a period-one orbit will occur. This angle is mea-
sured in units of p radians. The period-one orbit
‘‘snakes’’ through this bifurcation diagram. Each branch
of this orbit is labeled by an integer, which is the local
torsion in the neighborhood of the orbit. This integer
also defines a template branch and is used as a symbol to
name periodic orbits that pass through this branch. As
the control parameter is increased, period-one orbits are
created in saddle-node bifurcations (e.g., 2 and 3; 4 and
5, . . . ). They are also annihilated in inverse saddle-node
bifurcations (e.g., 1 and 2; 3 and 4, . . . ). The even
branches are regular saddles. The odd branches are
nodes. Along the nodal branches there is a great deal of
activity. Orbits are created in saddle-node bifurcations.
The lower-period well-ordered orbits are responsible for
creating windows that can be observed. These windows
occur in an organized way because the orbits are strictly
organized. Before an odd branch is annihilated, all or-
bits created on it must first be destroyed. They are also
annihilated in a systematic way, but from the reverse
horseshoe. This process is then repeated on the next-
higher nodal branch. The systematic behavior of the lo-
cal torsion along branch 1 is shown in Fig. 83.

When a pair of period-one orbits is created (e.g., 0
and 1) in a saddle-node bifurcation, both have the same

FIG. 82. Snakes. A snake of period-one orbits runs through
the bifurcation diagram of a typical nonlinear oscillator which
is described by an extended horseshoe template. Integers iden-
tify local torsion Orbit creation occurs on direct horseshoes
(branches 2 and 3) and annihilation occurs from reverse horse-
shoes (branches 3 and 4).
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local torsion, which is even (0). The node is stable. The
torsion around the node increases to the next integer
(1), at which point it becomes unstable to a period-
doubling bifurcation. This initiates a cascade. The local
torsion varies systematically throughout the cascade, as
given in Eq. (13.3). Beyond the cascade the local torsion
gradually rises from 1/3 to 1/2 as a large number of es-
sentially invisible high-period non-well-ordered orbits
are created in saddle-node bifurcations. Then the pri-
mary series of well-ordered orbits is created with de-
creasing local torsion. These consist of the dual and
Newhouse orbits. These windows are interspersed with
secondary and tertiary windows, which are generally un-
observable.

When all three branches are involved in the flow, or-
bits involving all three symbols are created in saddle-
node bifurcations. As the flow is shifted away from
branch 0, orbits with a 0 are annihilated. A simple ex-
ample illustrates how this occurs. On the direct horse-
shoe (0,1), the period-two orbit is 01. This is created
from the period-one orbit 1 by a period-doubling bifur-
cation. Before branch 1 is annihilated, a saddle-node bi-
furcation must create the pair of period-two orbits 02
and 12. The pair 01 and 02 then undergo an inverse
saddle-node bifurcation. Finally, the orbit 12 undergoes
an inverse period-doubling bifurcation to create a stable
form of the orbit 1 with local torsion 2. This then under-
goes an inverse saddle-node bifurcation with the part of
the snake labeled 2, which is created with that part of
the snake labeled 3. The process then repeats.

2. Duffing template

The Duffing template is the second iterate of the ex-
tended horseshoe template. As a result, we can build on
our knowledge of the systematics of the latter to
determine the properties implied by the former.
An orbit of period p in the Duffing oscillator can be
identified by 2p symbols (a1a2)(a3a4)...(a2p21a2p),
where a j identifies a branch in the horseshoe template
for the left well if j is odd and for the right well if j is
even. An orbit is symmetric if the symbol sequence
(ap11ap12)(ap13ap14)...(ap21ap) is the same as the
original sequence. Otherwise the two form an asymmet-
ric pair of orbits. Orbits with negative parity can initiate
period-doubling cascades.

The Duffing template based on the regular horseshoe
(0,1) has four branches (00), (01), (10), and (11). The
period-one orbits (00) and (11) have even parity. The
orbits (01) and (10) have odd parity and form an asym-
metric pair. Each of these can initiate a period-doubling
cascade. The first bifurcations for each orbit in the cas-
cade are

~01!→~01!~11!→~01!~11!~01!~01!,

~10!→~11!~10!→~01!~01!~11!~10!. (13.6)

As with the nonlinear oscillator, the most important
orbits—from the point of view of observable windows
created as control parameters are changed—are the sim-

FIG. 83. Local torsion perestroika. Local torsion in a nonlinear oscillator changes in a systematic way as orbits are created on a
direct horseshoe and annihilated from the reverse horseshoe.
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plest well-ordered orbits. We assume, for the following
points that (a1a2 . . .ap) is a well-ordered horseshoe or-
bit:

p is odd: (a1a2 . . .ap)2 is a well-ordered orbit for the
Duffing oscillator. It has even parity, so does not initiate
a cascade.

p is even: (a1a2 . . .ap) is a well-ordered orbit for the
Duffing oscillator of period p/2. If this orbit is asymmet-
ric, then (a2 . . .apa1) is its symmetry partner. If the par-
ity is odd, then both orbits can initiate cascades.

We illustrate these comments for horseshoe orbits
with p53 and p54.

p53: The two well-ordered orbits are 011 and 001.
The second iterates are

~011!2
5~01!~10!~11! saddle,

~001!2
5~00!~10!~01! node. (13.7)

Both orbits are symmetric. The node undergoes a
symmetry-breaking bifurcation to a symmetric pair of
asymmetric period-three orbits with symbolic dynamics
(00)(10)(11) and (01)(01)(10).

p54: The two well-ordered orbits are 0011 and 0001.
The second iterate of the saddle gives two saddles of
period 2:

~0011!2→~00!~11!~00!~11!5„~00!~11!…2,

→~01!~10!~01!~10!5„~01!~10!…2. (13.8)

The second iterate of the node gives two nodes of period
2:

~0001!2→~00!~01!~00!~01!5„~00!~01!…2,

→~00!~10!~00!~10!5„~00!~10!…2. (13.9)

The second iterate of a well-ordered orbit on the (0,1)
direct horseshoe defined by the rational fraction q/p is a
well-ordered Duffing orbit with nonzero self-relative ro-
tation rates 112q/p . The 1 comes from the two half
rotations on passing from one well to the other and back

again; the 2 is because the same rotation happens twice.
The relative rotation rates of two such well-ordered
Duffing orbits are given by

RRR ij~q/p ;q8/p8!5min~112q/p ;112q8/p8!.
(13.10)

These orbits are therefore concentrically organized. As
a result, all the organizational properties that are true
for all nonlinear oscillators described by an extended
horseshoe template are also true for the Duffing oscilla-
tor.

A similar result holds for the second iterate of a re-
verse horseshoe. For the Duffing template built from the
reverse horseshoe (1,2), the orbits defined by 12q/p
generate Duffing orbits with self-relative rotation rates
112(12q/p). Two such orbits have relative rotation
rates given by

RRR ij~12q/p ;12q8/p8!

5max@112~12q/p !;112~12q8/p8!# . (13.11)

For direct horseshoes (2N ,2N11) and reverse horse-
shoes (2N11,2N12), the relative rotation rates are re-
placed by 112(N1q/p) and 112(N112q/p), respec-
tively. Thus, the organization of the well-ordered orbits
on the horseshoe is preserved when these orbits are it-
erated to become well-ordered orbits on the Duffing
template.

We used this information to identify the largest win-
dows in several successive regions of the bifurcation dia-
gram. First, the largest windows with periodic orbits
were identified. The relative rotation rates of these or-
bits were determined by joining two initial conditions in
a Poincaré section together and then sweeping through
the sequence of Poincaré sections. Within each of the
large windows, the self-relative rotation rates for the
stable periodic orbit were all equal. This identifies the
orbit as well ordered. Furthermore, the self-relative ro-
tation rates are sufficient to identify the symbolic name
of the orbit. In one region we found a series of adjacent
windows containing stable periodic orbits (324p22)2, p

TABLE XII. Relative rotation rates for leading members of the primary series of well-ordered
orbits. Only nodes are shown. Orbits are in the reverse (5,6) horseshoe part of the Duffing template.

p8 3 4 5 6 7 8

Local torsion 722/3 722/4 722/5 722/6 722/7 722/8

p symbolics

3 (56)(65)(66) 19/3 26/4 33/5 40/6 47/7 54/8

4 (56)(66) 26/4 26/4 33/5 40/6 47/7 54/8

(65)(66)

5 (56)(66)(65)(66)2 33/5 33/5 33/5 40/6 47/7 54/8

6 (56)(66)2 40/6 40/6 40/6 40/6 47/7 54/8

(65)(66)2

7 (56)(66)2(65)(66)3 47/7 47/7 47/7 47/7 47/7 54/8

8 (56)(66)3 54/8 54/8 54/8 54/8 54/8 54/8

(65)(66)3
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53,4, . . . ,8. These had self-relative rotation rates 1
12(221/p)5522/p . In the next bifurcation region we
found a series of adjacent windows containing stable pe-
riodic orbits (526p22)2, p53,4, . . . ,8. These had self-
relative rotation rates 112(321/p)5722/p . Using a
little care, we were able to follow these orbits outside
their windows of stability so that we could compute their
mutual relative rotation rates. The results for the reverse
horseshoe built on the branches (5,6) are collected in
Table XII.

The local torsions for the orbits (526p22)2 are
(19/3,26/4,33/5,40/6,47/7,54/8) for p53,4,5,6,7,8. This se-
quence of local torsions had previously been identified
by Englisch and Lauterborn (1991). However, these
authors did not identify the symbolic dynamics of the
orbits responsible for the large windows. In addition,
they did not attempt to predict the local torsions of
the largest windows on the other side of the large
period-three window. These are 722p/(2p11)
5611/(2p11)5(19/3,31/5,43/7,55/9,67/11,79/13) for p
53,4,5,6,7,8.

E. Levels of structure

Four levels of structure have been identified in the
bifurcation diagram of a typical nonlinear oscillator.
These have been discussed at length above. We summa-
rize the results here.

Superstructure: Bifurcation sequences are built on the
period-one orbits with odd local torsion in the snake of
period-one orbits (Fig. 84). These recur periodically as
the period of the driving term is increased. This results
in an alteration of regions in parameter space in which
not many bifurcations occur and of other regions in
which many bifurcations occur. These regions recur sys-
tematically, as shown in Fig. 84. The integer that identi-

fies the region is the local torsion of the period-one orbit
that generates the bifurcations.

Structure: A series of large windows can be seen
within each of the successive regions of superstructure
shown in Fig. 84. The order in which the sequence of
windows occurs is shown in Fig. 83. The windows first
increase in width, reach a maximum associated with a
period-three orbit, then decrease in width. All windows
are associated with a special class of well-ordered orbits.
These are the Newhouse orbits and their duals. The lo-
cal torsions of these windows decrease from 1/2, through
values of p/(112p), to 1/3 as p decreases from ` to 1
and then continue to decrease from 1/3 to 0, through
values of 1/(q12), as q increases from 1 to `. The width
of these windows is inversely proportional to some small
power of the period of the stable orbit within the win-
dow.

Fine structure: Interspersed among the large windows
are smaller windows associated with other well-ordered
orbits which do not belong to the primary series of or-
bits. These well-ordered orbits are obtained by a ‘‘Farey
construction’’ from the primary series of well-ordered
orbits.

Hyperfine structure: Non-well-ordered orbits far out-
number the well-ordered orbits. Each time one of the
former is created, a window appears in the bifurcation
diagram. These windows are very narrow. As a result, it
is very difficult to see the window of even the lowest-
period non-well-ordered orbit, 00111, which has period
five.

The systematic change in the local torsion as a func-
tion of increasing driving period is shown in Fig. 83. In
this figure we also indicate where windows due to the
primary series, and due to fine structure, appear.

XIV. CONCLUSIONS

Three classes of tools now exist for the analysis of
data generated by chaotic dynamical systems. These in-
volve metric, dynamical, and topological invariants.

Metric methods depend on the computation of vari-
ous dimensions Dq or scaling functions f(a). Dynamical
methods rely on estimation of local and global
Lyapunov exponents l j and dimensions dL , as well as
on entropy. These measures are invariant under coordi-
nate transformations but not under changes in control-
parameter values. They are difficult to verify indepen-
dently, and no statistical theory yet exists that allows us
to assign errors to these estimates. Finally, they provide
no information on how to model the dynamics.

Topological methods involve determination of specific
topological invariants. These include linking numbers
and relative rotation rates for the unstable periodic or-
bits embedded in a strange attractor, as well as the to-
pological indices describing the branched manifold that
serves as a rigorous description (caricature) of the flow.
These indices are essentially integer invariants, which
(a) can be determined without error bars, (b) can be
independently verified, (c) are independent of local co-
ordinate transformations, (d) are independent of

FIG. 84. Region in control-parameter space in which many
bifurcations occur. The control parameters are the unstable
Lyapunov exponent l and the ratio of drive period to natural
period. Each region can be identified by an odd integer, which
is the local torsion of the node on which the bifurcation series
is built.
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changes in control parameter values, and (e) specify the
stretching and squeezing mechanisms that generate the
strange attractor and are responsible for the topological
organization of all the unstable periodic orbits in it.

The basic tool for topological analysis was initially de-
veloped by Birman and Williams (1983a, 1983b) for
three-dimensional dissipative dynamical systems. How-
ever, it also applies to ‘‘low-dimensional’’ dynamical sys-
tems. The strange attractors for such systems have
Lyapunov exponents that obey l1.l250.l3. . . . ,
where ul3u.l1 . Strange attractors with this spectrum of
Lyapunov exponents have a Lyapunov dimension, dL ,
that obeys 2<dL,3. The topological-analysis method
involves determining a caricature for the flow. Such a
caricature is in fact the flow in the limit of infinite dissi-
pation (l3→2`). In this limit the strange attractor
loses all thickness in the transverse direction and can be
described by a two-dimensional branched manifold. The
two dimensions describe the direction of flow and the
direction of stretching. The singularities in the projec-
tion from the flow to the branched manifold describe the
stretching and squeezing mechanisms that operate to
generate chaotic behavior.

To identify a branched manifold, it is useful to first
extract the unstable periodic orbits embedded in the
strange attractor. In fact, there are no unstable periodic
orbits in the chaotic time series used to create the
strange attractor once an embedding has been chosen.
Nevertheless, segments of the time series can often be
found that mimic the behavior of nearby unstable peri-
odic orbits so closely that they can be used as surrogates
for the unstable periodic orbits. The organization of
these unstable periodic orbits is then determined by
computing the topological invariants of their surrogates:
the linking and self-linking numbers and relative rota-
tion rates. The underlying branched manifold can be
identified from a subset of these surrogate orbits. A
template-validation step then involves computing the to-
pological invariants for all orbits supported by the tem-
plate and comparing these invariants with those deter-
mined for the surrogate orbits extracted from the
chaotic time series.

Templates describe hyperbolic strange attractors. We
have yet to encounter such a structure, either in experi-
mental data or numerical simulations. The strange at-
tractors we have encountered are not hyperbolic and
always possess fewer than the full set of unstable peri-
odic orbits allowed by the branched manifold. Some or-
bits have been ‘‘pruned away.’’ However, the order in
which pruning can occur is not arbitrary. There are to-
pologically based rules determining to some degree the
order in which orbit creation or annihilation by direct or
inverse saddle-node or period-doubling bifurcations can
occur. These are the forcing rules discussed in detail in
Sec. VI. These rules provide a means for ‘‘unfolding’’ a
template and enumerating the possible routes to chaos
in a dynamical system. Figure 38 is an unfolding of the
horseshoe template up to period eight. This figure has
been used to determine the actual ‘‘operating state’’ of a
dynamical system behaving chaotically due to the cre-

ation of a Smale horseshoe. This figure can also be used
to distinguish all the different routes to chaos in dynami-
cal systems governed by the formation of a Smale horse-
shoe, up to period eight.

The topological-analysis procedure provides a doubly
discrete way to classify strange attractors. First, the un-
derlying branched manifold or template that describes
hyperbolic strange attractors is discretely classified by a
set of integers, which can be extracted from chaotic data.
At a second, more refined, level, the unfolding of the
template that describes the nonhyperbolic strange at-
tractors actually observed is determined by a basis set of
orbits. This basis set is the second component of this
doubly discrete classification of strange attractors. As
control parameters are varied, the underlying template
generally does not change (except when new branches
are visited or old ones abandoned). Instead, it is the
unfolding, or discrete basis set, that changes with control
parameters.

Dynamical systems can be modeled in a number of
different ways. These have been described in the exten-
sive reviews by Abarbanel et al. (1993) and Abarbanel
(1996). We have added only two new tools to their tool-
kit. One of these involves constructing a model as an
eigenvector of a very specific real symmetric positive-
semidefinite matrix. The other approach involves
‘‘thinking the unthinkable.’’ That is, we forego com-
pletely a global analytic model and numerically define
the flow through various parts of phase space. In many
instances the latter approach provides a far more de-
tailed understanding of the dynamics than a global ana-
lytic model does.

Once again there is a validation step. The ‘‘goodness
of fit’’ of a model generated from data can be assessed
by the ‘‘symmetry restoration test.’’ That is, if the model
provides a good representation of the dynamical system
that generated the data, then the data will entrain the
model output when a small linear perturbation is added
to the model. It would be very nice to develop this en-
trainment test into a quantitative tool, so that it could be
used in the same way that standard statistical tests (e.g.,
x2 test) are used for deciding the outcome of hypothesis
tests for general linear models.

The topological-analysis procedure has been applied
to a number of experimental data sets. Some of these
applications have been described in this review. Pres-
ently, these procedures can be carried out successfully,
are informative, and describe how to model the flow.

What needs to be done in the future? The topological-
analysis procedure described here is applicable only to
low-dimensional dynamical systems. It is necessary to
extend this procedure to higher-dimensional (dL.3)
dynamical systems. To do this, the following problems
must be overcome:

Embedding: The differential phase-space embedding
that we found so useful will not be useful in higher di-
mensions because of the signal-to-noise problem. The
delay embedding does not suffer from this problem.
However, it is a nonlocal coordinate transformation, and
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one must be wary of dependence of ‘‘topological invari-
ants’’ on the parameters of the embedding.

Close returns: The larger the value of n (‘‘dimen-
sion’’), the more difficult it is to locate unstable periodic
orbits in a chaotic time series by the method of close
returns. This is because, in a Poincaré section, a return
can miss closing up in n21 directions. For three-
dimensional dynamical systems (n53), we have been
able to locate numerous unstable periodic orbits. We
have been aided in large part by the fact that, effec-
tively, n5dL521e for the strange attractors we have
analyzed. For systems with dL.3 it will become more
and more difficult to locate surrogates for unstable peri-
odic orbits.

Topological organization: We face the additional
problem that unstable periodic orbits ‘‘fall apart’’ when
embedded in spaces with n.3. Therefore we cannot
compute their topological organization by the methods
described above.

Branched manifolds: What is the generalization of 2-
dimensional branched manifolds to higher dimensions?
What do the caricatures of dL.3 flows look like? How
can these higher-dimensional analogs of branched mani-
folds stretch, squeeze, and entangle each other?

Such questions must be addressed before it is possible
to move to the next stage in the application of topologi-
cal methods for the analysis of nonlinear dynamical sys-
tems.
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