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In this paper we study the formation of topological Tamm states at the interface between a
semi-infinite one-dimensional photonic-crystal and a metal. We show that when the system is
topologically non-trivial there is a single Tamm state in each of the band-gaps, whereas if it is
topologically trivial the band-gaps host no Tamm states. We connect the disappearance of the
Tamm states with a topological transition from a topologically non-trivial system to a topologically
trivial one. This topological transition is driven by the modification of the dielectric functions in
the unit cell. Our interpretation is further supported by an exact mapping between the solutions
of Maxwell’s equations and the existence of a tight-binding representation of those solutions. We
show that the tight-binding representation of the 1D photonic crystal, based on Maxwell’s equa-
tions, corresponds to a Su-Schrieffer-Heeger-type model (SSH-model) for each set of pairs of bands.
Expanding this representation near the band edge we show that the system can be described by a
Dirac-like Hamiltonian. It allows one to characterize the topology associated with the solution of
Maxwell’s equations via the winding number. In addition, for the infinite system, we provide an
analytical expression for the photonic bands from which the band-gaps can be computed.

I. INTRODUCTION

Topology is at the heart of modern condensed mat-
ter physics [1–4] and photonics [5–8]. It can be found
in electronic [9, 10], photonic [11–16], acoustic [17–19],
and mechanical [20] systems, just to give four examples.
Topology in physics refers to generic electronic proper-
ties of a condensed system (or photonic system if pho-
tons are concerned), which are unchanged by continu-
ous deformations of the Hamiltonian parameters, as long
as the gaps in the spectrum remain open. Such prop-
erty can be the winding number in one-dimensional (1D)
systems and the Chern number and the Z2 invariant in
two-dimensional (2D) ones. Eventually, the continuous
change of the Hamiltonian parameters leads the system
to a topological transition where end-states are allowed
in the gaps in the spectrum in the regime where the sys-
tem is topologically non-trivial (finite winding or Chern
numbers [21], for example). This transition requires the
closing and reopening of the gaps in the spectrum at some
point of the deformation process.

The so called bulk-edge correspondence [22, 23] al-
lows to predict, from a bulk property of the system, the
existence of end-states in 1D or edge-states in 2D sys-
tems. In a physical system, such as an electronic one,
the edge-states are responsible, for example, by dissipa-
tionless transport [24, 25] of electric charge, and the end-
states in a 1D photonic crystal are responsible for a fi-
nite transmission coefficient of electromagnetic radiation
in the band-gap of bulk states [26]. The connection of
these properties to topological invariants has far reach-

ing consequences, one of them being the robustness of
certain physical properties of the system making them
insensitive to disorder [27].

As far as 1D electronic and photonic systems are con-
cerned, the Kronig-Penney (KP) model is one of the most
studied [28–31]. Possibly the first model proposed for un-
derstanding the electronic structure of crystals, it has an
infinite number of energy bands and gaps. Also, in 1D,
the Su-Schrieffer-Heeger (SSH) model [32, 33], originally
proposed to describe elementary excitations in conduct-
ing polymers, together with its generalizations [34–36], is
among the first model known to feature topological be-
havior and remains an active field of research till today
[37]. The SSH model, essentially a tight-binding approx-
imation with energy-dependent hopping probabilities, is
focused on two energy bands. In its simplest version, the
gap depends on the absolute difference of the (constant
but unequal) intra- and inter-cell hopping parameters.
The KP and SSH models, two working horses of electron-
ics and photonics, form the basis of our understanding of
wave propagation in multi-band systems in 1D. Variants
of the latter model have been used to discuss the for-
mation of end states [38] and the behavior of light at
interfaces [39, 40], as well as the role of defects in dielec-
tric stratified media [41]. Furthermore, the SSH model
has been considered in different contexts, from propa-
gation of electromagnetic waves in dispersive photonic
crystals composed of meta-materials [42] and topological
quantum optics [43] to electronics of artificial condensed
matter structures [2]. It has been applied to a variety of
systems, such as topological photonic arrays [44], light-
emitting topological edge states [45], edge states in a
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split-ring-resonator chain [18, 19], and topological pho-
tonic crystal nanocavity lasers [46]. A recently published
work [15] investigated the role of spin-orbit coupling on
the topological edge modes of a SSH-type model. In the
field of plasmonics the SSH model has also been useful
[47–49].

It has been suggested [50] that there is a certain anal-
ogy between the topological behavior of a 1D photonic
crystal and the topological behavior of the SSH-model
[51]. Indeed, in some conditions, both systems host end-
states. In this paper we show that this analogy is much
deeper due to the existence of an exact mapping be-
tween the SSH-model and the simplest 1D-photonic crys-
tal composed of a unit cell with two different dielectrics.
Indeed, using an appropriate representation of the solu-
tions of Maxwell’s equations for the 1D photonic crys-
tal, equations analogous to the electronic Kronig-Penny
model can be written for the amplitudes of the electric
field at the interface of two dielectrics. However, since
the effective hopping parameters are frequency depen-
dent, it is equivalent to the SSH-type mode [32]. When
the unit cell is homogeneous (same dielectric function ev-
erywhere) the gap closes at the band edge and the pho-
tonic bands disperse linearly and can be described by
an effective Dirac-type Hamiltonian for massless parti-
cles. When the unit cell is inhomogeneous a gap opens
at the edge of the Brillouin zone. Using the tight-binding
model obtained from the exact mapping, we shall discuss
the opening and closing of the gap at the band edge us-
ing the Dirac-type Hamiltonian, which allows us to make
the connection to topology via the winding number; this
latter topological invariant can be computed analytically
and allows for constructing a kind of "phase diagram" of
the system.

We shall further use the topological point of view con-
sidering a special type of localized photonic state that
may arise at the border between a semi-infinite 1D pho-
tonic crystal and another medium, the photonic Tamm
state. It is analogous to the localized electronic Tamm
states predicted to exist at the surface of a crystal owing
to the broken translational symmetry [52]. In contrast to
the electronic ones, photonic Tamm states can only ex-
ist at the interface between a periodic photonic structure
and a medium with negative dielectric constant, not at
a free surface of the former. The existence of such states
was predicted theoretically [53] and later demonstrated
experimentally [54] for GaAs/AlGaAs superlattices cov-
ered with a gold layer. The metal can be replaced by
another medium such as a polymer doped with so-called
J-aggregates [55] or a polar crystal with phononic rest-
strahlen band [56]. As we shall see, the existence of pho-
tonic Tamm states in the considered structure can be
predicted using topological arguments.

This paper is organized as follows. In Sec. II, we in-
troduce the 1D photonic crystal composed of two differ-
ent dielectrics in the unit cell and give an approximate
analytical expression to the energy bands (and there-
fore band gaps) which, to our best knowledge, cannot

be found in the literature so far. In Sec. III, we discuss
the problem of the formation of photonic Tamm states at
the interface of a 1D semi-infinite photonic crystal and
a metal (modeled by a complex dielectric permittivity).
We identify the existence a single Tamm state per energy
gap. In Sec. IV we make general considerations on topol-
ogy of 1D photonic systems which allow us to appreciate
the results of the previous section. In Sec. V, we draw an
exact mapping between the solution of Maxwell’s equa-
tions and a tight-binding model, which exactly coincides
with that of the SSH model. This allows us to formulate
the problem of the opening and closing of the energy gap,
as the dielectric functions of the unit cell vary, in terms
of a Dirac-like Hamiltonian. Using this representation,
a connection between the formation of Tamm states and
topology is drew. A conclusions section and three appen-
dices close the paper.

II. PHOTONIC KRONIG-PENNEY MODEL

A. Derivation of the dispersion equation

In this section, we derive the electromagnetic field ex-
pressions and calculate the photonic bands for an infinite
photonic crystal (PC). The representation of the PC is
given in Fig. 1. This section contains both few well-
known matter, needed to define the physical quantities
used throughout the paper, and new results, namely an
analytical expression for the photonic bands, ω(k).

Figure 1. Schematic of the considered system: an infinite, one
dimensional, photonic crystal. A side and a perspective view
are presented in the left and right panels respectively. The
photonic crystal is composed of alternating dielectric slabs
with dielectric constant/thickness ǫa/a and ǫb/b. Throughout
this paper only normal incidence is considered.

Based on the Maxwell equations, it is possible to
formulate electromagnetism as an eigenvalue problem
[57, 58]. For the magnetic field H, the eigenvalue equa-
tion reads:

∇×
(

1

ǫ(z)
∇×H(z)

)

=
ω2

c2
H(z), (1)

where c is the speed of light in vacuum, ω is the elec-
tromagnetic field’s frequency, and ǫ(z) is the dielectric
function of the photonic crystal unit cell, defined as:

ǫ(z) =

{

ǫa, 0 < z < a

ǫb, a < z < a+ b
. (2)
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The dielectric function has the periodicity of the photonic
crystal, such that ǫ(z + d) = ǫ(z), with d = a + b the
period of the crystal. Considering normal incidence only,
we write the magnetic field as [59]:

H(z) = H0

√
dh(z)ûy, (3)

with H0 the amplitude of the magnetic field. Note that
the factor

√
d is introduced by mere convenience, since in

this way h(z) has the dimension of inverse of square root
of length, which is convenient for normalization purposes.
Inserting (3) into the eigenvalue equation (1) yields a
solution in the form:

hi(z) = ci1 cos(kiz) + ci2 sin(kiz), (4)

where ki =
√
ǫiω/c and i = {a, b}. The electric field

follows from the relation:

E(z) =
i

ωǫ0ǫi
∇×H(z), (5)

with ǫ0 vacuum’s dielectric constant. The electric field
can thus be written explicitly, in the particular case we
are considering, as:

E(z) = − iH0

√
d

cǫ0
f(z)ûx, (6)

with f(z) given by:

fi(z) =
c

ωǫi

dh(z)

dz
=

1√
ǫi

[−ci1 sin(kiz) + ci2 cos(kiz)] .

(7)
Now, we can make use the transfer matrix method [59, 60]
to obtain the fields at z + ∆z from their expressions at
z, that is:

(

h(z +∆z)
f(z +∆z)

)

= Ti(∆z)

(

h(z)
f(z)

)

, (8)

where Ti(∆z) is the transfer matrix that shifts the fields
by ∆z inside a slab with dielectric constant ǫi, defined
as:

Ti(∆z) =

(

cos(ki∆z)
√
ǫi sin(ki∆z)

− 1√
ǫi
sin(ki∆z) cos(ki∆z)

)

. (9)

This matrix is obtained by explicitly writing two systems
of equations: one with h(z) and f(z), and another with
h(z + ∆z) and f(z + ∆z). We then use the first sys-
tem to obtain expressions for the coefficients ci1 and ci2.
Substituting these into the second system, we arrive at
an expression whose left hand side is a column vector
consisting of the fields h and f evaluated at z +∆z and
the right hand side consists of a product of two matrices
and a column vector with h and f evaluated at z. This
is equivalent to Eq. (8), and the product of these two
matrices gives the transfer matrix Ti(∆z) (see Appendix
A for details).

If we now want to move from the origin to the edge of
the first unit cell, we write:

(

h(a+ b)
f(a+ b)

)

= Ta(a)Tb(b)

(

h(0)
f(0)

)

. (10)

Invoking Bloch’s theorem, this can also be written as:

(

h(a+ b)
f(a+ b)

)

= eik(a+b)

(

h(0)
f(0)

)

, (11)

where k is Bloch’s momentum. We notice that the matrix
Ta(a)Tb(b) is unimodular and, therefore, its eigenvalues
are of the form λ and 1/λ. Moreover, the trace of a
matrix is preserved under unitary transformations, since
Tr(U†AU) = Tr(AUU†) = Tr(A). Thus, we obtain a
transcendental equation for the photonic crystal problem:
2 cos[k(a + b)] = Tr[Ta(a)Tb(b)], which has the following
explicit form:

2 cos[k(a+ b)] = 2 cos(kaa) cos(kbb)

− ǫa + ǫb√
ǫaǫb

sin(kaa) sin(kbb). (12)

This equation defines the frequency spectrum of the 1D
photonic crystal. It is a well known result, an implicit
relation for ω(k) (where ω enters through ka and kb).
Even though k can be obtained immediately in terms of
ω, analytical inversion of this relation is not known, so
usually Eq. (12) is solved numerically.

B. Photonic bands: Analytical results

Having arrived at Eq. (12), we now wish to solve it in
order to obtain the photonic band structure. This equa-
tion can easily be solved numerically, however, we wish
to obtain an analytical expression for ω(k). As shown
below, with a careful choice of approximations, we can
obtain an expression for ω(k) in total agreement with the
numerical solution. The advantage of this is an explicit
expression for the band in terms of the photonic crystal
parameters, including the calculation of the group veloc-
ity, density of states, and band-gap.

Let us start by writing the equality:

(ǫa + ǫb)/
√
ǫaǫb = 2 + δ ,

with δ > 0, which is valid for any choice of ǫi. Notice
that δ = 0 occurs when ǫa = ǫb, that is, this parameter
measures the dielectric constant contrast in the crystal.
Inserting this relation into Eq. (12) we obtain:

2 cos[k(a+ b)] = 2 cos(kaa+ kbb)− δ sin(kaa) sin(kbb).
(13)

This equation can be solved by iterations using δ as a
small parameter (notice that δ = 0.01 corresponds to a
substantial difference of about 20% between ǫa and ǫb).
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Taking the limit δ → 0, the first approximation for ω is
easily obtained:

ωn,p
0 = 2πc

(
√
ǫaa+

√
ǫbb)

(n− 1)−

(−1)n+p |k|c(a+b)
(
√
ǫaa+

√
ǫbb)

,

with n = {1, 2, 3, ...} and p = {0, 1}. Different combina-
tions of these two indices allow us to describe different
bands. While the index n controls the band’s vertical po-
sition, the index p controls its concavity. If n+ p is even
the band has a bell-like shape; if n + p is odd the bell
shape is turned upside-down. For each value of n there
are two different possible values of p. Inserting this first
approximation for ω in the last term of Eq.(13), produces
the solution:

ωn,p(k) = c√
ǫaa+

√
ǫbb

×
[2π(n− 1)− (−1)n+p arccosψn,p(k)] , (14)

where ψn,p(k) reads:

ψn,p(k) = 2 cos[k(a+ b)] +

δ sin
(

a
√
ǫaω

n,p

0

c

)

sin
(

b
√
ǫbω

n,p

0

c

)

. (15)

The bands obtained with this expression, as well as the
exact results obtained numerically, are plotted in Fig.
II B where it is possible to see an excellent agreement
between both approaches; this agreement extends across
all the plotted bands. Finally, we note that, although
Eq. (14) was obtained after considering the limit δ → 0,
the analytical solution holds even when ǫa and ǫb are
significantly different, as in the case in Fig. II B.

One of the main advantages of obtaining analytical ex-
pressions for the bands is the possibility to obtain explicit
expressions for the band gaps that enables one to predict
under which circumstances will the gaps close and re-
open. The analytical expression for the gap between the
first two bands reads:

∆1 =
2~c

a
√
ǫa + b

√
ǫb

arccos

[

1− (
√
ǫa −

√
ǫb)

2

2
√
ǫaǫb

·

· sin
(

aπ
√
ǫa√

ǫaa+
√
ǫbb

)

sin

(

bπ
√
ǫb√

ǫaa+
√
ǫbb

)

]

(16)

In the limit ǫa = ǫb the band gap vanishes, as expected,
since the system becomes an homogeneous medium. Sim-
ilarly to Eq. (16) we can also obtain analytical expres-
sions for the other gaps. In the left panel of Fig. 3 we
plot the first, third and fifth gaps, the first three that
open at the edge of the first Brillouin zone, as a function
of f = a/(a+ b). There, we can see that all the gaps are
closed when f = 0 and f = 1, as expected. Furthermore,
the higher energy gaps close more often than the ones be-
low them as we scan through the interval f ∈ [0, 1]. In the
right panel of Fig. 3 we depict the third gap as a function
of f and ǫa for ǫb = 2.13. When either f = 1 or ǫa = 2.13
the gap closes, which is consistent with our previous re-
sults. Moreover, we observe that the gap broadens as the

Figure 2. Plot of the photonic band structure (plotted in
terms of dimensionless variables, d/λ = ωd/2πc vs kd) for two
different f = a/(a+ b) values (left panel f = 0.35; right panel
f = 0.6) obtained analytically using Eq. (14) (solid lines) and
the exact numerical results (dots). The excellent agreement
between the two approaches is clear. The lowest band was
obtained using n = 1 and p = 0; for the second lowest band
n = 2 and p = 0 were used, and similarly for the others. To
obtain plots in both panels, the parameters d = a + b = 400
nm, ǫa = 4 (approximately the dielectric constant of HfO2

in the visible), and ǫb = 2.13 (approximately the dielectric
constant of SiO2 in the visible) were considered; this set of
parameters is used throughout the rest of the figures.

difference between the dielectric constants increases and
for a≪ b.

Figure 3. Left panel: Plot of the first, third and fifth gaps
(first three that open at the edge of the Brillouin zone) as a
function of f = a/(a+b). We observe that higher energy gaps
close more often than the ones below. To obtain the left panel
the parameters d = a+ b = 400 nm, ǫa = 4 and ǫb = 2.13 (as
in Fig. II B) were considered. Right panel: Color map of the
third gap as a function of both f and ǫa for ǫb = 2.13 and
(a+ b) = 400 nm.

C. Determining the fields inside each unit cell

Let us now focus on finding analytical expressions for
the electric and magnetic fields . To fully describe the
fields across the whole photonic crystal, four coefficients
must be determined: ca1, ca2, cb1, and cb2, two for each
dielectric slab. In order to obtain the relations between
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the different coefficients we return to the transfer matrix
introduced in Eq. (9), written in the form:

Tb(b)Ta(a) =

(

t11 t12
t21 t22

)

, (17)

with the entries given in Appendix B. Recalling Eqs. (10)
and (11) and explicitly writing h(z) and f(z), one obtains
the following relation between the coefficients ca1 and ca2:

ca2 = ca1
√
ǫa
eik(a+b) − t11

t12
. (18)

Demanding that the fields must be continuous at z = a,
two additional relations appear:

cb1 = cos(kaa)[ca1 cos(kaa) + ca2 sin(kaa)]

+

√

ǫb
ǫa

sin(kba)[ca1 sin(kaa)− ca2 cos(kaa)], (19)

cb1 =

√

ǫb
ǫa

cos(kaa)[ca2 cos(kaa)− ca1 sin(kaa)]

+ sin(kba)[ca1 cos(kaa) + ca2 sin(kaa)]. (20)

The coefficient ca1 is determined from the normalization
condition. Therefore, determining ca1 is sufficient to en-
tirely describe the fields inside the first unit cell. In fact,
we will note compute the actual value of ca1 and set it
equal to 1 when plots of the fields are presented. To ob-
tain the fields in the rest of the photonic crystal, Bloch’s
theorem must be used. If, for example, we wish to obtain
the magnetic field in the second unit cell, we need only to
multiply the magnetic field defined in the first unit cell
by eik(a+b) while shifting its argument by (a+ b), that is
x→ x− (a+ b).

III. METAL-PHOTONIC CRYSTAL INTERFACE

Up to this point, we have dealt with an infinite pho-
tonic crystal, determining its band structure as well as
the electric and magnetic fields. In this section, we no
longer study the problem of an infinite photonic crystal,
but rather consider a semi-infinite crystal whose end is
connected to a semi-infinite metal, which we will consider
to be Silver. Topologically speaking, the silver is a triv-
ial system. We are therefore coupling a trivial system to
a photonic crystal with the potential of being topolog-
ical (this aspect will be addressed in the next section).
This new system is depicted in Fig. 4. Our goal is to find
the surface states at the metal-photonic crystal interface.
These surface states are usually dubbed photonic Tamm
states.

We still consider the magnetic field of the form (3) but
this time h(z) is given by:

h(z) =

{

Bekmz, −∞ < z < 0

ca1 cos(kaz) + ca2 sin(kaz), 0 < z < a
,

(21)

Figure 4. Side view of a semi-infinite photonic crystal (Bragg
mirror) connected to a semi-infinite metal. The semi-infinite
photonic crystal is similar to that of Fig. 1. The metal slab
is also semi-infinite and its dielectric constant is ǫm (note
that ǫm is complex and will be exemplified by that of Silver).
These two elements of the system are connected at z = 0.
The dashed line at z = a/2 indicates the position of the in-
version center of the infinite crystal. We always consider an
a-terminated photonic crystal, where the dielectric function
of the material a is in contact with the metal.

with km =
√
ǫmω/c, ǫm the metal’s dielectric constant

and B a coefficient still to be determined. Note that the
argument of the exponential for negative z guarantees
that the field vanishes at large distances. The electric
field is once again obtained using Eq. (6). From the con-
tinuity of h(z) and f(z) at z = 0, one obtains: ca1 = B
and ca2ka/ǫa = Bkm/ǫm. We now recall that we have
already obtained in Eq. (18) an equality that relates ca2
with ca1. Substituting this into the previous two equa-
tions, and taking the quotient between them we arrive at
the following relation:

ka√
ǫa

eik(a+b) − t11
t12

− km
ǫm

= 0. (22)

Therefore, we have two coupled equations, Eqs. (12) and
(22), that need to be solve in order to obtain the surface
states of the metal-photonic crystal interface. Before do-
ing so, we note that the Bloch momentum of a surface
state has the form [38, 61] k = nπ/d+iµ, where d = a+b,
n = {0, 1, 2, ...} and µ is a complex number owing to the
imperfect metal. This number n is not related to the one
introduced when the analytical expressions for the infi-
nite photonic crystal were presented. A state is called
even or odd according to the parity of n.

Solving Eqs. (12) and (22) numerically, we obtain solu-
tions in the form of pairs (µ, ω) that characterize the sur-
face states of this system. When solving these equations
numerically, some non-physical solutions may appear. In
order to identify them, some consistency checks must be
made: (i) The value of µmust be positive, since otherwise
the fields would diverge as z approaches positive infinity,
and (ii) t12 must be finite for every (µ, ω) pair, or else Eq.
(22) would not be valid. In agreement with the general
expectation, all the obtained surface states are located in-
side the band gaps. Furthermore, we found no more than
one state in each gap. In Fig. 5, we depict the energy of
the surface states as a function of f = a/(a+ b). Analyz-
ing this plot we confirm what was previously stated, the
surface states exist only inside the band gaps and there
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is only one state per gap for a given f . Note that in
Fig. 5 we have chosen ǫa > ǫb. Had we chosen ǫa < ǫb
and no surface state would exist in the limit we choose a
highly conducting metallic film. This behavior hints at
the existence of two different regimes in the semi-infinite
crystal tuned by the value of ǫa for ǫb fixed (we discuss
these two regimes in the context of the SSH-model in Sec.
V). Also note that the Tamm states merge to the band-
edge when starting to approach the closing of a gap. The
more negative the metallic film permittivity is the later
the Tamm state merges to the band edge when the clos-
ing of a gap is approaching. Also, in the inset of the third
panel of Fig. 5we depict the reflectance (blue curve) of a
semi-infinite photonic crystal terminated by 34 nm Silver
film superimposed on the reflectance (red curve) a purely
semi-infinite photonic crystal without the metallic film.
The presence of the Tamm state is clearly seen in the
former (the full dielectric function of the Silver film was
used). The Tamm state is made visible due to the dis-
sipative dielectric function of Silver and coupling to the
external photonic modes. Also, in the inset of the first
panel we depict the imaginary part of the frequency of
the surface-mode existing in the first gap. We see that
this quantity is much smaller than the real part of the
frequency and, therefore, the mode is weakly damped.

Next, we compute the electric and magnetic fields of
the surface states. To do so, we follow the formalism
presented in the previous section to construct the fields
inside the first unit cell. As was already discussed, to ob-
tain the field in the rest of the crystal, Bloch’s theorem
is invoked. In Fig. 6 we present the electric and mag-
netic fields for a representative surface state. There, we
observe that inside the metal both fields decay exponen-
tially away from the origin; inside the photonic crystal
the fields oscillate while gradually decaying, although at
a lower rate than in the metal. This is characteristic of
photonic Tamm states.

IV. TOPOLOGICAL ASPECTS OF THE 1D

PHOTONIC CRYSTAL

Similarly to what occurs in one-dimensional solids, the
Bloch functions of the magnetic and electric fields of a
1D photonic crystal pick up a Berry phase when k sweeps
the Brillouin zone (BZ). If the system presents inversion
symmetry, this phase is quantized and it is known as
Zak’s phase, assuming the values of 0 or π [62] that can
be associated to two distinct topological phases. In a
periodic quantum mechanical system, the Zak’s phase,
γn, for an isolated band of index n can be expressed as
the integration of the Berry connection Γn,k in the BZ,

that is, γn =
∫ π/d

−π/d
Γn,kdk where

Γn,k = i

∫ d

0

dzu∗n,k(z)
∂un,k(z)

∂k
(23)

Figure 5. Representation of the surface state’s energy as a
function of f = a/(a + b) (black line). From top to bottom:
first two gaps (shaded regions) of the photonic crystal at the
edge of the Brillouin zone (similar images hold at the center of
the zone). The blue and red lines correspond to the different
band edges at k = π/(a + b) . When these lines touch each
other, the band gap closes. We notice that the Tamm states
(black lines) only appear inside the gaps. Furthermore, for
a given f , every gap contains a single surface state. These
graphs are computed using the same PC crystal parameters as
in Fig. II B and ǫm = −17+i0.5 (dielectric constant of Ag at 2
eV). In the inset of the top panel the imaginary part of d/λ is
depicted; note that ℑ(d/λ)/ℜ(d/λ) ≪ 1, that is, the effect of
dissipation in the metal has a minute effect in the spectrum
of the surface states. In the inset of the bottom panel we
depict the reflectance (blue curve) of a semi-infinite photonic
crystal terminated by a 34 nm Silver film superimposed on the
reflectance (red curve) a purely semi-infinite photonic crystal
without the metallic film. The presence of the Tamm state is
clearly seen in the former (the full dielectric function of Silver
was used).

and un,k(z) is the Bloch factor for band n. Zak’s phase γ
for a gap above band n is given by the sum γ =

∑n
1 γn.

One of the simplest examples of 1D systems where
one can explore the transition between the topological
phases and their physical consequences is the SSH-model
that describes electrons hopping in a one dimensional lat-
tice with staggered hopping amplitudes t1 (inter-cell) and
t2 (intra-cell). In momentum space, the Bloch Hamil-
tonian reads H = dx(k)σx + dy(k)σy, where dx(k) =
t2 + t1 cos(kd), dy(k) = t1 sin(kd), σx/y is the Pauli
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Figure 6. Representation of the real part of h(z) and f(z),
which following Eqs. (3) and (6) are proportional to H(z)
and E(z), respectively, for a representative Tamm state. This
plot is computed using d = a+ b = 400 nm, ǫa = 4 (dielectric
constant of HfO2), ǫb = 2.13 (dielectric constant of SiO2)
and ǫm = −17 + i0.5 (dielectric constant of Ag at 2 eV).
This state is obtained for a/(a + b) = 0.8 and has µd = 0.27
and d/λ = 1.05. In the metal region (z < 0) both h(z) and
f(z) decay exponentially, as expected (see shaded region).
Inside the photonic crystal (z > 0) both fields oscillate while
gradually decaying.

matrix x/y, and d is the length of the unit cell. For
t1 6= t2 the system presents a gap separating the two
bands. The topology of this gap can be characterized
by the Zak phase or, alternatively, by the winding num-

ber w = γ/π [51] that counts the number of times the
vector d(k) = (dx, dy) traces out a closed circle around
the origin on the dx − dy plane when Bloch momentum
k sweeps the Brillouin zone. The ratio t1/t2 defines the
topological character of the system.

Although it is tempting to look for a direct analogy be-
tween classical waves in periodic systems and 1D periodic
quantum systems, one should notice that the formulation
of Berry phase and Berry connection in classical waves
is somewhat different from the formulation in electronic
systems. It is important to establish this formulation be-
fore moving into the study of topology in classical waves.
A detailed derivation of the Berry phase for electromag-
netic waves, including the possibility of magneto-electric
coupling is described in Ref. [63]. Without magneto-
electric coupling, the Berry connection can be written
in terms of the Berry connection of electric and magnetic
fields as Γn,k = (ΓE

n,k+ΓH
n,k)/2 and each contribution (for

the 1D case we are considering in this paper) is given by:

ΓO
n,k =

∫ d

0
dzO∗

n,k(z)α(z)∂kOn,k(z)
∫ d

0
dzO∗

n,k(z)α(z)On,k(z)
, (24)

where ∗ represents complex conjugation, α(z) = ǫ(z)
is the (spatial dependent) permittivity for On,k(z) =

En,k(z), and α(z) = µ(z) is the (spatial dependent) per-
meability for On,k(z) = Hn,k(z). The fields En,k(z) and
Hn,k(z) are the periodic parts of the Bloch wave functions
of the nth photonic band, with wave vector k, for the elec-
tric and magnetic fields, respectively. Without magneto-
electric coupling ΓE

n,k = ΓH
n,k and one can choose to use

either the electric or the magnetic field for the Berry
connection calculation. In our calculations, as µ(z) is
homogeneous in the PC, one can consider the magnetic
field for the Berry phase calculation.

For a one dimensional system with inversion symmetry,
like the SSH-model, the quantized Zak phase depends on
the choice of the inversion center in the unit cell, that
can also be understood as the way one defines the unit
cell containing two different sites. The dependence of the
Zak phase on the specific choice of the inversion center
seems to lead to an ambiguity in the topological aspect of
this model. However, one must recall the bulk-edge cor-
respondence in topological systems. In connection with
bulk properties of this model, there are edge states for
w = 1. Although there are two possible ways of obtain-
ing w = 1 for the SSH model that depend on the choice
of the inversion center, there are also two different ways
of cutting the chain. If the chain is cut at the boundary
of the unit cell, for example, then for t2/t1 < 1 we have
w = 1 and the finite SSH chain presents localized edge
states. However, the unit cell could be cut in d/2, which
is equivalent to redefining the unit cell with a shift of d/2.
In this case, the intercell t2 hopping becomes the intra-
cell one and vice versa. Therefore, the system presents
w = 1 and localized edge states for t2/t1 > 1.

In the case of a continuum system such as a photonic
crystal, it is possible to produce an edge in an arbitrary
part of the unit cell. If one wants to discuss the topol-
ogy and calculate the Berry phase of the corresponding
bulk system, it is necessary to redefine the origin of the
unit cell in the location of the cut, similarly to what is
done in the SSH model for different types of edges. To
exemplify this point, let us consider the semi-infinite PC
of Fig. 4: the boundary with the metal is not located
at any of the inversion points (one of those signaled by
a vertical dashed line) of the bulk crystal and the crys-
tal’s unit cell does not present inversion symmetry. In
this case, the possible Berry phases when sweeping the
BZ are not quantized [62]. However, it is still possible
to obtain the Berry phases for arbitrary definitions of
the unit cell in terms of the Zak phases for the inversion
symmetric unit cells. The non-quantized Berry phases
still dictate the topological properties of the system and
the existence of edge states in the interface of the PC
with other materials. To calculate the Berry phase for
the arbitrary unit cell, we first notice that the origin of
the unit cell is at distance a/2 from the closest inversion
center (dashed line in Fig. 4). Let us consider an inver-
sion symmetric unit cell and perform a translation by a
distance a/2: z′ = z − a/2. The Bloch functions have to
be redefined as u′k(z

′) = uk(z − a/2)e−ika/2. If the new
Bloch factors are used in the calculation of the Berry
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connection of Eq. (24), one gets Γ′
n,k = Γn,k + a/2. Af-

ter integrating the new Berry connection in the BZ, the
Berry phase for an arbitrary definition of the unit cell is
given by [64] (G the smallest reciprocal lattice vector):
γ′n = γn + Ga/2 = γn + πa/d. This gives two non-
quantized Berry phases γ+ = πa/d and γ− = π + πa/d
that are related to each other by a π phase difference:
γ− = γ+ + π. Although the difference between the two
phases is fixed, their sum varies continuously when vary-
ing the ratio a/d, giving rise to a rich phenomenology in
multi-band systems.

In particular, for a metal-PC interface, the existence
of edge states is determined by the sum in the reflec-
tion phases of the metal (φm) embedded in a medium of
dielectric function ǫa and the PC (φPC); the condition
for the existence of an edge state reads: φm + φPC =
0 [56, 65]. However, φPC is directly related to the Berry
phase of the bulk photonic crystal and consequently it is
a function of a/d. This variation gives rise to one edge
state per individual gap in Fig. 5.

V. MAPPING TO THE SSH-MODEL AND THE

DIRAC-LIKE HAMILTONIAN

In Sec. III we studied a semi-infinite photonic crys-
tal connected to a semi-infinite metal slab. In that con-
figuration we observed the existence of a single Tamm
state in each gap, when ǫa > ǫb, and the absence of
that state in the opposite regime. Here we make the
connection of those results to the SSH-model. We show
below that an exact mapping exists between the solu-
tions of Maxwell’s equations of the 1D photonic crystal
and the SSH tight-binding model. Once this mapping is
established, we show that a Dirac-like Hamiltonian can
be written around the band edge thus allowing the con-
nection between the results of Sec. III and topology.
Following the procedure described in detail in Appendix
C we can show that the solutions of Maxwell’s equations
obey, in real space, to the following set of two equations
(this result is exact):

−Aφn + Cψn −Bφn+1 = 0, (25)

−Aψn + Cφn −Bψn−1 = 0. (26)

which we instantly recognize as a set of tight-binding
equations identical to those of the SSH-model [51], and
where the different parameters, A, B, and C entering
tight-binding equations are defined as in Eqs. (C16)-
(C20). Clearly, the parameter A is an intra-unit-cell hop-
ping and B is an inter-unit-cell one. The parameter C
represents an onsite energy. We should remark, however,
that contrary the usual tight-binding parameters in the
SSH-model, the parameters A, B, and C are energy de-
pendent. This is essential for obtaining the spectrum con-
dition (12) from the diagonalization of the tight-binding
equations. However, since the topological nature of the

system is determined by the opening and closing of the
gap (leading to band inversion) we can focus our atten-
tion in a single gap at the time. Therefore we can expand
the tight-binding parameters around the energy at which
the gap closes, near q = π/d (the same arguments apply
when the gap closes at q = 0). To be specific, we choose
the regime where all gaps close, that is when f → 1
(b/a ≪ 1), as shown in Fig. 3. Let us focus our atten-
tion in the first gap. It closes at a frequency given by
ωc = cπ/(

√
ǫad) when ǫa = ǫb. We can therefore expand

the tight-binding parameters around this frequency. This
leads to energy-independent hopping parameters A and
B in the form

A ≈ 1√
ǫa sin(aπ/d)

, (27)

B ≈ 1√
ǫb sin(bπ

√
ǫb/(d

√
ǫa))

, (28)

and with the onsite energy expanded as

C ≈ C0 + C1(ω − ωc), (29)

with

C0 =
1√
ǫa

cot(aπ/d) +
1√
ǫb

cot(bπ
√
ǫb/(d

√
ǫa)), (30)

and

C1 =
b+ a+ a cot2(aπ/d) + b cot2(bπ

√
ǫb/(d

√
ǫa))

c
.

(31)
With these relations we arrive at a tight-binding eigen-
value problem of the form:

Aφn − C0ψn +Bφn+1 = C1ψn(ω − ωc), (32)

Aψn − C0φn +Bψn−1 = C1φn(ω − ωc), (33)

which maintains its original SSH-model form, but now
with energy-independent parameters. Introducing ψn =
ψ0e

iqdn and ϕn = ϕ0e
iqdn we obtain:

(

−C0 − C1(ω − ωc) A+Beiqd

A+Be−ikd −C0 − C1(ω − ωc)

)(

ψ0

φ0

)

= 0.

(34)
For having non-trivial solutions for the energy bands
the determinant of the previous matrix must be
zero, which leads to the following two-band spec-
trum: ω = ωc − C0/C1 ± g(k)/C1, where g(k) =
√

A2 +B2 + 2AB cos(qd). This expression for the bands
holds near k = π/d. Considering the eigenvalue problem
defined by Eq. (34), we notice that a Dirac-like Hamil-
tonian can be introduced in the form:

H = −C01+ dx(q)σx + dy(q)σy,

= −C01+ σ · d(q) (35)

with d = (dx,dy, 0), and dx(q) = A+ B cos(qd), dy(q) =
−B sin(qd), and σ = (σx, σy) with σx/y the x/y Pauli-
matrix. This Hamiltonian is valid near the band gap
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at q ≈ π/d and for b ≪ a, and satisfies the eigenvalue
equation H(ψ0, φ0)

T = C1(ω − ωc)(ψ0, φ0)
T , where T

stands for the transposition operation. Equation (35)
is one of the important results of this paper and allows
for the discussion to the topological nature of the end
states found in Sec. III. Indeed, it can be shown that the
winding number (a topological invariant) is given by [51]

w =
1

2π

∫ π/d

−π/d

dq

(

d̂(q)× dd̂(q)

dq

)

z

, (36)

where d̂(q) = d/|d|. It is not difficult to show by direct
integration that w = 1 when the system hosts Tamm
states and w = 0 when it does not. Therefore, the Tamm
states we have found in Sec. III are indeed of topological
nature. The finiteness of the winding number is best seen
in a parametric plot of the vector d(q). The system is
topological when the parametric curve encloses the ori-
gin and is trivial when it does not. We represent this
behavior in Fig. 7 for one example of a topologically
non-trivial and a topologically trivial cases. The tran-
sition from the topological phase to the trivial phase is
controlled, for d and a fixed, by the relative values of the
dielectric constants ǫa and ǫb. Indeed, if ǫa > ǫb the sys-
tem is topologically non-trivial, whereas in the opposite
regime the system is topologically trivial; this transition
is depicted graphically in the right panel of Fig. 7, as a
kind of phase diagram.

Figure 7. Left panel: Parametric plot of the vector d illustrat-
ing the topologically non-trivial (ǫa > ǫb) and topologically
trivial (ǫa < ǫb) cases. In the first case the closed curve in-
cludes the origin, whereas in the second case it does not. Right
panel: phase diagram of the photonic SSH-model. The hori-
zontal axis represents the regime we are considering, b/a ≪ 1,
and the vertical scale shows the increase of ǫa compared to a
fixed value of ǫb. When ǫa > ǫb the winding number w jumps
from 0 to 1. We note that the same conclusions hold even if
we use the full frequency dependence of the hopping param-
eters except for the shape of the curves that are no longer
circumferences.

VI. CONCLUSIONS

With this work we studied two distinct photonic sys-
tems: (i) an infinite photonic crystal and (ii) a semi-

infinite PC connected to a semi-infinite metal. For the
system (i) we used the transfer matrix method to obtain
a transcendental equation that defines the photonic spec-
trum. Then, with a careful choice of approximations, we
obtained analytical expressions for the photonic bands,
ω(k), and the band gaps, two results not known in the
literature two our best knowledge. The analytical results
proved to be in excellent agreement with the exact ones
obtained numerically, even for large dielectric contrast.

Afterwards, the problem (ii) was tackled with the ob-
jective of finding the photonic Tamm states. Imposing
boundary conditions for the electric and magnetic fields
at the PC surface and combining them with the tran-
scendental equation previously obtained for the case (i),
we derived a system of equations whose solution gives
the spectrum of the Tamm states. Plotting the frequen-
cies of these states versus f = a/(a + b), we found that
every band gap contained exactly one Tamm state when
ǫa > ǫb and none in the opposite case. Had we defined
a unit cell with inversion symmetry and cut the crystal
at a/2 (inversion center), the contact with metal should
generate no Tamm states. A simple reasoning for this
can be given based on the method of images suitable for
a perfect metal, which implies that the semi-infinite crys-
tal reflected with respect to the metal surface, together
with the real semi-infinite crystal would form an infinite
periodic system without any defect at z = 0 [57].

Further analysis of Maxwell equations’ solutions al-
lowed us to introduce a tight-binding-type Hamiltonian
that is a variant of the SSH model and to analyze it from
the topology point of view. It is probably the central
result of this work. From the SSH model, a Dirac-like
Hamiltonian representation of the bulk states near the
band edge, where the band gap closes, was introduced.
With this representation at hand, the winding number
was computed and two topologically different situations
have been distinguished: (1) a topologically non-trivial
phase for ǫa > ǫb, and (2) a topologically trivial one in
the opposite case. Although we have cast the analysis of
the topological nature of the Tamm states in terms of the
winding number, we could also have analyzed the prob-
lem in terms of the Zak phase [62, 66–68] of the bands,
which can be accessed via reflection measurements [69].
Indeed, we can compute the Zak phase for the first two
bands and find γ1 = 0 and γ2 = π when ǫa > ǫb and
b/a ≪ 1, and γ1 = γ2 = π when ǫa < ǫb and b/a ≪ 1
if choosing a mirror symmetric unit cell (see discussion
in Sec. IV). These results mean that in the first case
the gap has a topological nature, whereas in the second
regime it is a topologically trivial gap (same Zak phase
in both bands).

We did not include the effect of dissipation in the pho-
tonic crystal (although we did that for the metal) for two
reasons. Firstly, the materials we are using in the model,
HfO2 and SiO2, have negligible dissipation in the visible
spectral range. Secondly, the main effect of taking it into
account would be adding a small imaginary part to either
wavevector or frequency but no significant changes in the
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spectrum should be expected as long as ℜǫa/b ≫ ℑǫa/b
(see, however, Ref. [70] for a detailed study of the role of
dissipation in photonic systems). The effect of damping
in the metal (imaginary part of the dielectric function of
Silver) is best seen in the reflectance of the finite metal
film on top of the semi-infinite photonic crystal (results
shown in the inset of Fig. 5). The damping makes the
Tamm state clearly visible as a dip in the reflectance
spectrum. One possible way to overcome damping is to
use a PT −symmetric system where the losses are com-
pensated by the gain [71].

Finally, we have not studied the case of a finite trans-
verse momentum. This would make de Tamm states dis-
persive along the transverse direction, with some "effec-
tive mass" [53? ]. Its detailed analysis will be the focus
of a forthcoming publication.
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Appendix A: Derivation of the transfer matrix

Within a slab of constant ǫi we have the following re-
lation for the fields and the expansion coefficients ci1 and
ci2:

[

h(z +∆z)
f(z +∆z)

]

=

[

cos[αi(z +∆z)] sin[αi(z +∆z)]
− 1√

ǫi
sin[αi(z +∆z)] 1√

ǫi
cos[αi(z +∆z)]

] [

ci1
ci2

]

(A1)

and
[

h(z)
f(z)

]

=

[

cos(αiz) sin(αiz)
− 1√

ǫi
sin(αiz)

1√
ǫi
cos(αiz)

] [

ci1
ci2

]

(A2)

From the previous two equations we can eliminate the
vector composed of the coefficients ci1 and ci2. Inverting
the last equation follows
[

ci1
ci2

]

=

[

cos(αiz) −√
ǫi sin(αiz)

sin(αiz)
√
ǫi cos(αiz)

] [

h(z)
f(z)

]

, (A3)

which leads to
[

h(z +∆z)
f(z +∆z)

]

=

[

cos(αi∆z)
√
ǫi sin(αi∆z)

− 1√
ǫi
sin(αi∆z) cos(αi∆z)

] [

h(z)
f(z)

]

,

(A4)
which can be written as

[

h(z +∆z)
f(z +∆z)

]

= Ti(∆z)

[

h(z)
f(z)

]

, (A5)

where Ti(∆z) is the transfer matrix within the region
of constant ǫi. If we now want to connect two regions
of different ǫi, where the one to the left is ǫa and the
subsequent one is ǫb, we must have

[

h(a+ b)
f(a+ b)

]

= Tb(b)Ta(a)

[

h(0)
f(0)

]

. (A6)

The product Tb(b)Ta(a) defines the transfer matrix across
the unit cell.

Appendix B: Transfer matrix elements

In this Appendix we briefly present the expressions for
the different entries of the transfer matrix given in Eq.
(17):

t11 = cos(kaa) cos(kbb)−
√

ǫb
ǫa

sin(kaa) sin(kbb), (B1)

t12 =
√
ǫa sin(kaa) cos(kbb) +

√
ǫb cos(kaa) sin(kbb),

(B2)

t21 = − 1√
ǫa

sin(kaa) cos(kbb)−
1√
ǫb

cos(kaa) sin(kbb),

(B3)

t22 = cos(kaa) cos(kbb)−
√

ǫa
ǫb

sin(kaa) sin(kbb). (B4)

Appendix C: Derivation of the tight-binding

electromagnetic model

Here we give the details of the derivation of the tight-
binding electromagnetic model, showing the existence of
an exact mapping between the solutions of Maxwell’s
equations and the SSH model. To do so, we recall the
definition of the electric and magnetic fields presented in
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the main text:

H(z) = H0

√
dh(z)ûy, (C1)

with

hi(z) = ci1 cos(kiz) + ci2 sin(kiz), (C2)

where ki =
√
ǫiω/c; and:

E(z) =
i

ωǫ0ǫi
∇×H(z), (C3)

which written explicitly reads:

E(z) = − iH0

√
d

cǫ0
f(z)ûx, (C4)

with

f(z) =
c

ωǫi

dh(z)

dz
=

1√
ǫi
[−ci1 sin(kiz) + ci2 cos(kiz)].

(C5)
Our goal is to obtain h(z) and f(z) from their values

at the interfaces between dielectric slabs. To this end, we
use the transfer matrix presented in Eq. (9) to write:

(

ha(nd+ a)
fa(nd+ a)

)

= Ta(a)

(

ha(nd)
fa(nd)

)

, (C6)

which gives us h and f on the interface between slabs a
and b of the n−th unit cell from their values at the origin
of the n−th unit cell; and:

(

ha(z)
fa(z)

)

= Ta(z − nd)

(

ha(nd)
fa(nd)

)

, (C7)

which relates the fields at z with their values at the origin
of the n−th unit cell. From these two equations one
obtains the following expressions for ha(z) and fa(z):

ha(z) = ha(nd)
sin(ka(a+ nd− z))

sin(kaa)

− ha(nd+ a)
sin(ka(dn− z))

sin(kaa)
, (C8)

and

fa(z) = −ha(nd)
cos(ka(a+ nd− z))√

ǫa sin(kaa)

+ ha(nd+ a)
cos(ka(nd− z))√

ǫa sin(kaa)
. (C9)

Following an analogous procedure for the other dielectric
slab, we write:

(

hb(d(n+ 1))
fb(d(n+ 1))

)

= Tb(b)

(

hb(nd+ a)
fb(nd+ a)

)

, (C10)

(

hb(z)
fb(z)

)

= Tb(z − nd− a)

(

hb(nd+ a)
fb(nd+ a)

)

. (C11)

Once again, this allows us to obtain expressions for hb(z)
and fb(z) from their values at the interfaces:

hb(z) = hb(nd+ a)
sin((d(n+ 1)− z)kb)

sin(kbb)

− hb(d(n+ 1))
sin(kb(nd+ a− z))

sin(kbb)
, (C12)

and

fb(z) = −hb(nd+ a)
cos(kb(d(n+ 1)− z))√

ǫb sin(kbb)

+ hb(d(n+ 1))
cos(kb(nd+ a− z))√

ǫb sin(kbb)
. (C13)

We now impose the continuity of the electric and mag-
netic fields at z = nd+ a and at z = nd, from where we
obtain:

h(nd)√
ǫa sin(kaa)

+
h(d(n+ 1))√
ǫb sin(kbb)

=

= h(nd+ a)

(

cos(kaa)√
ǫa sin(kaa)

+
cos(kbb)√
ǫb sin(kbb)

)

, (C14)

h((n− 1)d+ a)√
ǫb sin(kbb)

+
h(nd+ a)√
ǫa sin(kaa)

=

= h(dn)

(

cos(kbb)√
ǫb sin(kbb)

+
cos(kaa)√
ǫa sin(kaa)

)

. (C15)

Note that the second equation involves both the (n− 1)
and the n−th unit cells. To simplify these expressions
we introduce the following quantities:

A =
1√

ǫa sin(kaa)
, (C16)

B =
1√

ǫb sin(kbb)
, (C17)

C = A cos(kaa) +B cos(kbb), (C18)

ψn = h(nd+ a), (C19)

φn = h(nd). (C20)

Using this new notation, Eqs. (C14) and (C15) become:

−Aφn + Cψn −Bφn+1 = 0, (C21)

−Aψn + Cφn −Bψn−1 = 0. (C22)

We now note that these equations are those defining the
SSH model in real space, i.e. a tight-binding approxima-
tion but with energy dependent hopping parameters A
and B, and onsite energy C.
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