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Abstract—Three-dimensional network-on-chip (3D NoC) has been proposed to solve the complex on-chip communication issues in

future 3Dmulticore systems. However, the thermal problems of 3D NoC aremore serious than 2DNoC due to chip stacking. To keep the

temperature below a certain thermal limit, the thermal emergent routers are usually throttled. Then, the topology of 3D NoC becomes a

Nonstationary Irregular Mesh (NSI-Mesh). To ensure the successful packet delivery in theNSI-Mesh, some routing algorithms had been

proposed in the previous works. However, the network still suffers from extremely traffic imbalance among lateral and vertical logic layer.

In this paper, we propose a Topology Aware Adaptive Routing (TAAR) to balance the traffic load for NSI-Mesh in 3D NoC. TAAR has

three routingmodes, which can be dynamically adjusted based on the topology status of the routing path. In addition to increasing routing

flexibility, the TAAR also increases both vertical and lateral path diversity to balance the traffic load. Compared with the related adaptive

routing methods, the experimental results show that the proposed TAAR can reduce 19 to 295 percent traffic loads in the bottom logic

layer and improve around 7.7 to 380 percent network throughput. According to our proposed VLSI architecture, the TAAR only needs

less than 24.8 percent hardware overhead compared with the previous works.

Index Terms—Network-on-chip, 3D IC, 3D NoC, transport layer assisted routing

Ç

1 INTRODUCTION

AS the complexity of system-on-chip (SoC) grows with
Moore’s law, the considerations of interconnection

complexity and wire delay become more crucial for chip
multiprocessor (CMP) systems. The network-on-chip (NoC)
has been proposed as a novel and feasible solution for
efficient interconnections [1], [2], [3]. Recently, the three-
dimensional integrated circuit (3D IC) technologies are
promising to reduce the interconnect delays by die stacking
[4], [5]. Hence, the 3D NoC-based CMP is expected to
achieve higher performance with lower connection cost and
data transmission power consumption. However, the cool-
ing efficiency of interlayer is different due to die stacking.
Besides, the routers have been shown as the sources of
thermal hotspots due to the higher switching activity [7],
[8], which leads to severer heat problems in 3D NoC-based
CMP systems [9].

To keep the system temperature below a certain thermal
limit, runtime thermal management (RTM) is required.
The simplest RTM is to shut down whole network even if
there is only one thermal emergent node. However, the
performance impact of this kind of Global Throttling (GT)
scheme is very serious [6]. In [7], Shang et al. proposed a

distributive throttling (DT) scheme, ThermalHerd, to reg-
ulate the network temperature. Because ThermalHerd
distributively throttles the thermal emergent nodes, the
performance impact is smaller than GT. However, this kind
of DT scheme needs much longer cooling time because of
the long heat dissipation path in 3D NoC. By considering
both cooling speed and performance, Chao et al. proposed
a Thermal-Aware Vertical Throttling (TAVT) scheme in 3D
NoC [10], [17]. The control granularity of the TAVT is a
pillar, which consists of the nodes with the same XY
addresses. Based on the level of thermal emergency, TAVT
determines different throttling states (i.e., the number of
nodes in a throttling pillar), as shown in Fig. 1a. Because
the heat dissipation capability of the bottom logic layer is
good enough to avoid overheat, the bottom logic layer is
always set as a nonthrottling layer (i.e., the logic layer
contains no throttled node) [10], [17]. Due to the better
cooling capability and smaller performance impact than
DT, the TAVT is adopted as the RTM policy of this work.
However, the TAVT makes the network topology become
time-varying Nonstationary Irregular Mesh (NSI-Mesh) [11],
[17], as shown in Fig. 1b. The routers in the throttled tiles
cannot transmit any packet until the temperature becomes
thermal safety. The NSI-Mesh causes many packets being
blocked in the network for a long time and results in
serious performance degradation.

To ensure the successful packet delivery in NSI-Mesh,
many routing algorithms were proposed by using the
spatial information [10], [12], [13], which make the packets
detour the inactive nodes through the symmetric structure
provided by NoC. In [12], [13], the fault-tolerant (FT)
routings are applied to solve the routing problem in the
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NSI-Mesh. However, applying the FT routings directly may
result in unbalanced traffic in NSI-Mesh [14]. For 3D NoC,
the downward routing was proposed to pass through the
bottom layer to detour the throttled nodes, as shown in
Fig. 3a [10]. However, the downward routing leads to very
heavy traffic congestion in the bottom logic layer, as
demonstrated in Fig. 2a. To reduce the problem of traffic
congestion, some routing algorithms were proposed to
make the packets early detour the inactive nodes by using
the temporal information in advance. In [16], Lin et al.
proposed to use the buffer information and broadcast
throttling information, which records the location of the
throttled nodes, to early detour the throttled nodes. In [11]
and [17], Chao et al. proposed the Transport Layer
Assisted Routing (TLAR) scheme, which considers the
information in both transport layer and network layer to
deliver packets. It has better network throughput than the
previous works, as shown in Fig. 2b. However, the TLAR
still suffers from the heavy traffic congestion in the bottom
logic layer and extremely traffic imbalance between
vertical logic layers. The reason is that this routing
algorithm has less lateral and vertical path diversity, as
shown in Fig. 3b.

To solve the traffic imbalance in 3D NSI-Mesh and
increase the routing flexibility, the contributions of this
paper are summarized as follows:

1. A Topology Aware Adaptive Routing (TAAR) algo-
rithm. Because of the larger path diversity provided
by the proposed TAAR (see Fig. 3c), the traffic
becomes more balanced in the NSI-Mesh, as
illustrated in Fig. 2c. Compared with the previous
related works, the proposed TAAR can improve
around 7.7 to 380 percent network throughput. The
TAAR consists of the following two techniques:

a Intralayer routing. A novel cascaded routing,
which can dynamically adjust the routing mode
based on the network topology, is proposed to
detour the throttled nodes. By this way, the
packets can be properly routed at the same logic

layer, which reduces the traffic congestion in the
bottom logic layer. In addition, we propose a
queuing model to analyze the performance of
this cascaded routing.

b Interlayer routing. The TAAR adopts multiple
downward layer selections for vertical traffic
balance. Therefore, the downward routing path
is not restricted to the bottom logic layer. Based
on the lateral traffic load, a queuing analysis is
also proposed to derive a suitable downward
ratio assignment.

2. VLSI Architecture Design of TAAR. We propose a
corresponding architecture of TAAR. To reduce the
area overhead, we use the information alignment of
a specific region to reduce the table size. Compared
with the previous related works, the proposed TAAR
has 16.2 to 24.8 percent area overhead.

The rest of this paper is organized as follows: In Section 2,
we briefly review some related routing algorithms for 3D
NSI-Mesh. In Section 3, the proposed TAAR is introduced. In
Section 4, the experiments and comparisons are discussed.
In Section 5, we describe our proposed TAAR architecture
implementation and memory reduction techniques. Finally,
the conclusion is shown in Section 6.

2 BACKGROUND AND RELATED WORKS

The topology of the thermal-aware 3D NoC transforms
while some thermal emergent routers are throttled and
results in NSI-Mesh, which results in rapid performance
degradation. To solve the routing problem in NSI-Mesh, the
routing algorithms use spatial information [10], [12], [13] or
temporal information [11], [16], [17] to detour these inactive
nodes. The routing algorithms, which use spatial informa-
tion, make the packets detour the inactive nodes through the
symmetric structure provided by NoC. On the other hand,
the routing algorithms were proposed to make the packets
early detour the inactive nodes by using the temporal
information in advance. These approaches are reviewed in
Sections 2.1 and 2.2, respectively.

2.1 Routings for NSI-Mesh with Spatial Information

2.1.1 Thermal-Aware Downward Routing [10]

The bottom logic layer of a 3D NoC system is set as a
nonthrottling layer due to the highest thermal conductance
toward heat sink. In [10], Chao et al. applied downward
routing to deliver the packet through the bottom logic layer
while some routers are throttled in the upper logic layer.
However, this approach results in heavy traffic load in the
bottom logic layer (as shown in Fig. 2a), which results in
rapid network performance degradation.
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Fig. 1. (a) The throttling states of TAVT depends on the thermal
emergency [10], [17], and (b) TAVT results in NSI-Mesh [11], [17].

Fig. 2. The traffic distribution of (a) Downward routing, (b) TLAR, and
(c) the proposed TAAR.

Fig. 3. The routing path of (a) Downward routing, (b) TLAR, and (c) the
proposed TAAR.



2.1.2 Fault-Tolerant Routing [12], [13]

The fault-tolerant (FT) routings can be applied to solve the
routing problems in the throttled NoC systems, because the
faulty nodes are similar to the throttled nodes in the same
location. In [12], Wu proposed Extended XY routing
algorithm based on the XY routing and odd-even (OE) turn
model [18]. In [13], Chen and Chiu proposed a FT routing
for irregular mesh, Chen and Chiu’s. In [36], Flich and Duato
proposed a Logic-Based Distributed Routing (LBDR) to
detour the faulty block without routing table supporting.
However, the FT routing is not feasible to directly apply in
the thermal-aware 3D NoC systems due to the following
two problems:

1. Due to the major concern for FT routings, the traffic
loads on the boundaries of faulty blocks are heavy
and unbalanced [14].

2. Before packet delivery, the location of the faulty
blocks must be marked. However, to facilitate the FT
routing, the faulty blocks may contain some non-
faulty nodes, which leads to low-channel utilization
and significant performance impact.

2.1.3 Traffic-Load Balanced Cascaded Routing [20],

[21], [22]

Because of the larger lateral path diversity [20], [21], [22],
the cascaded routing algorithm may be applied to detour
the throttled nodes. However, the conventional cascaded
routing algorithms are not feasible to directly apply in
the thermal-aware 3D NoC systems due to the following
three problems:

1. These approaches were proposed to solve the
routing problem in a regular topology.

2. Deadlock cannot be avoided without virtual channel
(VC), which may result in significant area overhead
[31].

3. The identical routing mode in each routing phase
may restrict the routing path diversity.

2.2 Routings for NSI-Mesh with Temporal
Information

2.2.1 Traffic- and Thermal-Aware Routing (TTAR) [16]

In [16], Lin et al. proposed TTAR, which adopts OE turn
model [18] and one-dimensional Regional Congestion
Awareness (RCA) selection criterion [19]. The TTAR can
detour the throttled nodes and route properly at the same
logic layer based on the propagated throttling information.
However, the following two problems of TTAR cause the
heavy traffic congestion in the bottom logic layer:

1. The OE turn model restricts the routing paths, which
leads to heavy traffic load in the specific columns
[14].

2. The vertical path diversity is too small (i.e., only
downward route to the bottom logic layer). Hence,
the vertical traffic load becomes very unbalanced.

2.2.2 Transport Layer Assisted Routing [11], [17]

Chao et al. classified the unsuccessfully deliveries in NSI-
Mesh into four problems [11], [17]: 1) the source node is fully

throttled, 2) the destination node is fully throttled, 3) any

one of the router on the routing path is fully throttled, and

4) the channel on the routing path is fully blocked by other

long-term congested packets. For successful packet deliv-

ery, the authors proposed to use the information of both

transport layer and network layer to ensure there is at least

one routable path from source to destination. If the source

layer (i.e., the logic layer where the source node locates at) is

routable, TLAR will decode to use lateral routing first.

Otherwise, the downward routing is used instead. To

realize this scheme, the authors proposed three routing

algorithms:

. Downward Lateral Deterministic Routing (DLDR). It
uses XY routing as the lateral routing algorithm.

. Downward Lateral Adaptive Routing (DLAR). It uses
adaptive routing as the lateral routing algorithm.

. Downward Lateral Adaptive-Deterministic Routing
(DLADR). To increase the path diversity, the
adaptive routing and XY routing are combined for
lateral routing.

Although TLAR has better performance than previous

works, it still suffers from heavy traffic load from other

logic layers, as shown in Fig. 2b. To solve the problem of

traffic congestion around the throttled nodes [10], [12], [13]

and less path diversity [11], [16], [17], the TAAR is proposed

in this paper, which is introduced in Section 3.

3 PROPOSED TOPOLOGY-AWARE ADAPTIVE

ROUTING (TAAR)

To prevent the packet from being blocked in the throttled

node, the throttling information, which is stored in the

Topology Table (TT), is checked before sending the packet

to the network, as shown in Fig. 4. The throttling

information is updated during each change of topology.

To realize the scheme to update TT, the previous proposed

RTM framework is adopted [11], [17], as shown in Fig. 5.

In reconfiguration stage, based on the temperature sensing

results provided by the distributed thermal sensor, the TT

is updated by the propagating throttling information along

the X-, Y -, and Z-dimension sequentially. For a network

which operates at 1 GHz, and the total period of

temperature-traffic control is 10 ms, Chao et al. showed

that the total reconfiguration stage only needs less than 0.1

percent of the total period, which has negligible timing

overhead [11], [17]. By following the RTM framework in

Fig. 5, the Topology Aware Adaptive Routing is proposed

to balance the traffic of whole 3D NoC and introduced in

this section.
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Fig. 4. Operation flowchart of a transport layer and a network layer.



3.1 Lateral Cascaded Routing: Topology-Aware
Multiple Routing Adjustment (TAMRA)

3.1.1 Topology-Aware Multiple Routing Adjustment

For lateral path diversity, the TAMRA delivers the packets

to the destinations through cascaded routing. Because of the

channel dependency, the TAMRA may lead to deadlock, as

shown in Fig. 6a. The VCwas proposed to avoid deadlock in

[20], [21], [22]. Though the system performance is improved

by using VC, the large buffer requirement requires large

area cost [31]. In addition to VC, the restricted routing

function can perform deadlock avoidance with low area

cost, which is the major concern for hardware implementa-

tion. To consider the cost issue, the Store-and-Forward

(SAF) policy is adopted along with the wormhole flow

control, as shown in Fig. 6b. Because the violated turn is cut

by the SAF policy, the deadlock is avoided. To reduce the

latency overhead caused by SAF policy, the TAMRA adopts

two phases cascaded routing (i.e., one intermediate node).

By following the transport layer assistance (as shown in

Fig. 4), the rerouted packets (i.e., the packet arrive at its

destination through cascaded routing) are temporally stored

in network interface (NI).
The switching contention is happened, if there are two

more packets request the same output direction. For the
rerouted packets, the switching contention results in extra
latency overhead, as shown in Fig. 7. In the worst case, if
each router can transmit one flit per cycle with fair
arbitration, the extra latency overhead of the rerouted
packet is the same as ðthe biggest packet sizeÞ � 3 cycles
while the rerouted packet is the last one to get the grant.
Compared with the blocking time (i.e., at least 107 cycles),
which the packets stick at the throttled node, the latency
overhead of the SAF policy is negligible.

To increase the lateral path diversity, the adaptive
routing is a practical way. However, the computational
complexity of checking all adaptive routing paths in NSI-
Mesh is very large. For a minimal adaptive routing with V

and H diversity in x- and y-direction, respectively, there are
ðVþHÞ!
V !H!

possible paths should be checked, and the computa-

tional complexity is Oð4NÞ. To reduce the computational

complexity, we only check the throttled nodes in the

minimal-path region. For the minimal-path region contain-

ing one or more throttled nodes, the packets may be

blocked, and the routing region is set as nonguaranteed

adaptive routing region. In this case, the XY routing path

will be checked to increase the routable path through lateral

routing, which reduces the computational complexity to

O(N). If there is no routable lateral routing path, the

downward routing will be considered instead. Therefore, in

this work, the TAMRA can select three routing modes: west-

first adaptive routing, XY routing, and downward routing.

As the proof in [17], this kind of hybrid lateral routing

algorithm is deadlock-free.
Based on the topology information, the proposed TAMRA

can dynamically adjust the applied routing mode of each

packet, which can significantly increase the lateral path

diversity. Fig. 8 is an example of TAMRA in the source layer.

Because the lateralpathdiversityofTLAR is not enough, there

are many node cannot be achieved without downward

routing, as shown in Fig. 8a. If we set the adaptive routing

region of TLAR as the first routing phase region of TAMRA

(i.e., the light gray area in Fig. 8b), there aremore nodes canbe

achieved through cascaded routing. The flowchart of

TAMRA is shown in Fig. 9a, and Fig. 9b is an example. In

the first routing phase, the adaptive routing is adopted to

deliver the rerouted packet from source node S to the

predecided intermediate node M. The routing mode of the

packet will be adjusted depends on the topology situation of

the second routing phase at node M. The updated routing

mode (i.e., XY routing in this case) will be adopted in the

second routing phase until reaching the destination nodeD.
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Fig. 5. The framework of the adopted RTM [11], [17].

Fig. 6. (a) Deadlock is occurred without store-and-forward policy, and
(b) Deadlock is prevented with store-and-forward policy.

Fig. 7. (a) Packet B is waiting for Packet A, (b) Packet A is prepared to

retransmitted, and (c) Packet B start to enter the temporal storage.

Fig. 8. (a) Reachable destinations in TLAR, and (b) Reachable

destinations in the proposed TAMRA.

Fig. 9. (a) Operation flow of TAMRA, and (b) An example.



3.1.2 Decision of Intermediate Node and Routing Mode

In addition to the TT updating, the checking of routing

mode and selection of intermediate node can be done

during the reconfiguration stage of RTM [17]. The routing

mode and the intermediate node can be decided based on

the updated information in TT. The decision of routing

mode and intermediate node will be stored in routing

mode memory (RMM) and intermediate node memory

(INM), respectively.
Based on the dependency of routability illustrated in

Fig. 10a, the three routing modes provided by TAAR can

be decided by using the incremental checking flow as the

sequence number shown in Fig. 10b. If the packet can

be directly routed without cascaded routing, the intermedi-

ate node will be equal to the destination, which reduces the

unnecessary cascaded routing. If the destination is lateral

nonroutable through adaptive or XY routing, cascaded

routing or downward routing will be considered.
For those cascaded routable nodes, the selection of

intermediate node is the critical issue. We use Fig. 9b to

illustrate an example. If the intermediate node is (0, 4), the

packet will reach the destination through downward

routing. However, the destination is routable though

cascaded adaptive-XY routing while the intermediate node

is (1, 2). It is difficult to find an optimal intermediate node.

If Xd and Yd are the distances between source and

destination in x-direction and y-direction, respectively; V

and H are the distances between source and intermediate

node in x-direction and y-direction, respectively, there are

X

Xd�2

V¼1

X

Yd�2

H¼1

ðV þHÞ!

V !H!
�
½ðXd � V Þ þ ðYd �HÞ�!

ðXd � V Þ!ðYd �HÞ!
ð1Þ

possible paths to be checked by minimal adaptive routing.
If the lateral mesh size is N �N , the total computational
complexity is Oð2N

2

Þ, which results in high computational
complexity. Considering the computational complexity and
lateral path diversity maximization, we only check the
maximum minimal-path region with no throttled node to
find the intermediate node through incremental checking,
as shown in Fig. 10b. Therefore, the computational
complexity is reduced to O(N). Fig. 11a shows the decision
flow of intermediate node, and Fig. 11b is an example.
Based on the rules of Fig. 10a, the destination node DD is a
cascaded routable node, and the two neighbors of node DD
(i.e., node cc and dd) are both cascaded routable nodes.
Besides, the intermediate nodes of node cc and dd are MMc and
MMd, respectively. The minimal-path region betweenMc and
S is defined as RðMc; SÞ. In this case, RðMc; SÞ is equal to 12
(i.e., ðjXMc

�XSj þ 1Þ � ðjYMc
� YSj þ 1Þ ¼ 12). On the other

hand, the minimal-path region between MMd and S is 10. The
intermediate node of node DD is referred as MMc to maximize
the lateral path diversity (i.e., RðMc; SÞ > RðMd; SÞ).

3.1.3 Performance Analysis of Different Interconnection

between Router and NI

The propagation delay is the critical issue. For the input
interconnection of each NI, we use two dedicate input
channels to prevent the normal packets (i.e., the packet can
arrive at its destination without cascaded routing) and
rerouted packets from being blocked by each other, as
shown in Fig. 12. For the output interconnection of each NI,
through the M/M/1 queuing analysis, it is obvious to
show that the performance with two dedicated output
channels is better. The involved notations of analysis are
shown in Table 1.

In Fig. 12, the local queue is used to store the local

generated packet temporally, and the temporal queue is

used to store and forward those rerouted packets. For each

output queue of NI of option 1 (i.e., Fig. 12a), the effective

service rate is �eff1=2, if there is no starvation. Because of
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Fig. 10. (a) Dependency of routability checking of TAAR, and (b) An
example of routing mode checking in TAAR.

Fig. 11. (a) The operation flow of intermediate node decision, and (b) An
example of the proposed intermediate node.

Fig. 12. (a) The two queues in NI share the same output channel to

router, and (b) The two queues own dedicated output channels.

TABLE 1
The Parameter Notation



the switching contention, the range of �eff1 can be obtained.

By Little’s formula, the average waiting time of option 1 is

Wop1 ¼
2

�eff1 � 2�
; where �=6 � �eff1 � �: ð2Þ

With similar analysis, the average waiting time of each

output queue of NI in option 2 (i.e., Fig. 12b) is

Wop2 ¼
1

�eff2 � �
; where �=7 � �eff2 � �: ð3Þ

With (2) and (3), it is obvious to find the range of average

waiting time of option 1 and option 2:

2

�=6� 2�
� Wop1 �

2

�� 2�
ð4Þ

and

1

�=7� �
� Wop2 �

1

�� �
: ð5Þ

By (4) and (5), the interconnection method between NI and

router will be design based on option 2 due to the

minimization of average waiting time in worst case.

3.2 Vertical Routing: Vertical Traffic Balancing
Routing (VTBR)

To solve the problem of small vertical path diversity (i.e.,

Fig. 13a) and balance the vertical traffic, the TAAR adopt the

Vertical Traffic Balancing Routing as the vertical routing,

which will be introduced in this section. The VTBR can

permit the downward packet pass through any nonthrot-

tling layer to the destination, as shown in Fig. 13b. Because

the downward routing path is not restricted to the bottom

logic layer, the vertical traffic becomes more balanced.

3.2.1 Selection of Multiple Downwarding Layers

To find the feasible downward ratio of each nonthrottling

layer, an M/M/1 queuing analysis is proposed. We use

Fig. 14a as an example and derive the downward ratio.

While a 3D NoC system has two throttled nodes at L0 and

L1, the probability of downward routes through the L2 and

L3 from L0 are �L2 and �L3, respectively. The �L3 is equal to

1� �L2. The corresponding effective queuing model is

shown in Fig. 14b. To generalization, the average lateral

arrival rates of the two nonthrottling layers are assumed as

�L2 and �L3, which are different in "2 (i.e., "2 ¼ �L2 � �L3).

The effective finite queuing lengths of L2 and L3 are the

same as L. By Little’s formula, the average waiting time of

L2 and L3 are

WL2 ¼
L

�L2 þ �L2 � �down

¼
L

�L3 þ �down þ ð�L2 � 1Þ � �down þ "2

ð6Þ

and

WL3 ¼
L

�L3 þ ð1� �L2Þ � �down

¼
L

�L3 þ �down � �L2 � �down
;

ð7Þ

where �down is the arrival rate of the downward packets. By

Poisson Arrival See Time Averages (PASTA) property, the

average waiting time means the total processing time for

the total amount of data L in the current queue, if the

coming packet is the last one for this queuing system.

Therefore, the total processing time T to handle all data in

L2 and L3 is the larger one between WL2 and WL3.

Obviously, T is smallest when WL2 and WL3 are identical.

Therefore, the feasible downward ratio of L2 and L3 are

�L2 ¼
�"2 þ �down

2�down
and �L3 ¼

"2 þ �down

2�down
: ð8Þ

With the similar derivation, for a four chip stacking 3D

NoC, the downward ratio of each logic layer for every

throttling state of TAVT [10], [17], which are the throttled

state 0, 1, 2, and 3 in Fig. 1a, are shown in Table 2. The �L1,

�L2, and �L3 are the downward ratio for L1, L2, and L3 for

each throttling state of TAVT [10], [17]. The "1 is the amount

of difference between �L1 and �L3. Because there is no

throttled node in Throttle 0 state, the downward ratio of

each logic layer is zero. On the other hand, the downward

ratio of L3 is one in Throttle 3, because L3 is the only one

nonthrottling layer.
To simplify the problem in this paper, we assume that

the network is homogeneous, the effective service rate of

each router is the same as �, and the average arrival rates

(i.e., �Ln; n ¼ f1; 2; 3g) of each logic layer are equal to �. We

can obtain the following Lemma.
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Fig. 13. (a) Conventional downward routing, (b) Multidownward routing,
and (c) Lateral-downward turn relaxation.

Fig. 14. (a) Downward layer selection with a ratio, �, and (b) Effective
queuing system of the two downward layers.

TABLE 2
The Feasible Downward Ratio of Each Throttling State of TAVT



Lemma 1. If the packet arrival is a Poisson distribution and the
network is homogeneous, the uniform random downward layer
selection can obtain the maximum throughput.

The proof, which uses Throttle 2 as an example, is shown
as follows, and the same result will be obtained in Throttle 1
state. Because the network is homogeneous, the "2 of (6) and
(7) is zero. Therefore, T is smallest (Topt), if �L2 is 0.5 by

Topt ¼
L

�þ 0:5�down

� max
L

�þ �L2 � �down
;

L

�þ ð1� �L2Þ � �down

� �

:

ð9Þ

In (10), if each L2 and L3 has total L data to process, the
throughput (�) is the maximum (�opt), when the downward
ratio of L2 and L3 are identical (i.e., �L2 ¼ 0:5):

�opt ¼
2L

Topt
�

2L

T
¼ �: ð10Þ

Therefore, in this paper, we use uniform random down-
ward layer selection policy to achieve high network
throughput and balanced interlayer traffic.

3.2.2 Relaxation in Lateral-Downward Turn

To further increase the path diversity in the source layer, we
release the lateral-downward turns (i.e., North-Down, East-
Down, South-Down, West-Down), as shown in Fig. 13c. As
the proof in [10], it is deadlock-free, if there is no upward
turn (i.e., Up-North, Up-East, Up-South, and Up-West) and
the lateral routing is deadlock-free.

To detour the throttled nodes, we use the topology
information in NI to prevent the packet from being blocked
in the throttled node. If the neighboring node, which is in
the routing path, is throttled, the packets must be delivered
by using multidownward routing. In contrast, if the
neighboring node is nonthrottled, the output direction will
be selected with the channel information on the output
sides. It can adopt any buffer level-based selection [23],
[24]. To realize the throttling aware selection, each router
use a 4-bit register, Neighbor Throttling Status (NTS), to
record the throttling state of its neighboring nodes of
lateral four directions (i.e., North, East, South, and West).
The NTS can be updated by using the information of the
TT in NI. The architecture of router and NI will be
introduced in Section 5.

4 EXPERIMENTAL RESULTS AND DISCUSSION

To evaluate the proposed TAAR, the synthetic traffic and
the data flow of Low-Density Parity-Check (LDPC) [34],
[35] are simulated through the traffic-thermal cosimulation
platform [9], which uses Noxim [26] and HotSpot [27] to
simulate the 3D NoC platform and the distributed thermal
sensor, respectively. For each router, the channel depth of
the buffer is four flits without VC for low cost issue [31].
The network size is an 8� 8� 4 3D NoC, and the packet
length is randomly from 2 to 10 flits. Because the SAF policy
and the wormhole flow control scheme are both adopted,
the depth of the temporal queue of Fig. 12 is the same as the
maximum packet size in the network (i.e., 10 flits in this
work) to prevent from deadlock. Through statistical traffic

load distribution (STLD) [14], we can compare the network
loading distribution.

4.1 Performance Evaluation in Synthetic Traffic
Pattern

To evaluate the performance by using the synthetic traffic
pattern, we use four throttling cases of TAVT: (Case 1) two
2� 2� 2 throttling regions, (Case 2) one 1� 1� 2 throttling
region, (Case 3) two 2� 2� 3 throttling regions, and
(Case 4) one 1� 1� 3 throttling region, which are shown
in Fig. 15. To demonstrate the general traffic behavior with
complex communications in NoC systems, we use three
popular synthetic traffic patterns: uniform, hotspot, and
transpose 2 [15], [16], [17], [18], [19].

Fig. 15a shows the STLD of Case 1 under uniform traffic
pattern, which uses the same packet injection rate that makes
average latency of downward routing twice the zero load
latency. Compared with the previous works [10], [11], [17],

the proposed TAAR can balance more vertical traffic. The
reason is that the proposed TAAR havemore path diversities
in source layer and multiple vertical downward layer
selection. Fig. 15e shows the distribution of the routingmode
decision. Because of the larger lateral path diversity provided
by the proposedTAAR, the total ratio of downward routing is
reduced to 6percent. The results ofCase 2 toCase4are similar
to Case 1, which are shown in Fig. 15.

The statistics of transferred flits are shown in Table 3.
In Case 1, compared with the previous works in uniform
traffic, the TAAR can reduce the traffic load in the
congestion bottom layer from 58 to 227 percent. The similar
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Fig. 15. (a)-(d) Statistical traffic load distribution of Cases 1 to 4 under
uniform traffic pattern, and (e)-(h) the distribution of each routing mode
of Cases 1 to 4.



results are also shown in Case 2 to Case 4. Because
the standard deviations of interlayer traffic load (I Stdv.)
are decreased by using the proposed TAAR scheme, the
proposed TAAR can achieve more balanced traffic in
the vertical direction. The results of STLD and statistics of
transferred flits are similar to uniform traffic pattern in
hotspot and transpose 2 traffic patterns.

The performance evaluation of proposed TAAR in the
uniform traffic, hotspot traffic, and transpose 2 traffic are
shown in Fig. 16. Compared with the previous works [10],
[11], [17], the system throughput improvement of the
proposed TAAR is shown in Table 4.

4.2 Case Study of Real Traffic Data

To evaluate the proposed TAAR in the real application, we
refer to the Low-Density Parity-Check and Fast Fourier
Transform (FFT). The LDPC and FFT are widely used in
most of the advanced wireless technologies.

In general, the LDPC decoding algorithm can be
represents as a parity H matrix or a bipartite graph, as
shown in Fig. 17. As the communication technology

development, it is necessary to have a flexible LDPC codes,
which results in difficulty in hardware realization. To
increase the efficiency of the hardware implementation of
the LDPC, an NoC-based wire connection was proposed to
realize the flexible LDPC decoder because of the character-
istics of regularity and scalability [34].

Similar to the methods in [34], [35], we evaluate the
proposed TAAR with the data flow of the (1,944, 972) LDPC
codes, which is defined in IEEE 802.11n [32], and the
(960, 480) LDPC codes, which is defined in IEEE 802.16e
[33]. In our simulation, the mapping of BNUs and CNUs
onto PEs is done by

Mapped node number ¼ ðBNU ðor CNUÞ numberÞ mod

ðTotal number of NoC nodesÞ:

ð11Þ
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Fig. 16. Performance evaluation of Cases 1 to 4 in (a)-(d) uniform traffic
pattern, (e)-(j) hotspot traffic, and (k)-(n) transpose 2 traffic.

TABLE 4
The Throughput Improvement of the TAAR Toward Each
Cases and the Previous Works in Different Traffic Patterns

Fig. 17. The representation of a (10, 5) LDPC code in (a) H matrix,
(b) Bipartite graph.

TABLE 3
Statistics of Passing Flits for 50,000 Cycles in Uniform Traffic

TABLE 5
The Mapping Results of a (10, 5) LDPC Code for a 3� 3 NoC



Table 5 shows an example of mapping results, which
map a (10, 5) LDPC code on a 3� 3 NoC platform. The
comparison of system throughput in a real data flow of
LDPC between the proposed TAAR and previous related
works [10], [11], [17] is shown in Table 6. Compared with
the previous works, the proposed TAAR can reduce the
average latency by around 70 to 95 percent and obtain
better throughput.

In addition to LDPC code, we refer to the FFT benchmark

in SPLASH-2 [37] to evaluate the proposed TAAR. By

following the proposed mapping algorithm in [38], the 64k-

points FFT of SPLASH-2 can be mapped to our 8� 8� 4 3D

NoC platform. Table 7 shows the comparison between the

previous works and the proposed TAAR. Obviously,

the proposed method still validates the effectiveness of

the system performance.

5 VLSI ARCHITECTURE DESIGN OF TAAR SCHEME

For a thermal-aware architecture design for multicore
system, embedded thermal sensor for each router is a
popular practical method [29], [30]. Therefore, the conven-
tional thermal-aware architecture designs of a 3D NoC
system only focus on the router architecture design, as
shown in Fig. 18a. However, the architectures cannot
support TAAR because the NI cannot provide the suitable
information of topology and the intermediate node. In this
section, a new architecture design of NI and router for
supporting the proposed TAAR is provided, as shown in
Fig. 18b.

5.1 Architecture Design of Network Interface

5.1.1 Transmitter and Receiver (Tx/Rx) Unit

Tx deals with the message from application layer and

packetizes the payloads to packets which will be injected to

network layer. In contrast, Rx receives packet from network

layer and sent to application layer. To prevent from

deadlock, the depth of temporal queue in Tx is set as the

maximal packet size in the network.

5.1.2 Topology Table

For each router, the throttling information for each

destination is store in TT and updated by CLwhile topology

changing. Directly implement TT for an a� b� c 3D NoC

needs abc bits to store the throttling information for each

node, as shown in Fig. 19a. Hence, table reduction is needed

to reduce the overhead. However, the throttling status of

each node in the same horizontal layer should be known to

maximize the lateral routable paths. Therefore, we propose

a method to reduce the table size of TT based on the two

characteristics of TAVT [10]: 1) if a router is throttled, all the

routers above it are throttled; 2) if a router is not throttled,

all the routers below it are not throttled. By this way, we can

only store which layer is the top of the nonthrottling

routers, as shown in Fig. 19b. Fig. 19c shows an example.

Because there are four logic layers, each table entry needs

only 2 bits to store the top of the nonthrottling routers.

In general, the number of bits can be reduced from abc bits

to abdlog2ce bits. For an N �N �N 3D NoC system, we

reduce the total complexity of the table scalability from

OðN3Þ to OðN2log2NÞ.

5.1.3 Routing Mode Memory

RMM is required to reduce the timing overhead of checking

routing mode for each packet. The routing mode for each

destination is stored in RMM and updated by CL while

topology changing. Before packet injection, the correspond-

ing routing mode is queried from RMM.
Directly using TAAR for an a� b� c 3D NoC, we

should need 2abc bits to record the applied routing mode

for each destination. Because there is no upward turn in

TAAR, the size of RMM can be reduced through identical

information in vertical dimension (i.e., RMM can only store

the applied routing mode of each node in the source layer).

Therefore, RMM only needs 2ab bits to store the routing

mode of every destination. In general, for an N �N �N 3D

NoC system, we reduce the total complexity of the table

from OðN3Þ to OðN2Þ.
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Fig. 18. (a) The conventional architecture and (b) TAAR architecture.

Fig. 19. (a) Direct TT implementation, (b) The proposed TT implementa-
tion, and (c) An example of the TT reduction.

TABLE 6
The Comparison of the System Performance of LDPC Codes

TABLE 7
The Comparison of the Performance of FFT



5.1.4 Intermediate Node Memory (INM)

The intermediate node for each destination is store in INM.
For a rerouted packet, the corresponding intermediate node
is set by referring the INM. Directly implementing INM for
an a� b� c 3D NoC needs (abcðdlog2ae þ dlog2be þ dlog2ceÞ)
bits to record the location of intermediate node toward each
destination node, as shown in Fig. 20a. As shown in Fig. 11,
the intermediate node will be the same as the one of the two
neighboring nodes toward the source node. Therefore, we
can store the intermediate node of the neighboring node for
the destination in the same row.

Because of the characteristics of TAVT, we can only store
the intermediate node information in the same logic layer.
In addition to the vertical information alignment, the table
size of INM can be further reduced by using horizontal
information alignment. Therefore, INM only need
(2abðdlog2ae þ dlog2be þ dlog2ceÞ) bits to store the candidate
of intermediate node, as shown in Fig. 20b. In general, for an
N �N �N 3D NoC system, we reduce the total complexity
of the table scalability from OðN3Þ to OðN2Þ.

5.1.5 Control Logic (CL)

Fig. 21 shows the flowchart of CL. As mentioned in
Section 3, the network has two stages: 1) normal stage
and 2) reconfiguration stage. The CL has different functions
in the two stages, which are described as follows:

1. If the network enters the reconfiguration stage, the
topology will be changed based on the temperature
from the embedded thermal sensors. Therefore, the
TT will be updated by CL. Based on the informa-
tion of updated TT, the RMM and INM are
updated simultaneously.

2. If the network enters the normal stage, Tx will be
checked first. If the packet in Tx is a new generated
one, the routing mode and intermediate node will be
assigned. If the packet in Tx belongs to rerouted

packet, the new routing mode will be assigned
based on the topology information in TT. After
checking the Tx, the Rx will be checked whether any
rerouted packet is received. If the Rx receives any
rerouted packet, the CL will propagate it to the Tx
for further processing.

5.2 Architecture Design of Trimode Router

Based on the router design in [25], we propose a trimode 3D
NoC router architecture to support the TAAR, as shown in
Fig. 22a. The 3D router requires extra two physical channels
(U and D) for vertical connections. Besides, there are two
dedicated channels (L1 and L2) to the connection between
the NI and the router. Therefore, the size of crossbar
increases from 5� 5 to 8� 8. To support the three routing
modes of TAAR, the architecture of trimode routing
computation logic is shown in Fig. 22b.

5.3 VLSI Implementation and Analysis of Hardware
Overhead

We implement the NI and router which will be designed for
an 8� 8� 4 3D NoC. We assume each flit has 64 bits [5] that
contains 22-bit header and 42-bit payload. The header uses 2
bits to represent threedifferent flit types:head flit, body flit, or
tail flit. Besides, we use 1-bit to indicate the normal packet or
rerouted packet. Because this design will be used for an 8�
8� 4 3DNoC, 9 bits are used to indicate thedestination, and 2
bits are used to indicate the assigned downward layer.
Because the intermediate node is always located in the source
layer, we use 6 bits to represent the location of the
intermediate node. Finally, 2 bits are used to represent three
different routing modes. Based on UMC 90-nm technology,
the area overhead comparisonbetween thepreviousworks in
[10], [11], [17] and the proposed TAAR is shown in Table 8.
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Fig. 21. The operation flow of CL.

Fig. 22. The architecture of (a) The proposed 3D trimode router, and
(b) Trimode routing computation logic.

TABLE 8
Area Comparison of the TAAR and the Related Works

Unit: �m2

Fig. 20. (a) Direct INM implementation, and (b) The proposed INM
implementation can reduce the table size.



Because there are two dedicated input/output channels

in NI, the hardware cost of Tx/Rx of TAAR is bigger than

the previous works. The hardware cost of router of TAAR is

bigger than the previous works, because the CS, SA, and SD

are more complex than the previous works. Besides, there is

one NTS to record the throttling status of the four lateral

neighboring nodes, which leads to extra hardware over-

head. Because there are three routing modes in DLADR and

the proposed TAAR, the hardware cost of RMM of the two

approaches are identical and bigger than DLDR and DLAR.

For the fair comparison, the proposed memory reduction

techniques are applied to implement the RMM, TT, and

INM of each compared approach.
To compare the tradeoff between the area cost and

performance improvement, we normalize the average

throughput improvement and hardware cost overhead of

each approaches based on the baseline design, downward

routing [10]. Table 9 shows the throughput/area compar-

ison after normalization. Obviously, the proposed TAAR

can significantly improve the throughput with acceptable

hardware cost overhead.

6 CONCLUSION

To increase the intra- and interlayer path diversity, we

propose a TAAR for the NSI-Mesh. TAAR can balance the

lateral and vertical traffic load, respectively. Compared with

the related works, the proposed TAAR can reduce around 19

to 295 percent traffic loads in the congestion bottom layer,

and improve around 7.7 to 380 percent network throughput

with acceptable hardware cost overhead.
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