# Touchdown: Natural Language Navigation and Spatial Reasoning in Visual Street Environments 

Howard Chen*<br>ASAPP Inc.<br>New York, NY<br>hchen@asapp.com

Alane Suhr Dipendra Misra Noah Snavely Yoav Artzi<br>Department of Computer Science \& Cornell Tech, Cornell University<br>New York, NY<br>\{suhr, dkm, snavely, yoav\}@cs.cornell.edu


#### Abstract

We study the problem of jointly reasoning about language and vision through a navigation and spatial reasoning task. We introduce the Touchdown task and dataset, where an agent must first follow navigation instructions in a real-life visual urban environment, and then identify a location described in natural language to find a hidden object at the goal position. The data contains 9,326 examples of English instructions and spatial descriptions paired with demonstrations. Empirical analysis shows the data presents an open challenge to existing methods, and qualitative linguistic analysis shows that the data displays richer use of spatial reasoning compared to related resources. The environment and data are available at https://touchdown.ai.


## 1. Introduction

Consider the visual challenges of following natural language instructions in a busy urban environment. Figure 1 illustrates this problem. The agent must identify objects and their properties to resolve mentions to traffic light and American flags, identify patterns in how objects are arranged to find the flow of traffic, and reason about how the relative position of objects changes as it moves to go past objects. Reasoning about vision and language has been studied extensively with various tasks, including visual question answering [3, 34], visual navigation [2, 25], interactive question answering [9, 12], and referring expression resolution [16, 22, 23]. However, existing work has largely focused on relatively simple visual input, including object-focused photographs [20,28] or simulated environments $[4,9,19,25,33]$. While this has enabled significant progress in visual understanding, the use of real-world visual input not only increases the challenge of the vision task, it also drastically changes the kind of language it elicits and requires fundamentally different reasoning.

[^0]

Turn and go with the flow of traffic. At the first traffic light turn left. Go past the next two traffic light, As you come to the third traffic light you will see a white building on your left with many American flags on it. Touchdown is sitting in the stars of the first flag.
Figure 1. An illustration of the task. The agent follows the instructions to reach the goal, starting by re-orientating itself (top image) and continuing by moving through the streets (two middle images). At the goal (bottom), the agent uses the spatial description (underlined) to locate Touchdown the bear. Touchdown only appears if the guess is correct (see bottom right detail).

In this paper, we study the problem of reasoning about vision and natural language using an interactive visual navigation environment based on Google Street View. ${ }^{1}$ We design the task of first following instructions to reach a goal

[^1]position, and then resolving a spatial description at the goal by identifying the location in the observed image of Touchdown, a hidden teddy bear. Using this environment and task, we release TouchDown, ${ }^{2}$ a dataset for navigation and spatial reasoning with real-life observations.

We design our task for diverse use of spatial reasoning, including for following instructions and resolving the spatial descriptions. Navigation requires the agent to reason about its relative position to objects and how these relations change as it moves through the environment. In contrast, understanding the description of the location of Touchdown requires the agent to reason about the spatial relations between observed objects. The two tasks also diverge in their learning challenges. While in both learning requires relying on indirect supervision to acquire spatial knowledge and language grounding, for navigation, the training data includes demonstrated actions, and for spatial description resolution, annotated target locations. The task can be addressed as a whole, or decomposed to its two portions.

The key data collection challenge is designing a scalable process to obtain natural language data that reflects the richness of the visual input while discouraging overly verbose and unnatural language. In our data collection process, workers write and follow instructions. The writers navigate in the environment and hide Touchdown. Their goal is to make sure the follower can execute the instruction to find Touchdown. The measurable goal allows us to reward effective writers, and discourages overly verbose descriptions.

We collect 9,326 examples of the complete task, which decompose to the same number of navigation tasks and 27,575 spatial description resolution (SDR) tasks. Each example is annotated with a navigation demonstration and the location of Touchdown. Our linguistically-driven analysis shows the data requires significantly more complex reasoning than related datasets. Nearly all examples require resolving spatial relations between observable objects and between the agent and its surroundings, and each example contains on average 5.3 commands and refers to 10.7 unique entities in its environment.

We empirically study the navigation and SDR tasks independently. For navigation, we focus on the performance of existing models trained with supervised learning. For SDR, we cast the problem of identifying Touchdown's location as an image feature reconstruction problem using a languageconditioned variant of the UNET architecture [29, 25]. This approach significantly outperforms several strong baselines.

## 2. Related Work and Datasets

Jointly reasoning about vision and language has been studied extensively, most commonly focusing on static visual input for reasoning about image captions [20, $8,28,31$,

[^2]32] and grounded question answering [3, 13, 34]. Recently, the problem has been studied in interactive simulated environments where the visual input changes as the agent acts, such as interactive question answering [9, 12, ] and instruction following [25, 26]. In contrast, we focus on an interactive environment with real-world observations

The most related resources to ours are R2R [2] and Talk the Walk [10]. R2R uses panorama graphs of house environments for the task of navigation instruction following. It includes 90 unique environments, each containing an average of 119 panoramas, significantly smaller than our 29,641 panoramas. Our larger environment requires following the instructions closely, as finding the goal using search strategies is unlikely, even given a large number of steps. We also observe that the language in our data is significantly more complex than in R2R (Section 5). Our environment setup is related to Talk the Walk, which uses panoramas in small urban environments for a navigation dialogue task. In contrast to our setup, the instructor does not observe the panoramas, but instead sees a simplified diagram of the environment with a small set of pre-selected landmarks. As a result, the instructor has less spatial information compared to TOUCHDOWN. Instead the focus is on conversational coordination

SDR is related to the task of referring expression resolution, for example as studied in ReferItGame [16] and Google Refexp [22]. Referring expressions describe an observed object, mostly requiring disambiguation between the described object and other objects of the same type. In contrast, the goal of SDR is to describe a specific location rather than discriminating. This leads to more complex language, as illustrated by the comparatively longer sentences of SDR (Section 5). Kitaev and Klein [18] proposed a similar task to SDR, where given a spatial description and a small set of locations in a fully-observed simulated 3D environment, the system must select the location described from the set. We do not use distractor locations, requiring a system to consider all areas of the image to resolve a spatial description.

## 3. Environment and Tasks

We use Google Street View to create a large navigation environment. Each position includes a $360^{\circ}$ RGB panorama. The panoramas are connected in a graph-like structure with undirected edges connecting neighboring panoramas. Each edge connects to a panorama in a specific heading. For each panorama, we render perspective images for all headings that have edges. Our environment includes 29,641 panoramas and 61,319 edges from New York City. Figure 2 illustrates the environment.

We design two tasks: navigation and spatial description resolution (SDR). Both tasks require recognizing objects and the spatial relations between them. Navigation focuses on egocentric spatial reasoning, where instructions refer to the agent's relationship with its environment, including the


Figure 2. An illustration of the environment. Left: part of the graph structure with polarly projected panoramas illustrating positions linked by edges, each labeled with its heading. Heading angles shown closer to each panorama represent the outgoing angle from that panorama; for example, the heading from Pano A to Pano B is $31^{\circ}$. Right: the area in New York City covered by the graph.
objects it observes. The SDR task displays more allocentric reasoning, where the language requires understanding the relations between the observed objects to identify the target location. While navigation requires generating a sequence of actions from a small set of possible actions, SDR requires choosing a specific pixel in the observed image. Both tasks present different learning challenges. The navigation task could benefit from reward-based learning, while the SDR task defines a supervised learning problem. The two tasks can be addressed separately, or combined by completing the SDR task at the goal position at the end of the navigation.

### 3.1. Navigation

The agent's goal is to follow a natural language instruction and reach a goal position. Let $\mathcal{S}$ be the set of all states. A state $s \in \mathcal{S}$ is a pair $(\mathbf{I}, \alpha)$, where $\mathbf{I}$ is a panorama and $\alpha$ is the heading angle indicating the agent heading. We only allow states where there is an edge connecting to a neighboring panorama in the heading $\alpha$. Given a navigation instruction $\bar{x}_{n}$ and a start state $s_{1} \in \mathcal{S}$, the agent performs a sequence of actions. The set of actions $\mathcal{A}$ is \{FORWARD, LEFT, RIGHT, STOP \}. Given a state $s$ and an action $a \in \mathcal{A}$, the state is deterministically updated using a transition function $T: \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S}$. The FORWARD action moves the agent along the edge in its current heading. Formally, if the environment includes the edge $\left(\mathbf{I}_{i}, \mathbf{I}_{j}\right)$ at heading $\alpha$ in $\mathbf{I}_{i}$, the transition is $T\left(\left(\mathbf{I}_{i}, \alpha\right)\right.$, FORWARD $)=\left(\mathbf{I}_{j}, \alpha^{\prime}\right)$. The new heading $\alpha^{\prime}$ is the heading of the edge in $\mathbf{I}_{j}$ with the closest heading to $\alpha$. The LEFT (RIGHT) action changes the agent heading to the heading of the closest edge on the left (right). Formally, if the position panorama I has edges at headings $\alpha>\alpha^{\prime}>\alpha^{\prime \prime}, T((\mathbf{I}, \alpha)$, LEFT $)=\left(\mathbf{I}, \alpha^{\prime}\right)$ and $T((\mathbf{I}, \alpha)$, RIGHT $)=\left(\mathbf{I}, \alpha^{\prime \prime}\right)$. Given a start state $s_{1}$ and a navigation instruction $\bar{x}_{n}$, an execution $\bar{e}$ is a sequence of state-action pairs $\left\langle\left(s_{1}, a_{1}\right), \ldots,\left(s_{m}, a_{m}\right)\right\rangle$, where $T\left(s_{i}, a_{i}\right)=s_{i+1}$ and $a_{m}=\operatorname{STOP}$.

Evaluation We use three evaluation metrics: task completion, shortest-path distance, and success-weighted edit distance. Task completion (TC) measures the accuracy of completing the task correctly. We consider an execution correct if the agent reaches the exact goal position or one of its neighboring nodes in the environment graph. Shortest-path distance (SPD) measures the mean distance in the graph between the agent's final panorama and the goal. SPD ignores turning actions and the agent heading. Success weighted by edit distance (SED) is $\frac{1}{N} \sum_{i=1}^{N} S_{i}\left(1-\frac{\operatorname{lev}(\bar{e}, \hat{e})}{\max (|\bar{e}|,|\hat{e}|)}\right)$, where the summation is over $N$ examples, $S_{i}$ is a binary task completion indicator, $\bar{e}$ is the reference execution, $\hat{\bar{e}}$ is the predicted execution, $\operatorname{lev}(\cdot, \cdot)$ is the Levenshtein edit distance, and $|\cdot|$ is the execution length. The edit distance is normalized and inversed. We measure the distance and length over the sequence of panoramas in the execution, and ignore changes of orientation. SED is related to success weighted by path length (SPL) [1], but is designed for instruction following in graphbased environments, where a specific correct path exists.

### 3.2. Spatial Description Resolution (SDR)

Given an image I and a natural language description $\bar{x}_{s}$, the task is to identify the point in the image that is referred to by the description. We instantiate this task as finding the location of Touchdown, a teddy bear, in the environment. Touchdown is hidden and not visible in the input. The image $\mathbf{I}$ is a $360^{\circ} \mathrm{RGB}$ panorama, and the output is a pair of $(x, y)$ coordinates specifying a location in the image.
Evaluation We use three evaluation metrics: accuracy, consistency, and distance error. Accuracy is computed with regard to an annotated location. We consider a prediction as correct if the coordinates are within a slack radius of the annotation. We measure accuracy for radiuses of 40, 80, and 120 pixels and use euclidean distance. Our data collection process results in multiple images for each sentence. We use this to measure consistency over unique sentences, which is measured similar to accuracy, but with a unique sentence considered correct only if all its examples are correct [11]. We compute consistency for each slack value. We also measure the mean euclidean distance between the annotated location and the predicted location.

## 4. Data Collection

We frame the data collection process as a treasure-hunt task where a leader hides a treasure and writes directions to find it, and a follower follows the directions to find the treasure. The process is split into four crowdsourcing tasks (Figure 3). The two main tasks are writing and following. In the writing task, a leader follows a prescribed route and hides Touchdown the bear at the end, while writing instructions that describe the path and how to find Touchdown.

Task I: Instruction Writing The worker starts at the beginning of the route facing north (a). The prescribed route is shown in the overhead map (bottom left of each image). The worker faces the correct direction and follows the path, while writing instructions that describe these actions (b). After following the path, the worker reaches the goal position, places Touchdown, and completes writing the instructions (c).


Figure 3. Illustration of the data collection process.

The following task requires following the instructions from the same starting position to navigate and find Touchdown. Additional tasks are used to segment the instructions into the navigation and target location tasks, and to propagate Touchdown's location to panoramas that neighbor the final panorama. We use a customized Street View interface for data collection. However, the final data uses a static set of panoramas that do not require the Street View interface.
Task I: Instruction Writing We generate routes by sampling start and end positions. The sampling process results in routes that often end in the middle of a city block. This encourages richer language, for example by requiring to describe the goal position rather than simply directing to the next intersection. The route generation details are described in the Supplementary Material. For each task, the worker is placed at the starting position facing north, and asked to follow a route specified in an overhead map view to a goal position. Throughout, they write instructions describing the path. The initial heading requires the worker to re-orient
to the path, and thereby familiarize with their surroundings better. It also elicits interesting re-orientation instructions that often include references to the direction of objects (e.g., flow of traffic) or their relation to the agent (e.g., the umbrellas are to the right). At the goal panorama, the worker is asked to place Touchdown in a location of their choice that is not a moving object (e.g., a car or pedestrian) and to describe the location in their instructions. The worker goal is to write instructions that a human follower can use to correctly navigate and locate the target without knowing the correct path or location of Touchdown. They are not permitted to write instructions that refer to text in the images, including street names, store names, or numbers.

Task II: Target Propagation to Panoramas The writing task results in the location of Touchdown in a single panorama in the Street View interface. However, resolving the spatial description to the exact location is also possible from neighboring panoramas where the target location is visible. We use a crowdsourcing task to propagate the loca-


Figure 4. Example instruction where the annotated navigation (underlined) and SDR (bolded) segments overlap.

| Task | Number of Workers |
| :--- | :---: |
| Instruction Writing | 224 |
| Target Propagation | 218 |
| Validation | 291 |
| Instruction Segmentation | 46 |

Table 1. Number of workers who participated in each task.
tion of Touchdown to neighboring panoramas in the Street View interface, and to the identical panoramas in our static data. This allows to complete the task correctly even if not stopping at the exact location, but still reaching a semantically equivalent position. The propagation in the Street View interface is used for our validation task. The task includes multiple steps. At each step, we show the instruction text and the original Street View panorama with Touchdown placed, and ask for the location for a single panorama, either from the Street View interface or from our static images. The worker can indicate if the target is occluded. The propagation annotation allows us to create multiple examples for each SDR, where each example uses the same SDR but shows the environment from a different position.

Task III: Validation We use a separate task to validate each instruction. The worker is asked to follow the instruction in the customized Street View interface and find Touchdown. The worker sees only the Street View interface, and has no access to the overhead map. The task requires navigation and identifying the location of Touchdown. It is completed correctly if the follower clicks within a 90 -pixel radius ${ }^{3}$ of the ground truth target location of Touchdown. This requires the follower to be in the exact goal panorama, or in one of the neighboring panoramas we propagated the location to. The worker has five attempts to find Touchdown. Each attempt is a click. If the worker fails, we create another task for the same example to attempt again. If the second worker fails as well, the example is discarded.
Task IV: Segmentation We annotate each token in the instruction to indicate if it describes the navigation or SDR tasks. This allows us to address the tasks separately. First, a worker highlights a consecutive prefix of tokens to indicate the navigation segment. They then highlight a suffix of tokens for the SDR task. The navigation and target location segments may overlap (Figure 4).
Workers and Qualification We require passing a qualification task to do the writing task. The qualifier task requires

[^3]| Dataset | Dataset <br> Size | Vocab. Size | Mean Text <br> Length | $\begin{gathered} \text { Real } \\ \text { Vision? } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| Touchdown | 9,326 | 5,625 | 108.0 |  |
| Navigation | 9,326 | 4,999 | 89.6 | $\checkmark$ |
| SDR | 25,575 | 3,419 | 29.7 |  |
| R2R [2] | 21,567 | 3,156 | 29.3 | $\checkmark$ |
| SAIL [21] | 706 | 563 | 36.7 | $x$ |
| LANI [25] | 5,487 | 2,292 | 61.9 | x |

Table 2. Data statistics of TOUCHDOWN, compared to related corpora. For Touchdown, we report statistics for the complete task, navigation only, and SDR only. Vocabulary size and text length are computed on the combined training and development sets. SAIL and LANI statistics are computed using paragraph data.


Figure 5. Text lengths in Touchdown and related corpora.
correctly navigating and finding Touchdown for a predefined set of instructions. We consider workers that succeed in three out of the four tasks as qualified. The other three tasks do not require qualification. Table 1 shows how many workers participated in each task.

Payment and Incentive Structure The base pay for instruction writing is $\$ 0.60$. For target propagation, validation, and segmentation we paid $\$ 0.15, \$ 0.25$, and $\$ 0.12$. We incentivize the instruction writers and followers with a bonus system. For each instruction that passes validation, we give the writer a bonus of $\$ 0.25$ and the follower a bonus of $\$ 0.10$. Both sides have an interest in completing the task correctly. The size of the graph makes it difficult, and even impossible, for the follower to complete the task and get the bonus if the instructions are wrong.

## 5. Data Statistics and Analysis

Workers completed 11,019 instruction-writing tasks, and 12,664 validation tasks. $89.1 \%$ examples were correctly validated, $80.1 \%$ on the first attempt and $9.0 \%$ on the second. ${ }^{4}$ While we allowed five attempts at finding Touchdown during validation tasks, $64 \%$ of the tasks required a single attempt. The value of additional attempts decayed quickly: only $1.4 \%$ of the tasks were only successful after five attempts. For the full task and navigation-only, TOUCHDOWN includes 9,326 examples with 6,526 in the training set, 1,391 in the development set, and 1,409 in the test set. For the SDR task, Touchdown includes 9,326 unique descriptions and 25,575 examples with 17,880 for training, 3,836 for development, and 3,859 for testing. We use our

[^4]initial paths as gold-standard demonstrations, and the placement of Touchdown by the original writer as the reference location. Table 2 shows basic data statistics. The mean instruction length is 108.0 tokens. The average overlap between navigation and SDR is 11.4 tokens. Figure 5 shows the distribution of text lengths. Overall, Touchdown contains a larger vocabulary and longer navigation instructions than related corpora. The paths in Touchdown are longer than in R2R [2], on average 35.2 panoramas compared to 6.0. SDR segments have a mean length of 29.8 tokens, longer than in common referring expression datasets; ReferItGame [16] expressions 4.4 tokens on average and Google RefExp [22] expressions are 8.5.

We perform qualitative linguistic analysis of TOUCHDOWN to understand the type of reasoning required to solve the navigation and SDR tasks. We identify a set of phenomena, and randomly sample 25 examples from the development set, annotating each with the number of times each phenomenon occurs in the text. Table 3 shows results comparing Touchdown with R2R. ${ }^{5}$ Sentences in TouchDOWN refer to many more unique, observable entities (10.7 vs 3.7 ), and almost all examples in Touchdown include coreference to a previously-mentioned entity. More examples in TOUCHDOWN require reasoning about counts, sequences, comparisons, and spatial relationships of objects. Correct execution in TOUCHDOWN requires taking actions only when certain conditions are met, and ensuring that the agent's observations match a described scene, while this is rarely required in R2R. Our data is rich in spatial reasoning. We distinguish two types: between multiple objects (allocentric) and between the agent and its environment (egocentric). We find that navigation segments contain more egocentric spatial relations than SDR segments, and SDR segments require more allocentric reasoning. This corresponds to the two tasks: navigation mainly requires moving the agent relative to its environment, while SDR requires resolving a point in space relative to other objects.

## 6. Spatial Reasoning with Ling UNET

We cast the SDR task as a language-conditioned image reconstruction problem, where we predict a distribution of the location of Touchdown over the entire observed image.

### 6.1. Model

We use the LingUNET architecture [25, 5], which was originally introduced for goal prediction and planning in instruction following. LINGUNET is a language-conditioned variant of the UNET architecture [29], an image-to-image encoder-decoder architecture widely used for image segmentation. LingUNET incorporates language into the image reconstruction phase to fuse the two modalities. We

[^5]

Figure 6. LingUNet architecture with two layers ( $m=2$ ).
modify the architecture to predict a probability distribution over the input panorama image.

We process the description text tokens $\bar{x}_{s}=$ $\left\langle x_{1}, x_{2}, \ldots, x_{l}\right\rangle$ using a bi-directional Long Short-term Memory (LSTM) recurrent neural network to generate $l$ hidden states. The forward computation is $\mathbf{h}_{i}^{f}=$ $\operatorname{BiLSTM}\left(\varphi\left(x_{i}\right), \mathbf{h}_{i-1}^{f}\right), i=1, \ldots, l$, where $\varphi$ is a learned word embedding function. We compute the backward hidden states $\mathbf{h}_{i}^{b}$ similarly. The text representation is an average of the concatenated hidden states $\mathbf{x}=\frac{1}{l} \sum_{i=1}^{l}\left[h_{i}^{f} ; h_{i}^{b}\right]$. We map the RGB panorama $\mathbf{I}$ to a feature representation $\mathbf{F}_{0}$ with a pre-trained ResNet 18 [14].

LINGUNET performs $m$ levels of convolution and deconvolution operations. We generate a sequence of feature $\operatorname{maps} \mathbf{F}_{k}=\operatorname{CNN}_{k}\left(\mathbf{F}_{k-1}\right), k=1, \ldots, m$ with learned convolutional layers $\mathrm{CNN}_{k}$. We slice the text representation $\mathbf{x}$ to $m$ equal-sized slices, and reshape each with a linear projection to a $1 \times 1$ filter $\mathbf{K}_{k}$. We convolve each feature $\operatorname{map} \mathbf{F}_{k}$ with $\mathbf{K}_{k}$ to obtain a text-conditioned feature map $\mathbf{G}_{k}=\operatorname{Conv}\left(\mathbf{K}_{k}, \mathbf{F}_{k}\right)$. We use $m$ deconvolution operations to generate feature maps of increasing size to create $\mathbf{H}_{1}$ :

$$
\mathbf{H}_{k}= \begin{cases}\operatorname{DECONV}_{k}\left(\left[\mathbf{H}_{k+1} ; \mathbf{G}_{k}\right]\right), & \text { if } k=1, \ldots, m-1 \\ \operatorname{DECONv}_{k}\left(\mathbf{G}_{k}\right), & \text { if } k=m\end{cases}
$$

We compute a single value for each pixel by projecting the channel vector for each pixel using a single-layer perceptron with a ReLU non-linearity. Finally, we compute a probability distribution over the feature map using a SoftMax. The predicted location is the mode of the distribution.

### 6.2. Experimental Setup

The evaluation metrics are described in Section 3.2 and the data in Section 5.
Learning We use supervised learning. The gold label is a Gaussian smoothed distribution. The coordinate of the maximal value of the distribution is the exact coordinate where Touchdown is placed. We minimize the KL-divergence between the Gaussian and the predicted distribution.
Systems We evaluate three non-learning baselines: (a) RANDOM: predict a pixel at random; (b) CENTER: predict

| Phenomenon | R2R |  | Touchdown |  |  |  |  |  | Example from Touchdown |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Overall |  | Navigation |  | SDR |  |  |
|  | c | $\mu$ | c | $\mu$ | c | $\mu$ | c | $\mu$ |  |
| Reference to unique entity | 25 | 3.7 | 25 | 10.7 | 25 | 9.2 | 25 | 3.2 | ... You'll pass three trashcans on your left ... |
| Coreference | 8 | 0.5 | 22 | 2.4 | 15 | 1.1 | 22 | 1.5 | $\ldots$. a brownish colored brick building with a black fence around it. |
| Comparison | 1 | 0.0 | 6 | 0.3 | 3 | 0.1 | 5 | 0.2 | $\ldots$..The bear is in the middle of the closest tire. |
| Sequencing | 4 | 0.2 | 22 | 1.9 | 21 | 1.6 | 9 | 0.4 | $\cdots$... Turn left at the next intersection... |
| Count | 4 | 0.2 | 11 | 0.5 | 9 | 0.4 | 8 | 0.3 | $\cdots$.here are two tiny green signs you can see in the distance ... |
| Allocentric spatial relation | 5 | 0.2 | 25 | 2.9 | 17 | 1.2 | 25 | 2.2 | . . There is a fire hydrant, the bear is on top |
| Egocentric spatial relation | 20 | 1.2 | 25 | 4.0 | 23 | 3.6 | 19 | 1.1 | ... up ahead there is some flag poles on your right hand side... |
| Imperative | 25 | 4.0 | 25 | 5.3 | 25 | 5.2 | 4 | 0.2 | $\ldots$... Enter the next intersection and stop. |
| Direction | 22 | 2.8 | 24 | 3.7 | 24 | 3.7 | 1 | 0.0 | ... Turn left. Continue forward ... |
| Temporal condition | 7 | 0.4 | 21 | 1.9 | 21 | 1.9 | 2 | 0.1 | .... Follow the road until you see a school on your right... |
| State verification | 2 | 0.1 | 21 | 1.8 | 18 | 1.5 | 16 | 0.8 | $\ldots$... You should see a smail bridge ahead ... |

Table 3. Linguistic analysis of 25 randomly sampled development examples in TouchDown and R2R. We annotate each example for the presence and count of each phenomenon. We distinguish statistics for the entire text, navigation, and SDR segments in TouchDOwn. $c$ is the number of instructions out of the 25 containing at least one example of the phenomenon; $\mu$ is the mean number of times each phenomenon appears in each of the 25 instructions.
the center pixel; (c) AVERAGE: predict the average pixel, computed over the training set. In addition to a two-level LingUnet ( $m=2$ ), we evaluate three learning baselines: Concat, ConcatConv, and Text2Conv. The first two compute a RESNET 18 feature map representation of the image and then fuse it with the text representation to compute pixel probabilities. The third uses the text to compute kernels to convolve over the RESNET 18 image representation. The Supplementary Material provides further details.

### 6.3. Results

Table 4 shows development and test results. The low performance of the non-learning baselines illustrates the challenge of the task. We also experiment with a UNET architecture that is similar to our LINGUNET but has no access to the language. This result illustrates that visual biases exist in the data, but only enable relatively low performance. All the learning systems outperform the non-learning baselines and the UNET, with LINGUNET performing best.

Figure 7 shows pixel-level predictions using LinGUNET. The distribution prediction is visualized as a heatmap overlaid on the image. LINGUNET often successfully solves descriptions anchored in objects that are unique in the image, such the fire hydrant at the top image. The lower example is more challenging. While the model correctly reasons that Touchdown is on a light just above the doorway, it fails to find the exact door. Instead, the probability distribution is shared between multiple similar locations, the space above three other doors in the image.

## 7. Navigation Baselines

### 7.1. Methods and Setup

We evaluate three non-learning baselines: (a) Stop: agent stops immediately; (b) RANDOM: Agent samples

| Method | A/C@40px | A/C@80px | A/C@120px | Dist |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Development Results |  |  |  |  |  |
| RANDOM | $0.18 / 0.00$ | $0.59 / 0.00$ | $1.28 / 0.00$ | 1185 |  |
| CENTER | $0.55 / 0.07$ | $1.62 / 0.07$ | $3.26 / 0.36$ | 777 |  |
| AVERAGE | $1.88 / 0.07$ | $4.22 / 0.29$ | $7.14 / 0.79$ | 762 |  |
| UNET | $10.86 / 2.69$ | $13.94 / 3.31$ | $16.69 / 3.91$ | 957 |  |
| CONCAT | $13.70 / 3.22$ | $17.85 / 4.46$ | $21.16 / 5.47$ | 917 |  |
| CONCATCONV | $13.56 / 3.24$ | $18.00 / 4.58$ | $21.42 / 5.71$ | 918 |  |
| TEXT2CONV | $24.03 / 7.60$ | $29.36 / 10.02$ | $32.60 / 11.42$ | 783 |  |
| LINGUNET | $24.81 / 7.73$ | $32.83 / 13.00$ | $36.44 / 15.01$ | 729 |  |
|  |  |  |  |  |  |
| Test Results | $0.21 / 0.00$ | $0.78 / 0.00$ | $1.89 / 0.00$ | 1179 |  |
| RANDOM | $0.31 / 0.00$ | $1.61 / 0.21$ | $3.93 / 0.57$ | 759 |  |
| CENTER | $2.43 / 0.07$ | $5.21 / 0.57$ | $7.96 / 1.06$ | 744 |  |
| AVERAGE | $24.82 / 8.21$ | $30.40 / 11.73$ | $34.13 / 13.32$ | 747 |  |
| TEXT2CONV | $26.11 / 8.80$ | $34.59 / 14.57$ | $37.81 / 16.11$ | 708 |  |
| LINGUNET |  |  |  |  |  |

Table 4. Development and test results on the SDR task. We report accuracy/consistency (A/C) with different thresholds (40, 80, and 120) and mean distance error.
non-stop actions uniformly until reaching the action horizon; and (c) Frequent: agent always takes the most frequent action in the training set (FORWARD). We also evaluate two recent navigation models: (a) GA: gatedattention [6]; and (b) RCONCAT: a recently introduced model for landmark-based navigation in an environment that uses Street View images [24]. We represent the input images with RESNET 18 features similar to the SDR task.

We use asynchronous training using multiple clients to generate rollouts on different partitions of the training data. We compute the gradients and updates using Hogwild! [27] and ADAM learning rates [17]. We use supervised learning by maximizing the log-likelihood of actions in the reference demonstrations.

The details of the models, learning, and hyperparameters are provided in the Supplementary Material.


Figure 7. SDR pixel-level predictions with LINGUNET. Red-overlaid pixels indicate the Gaussian smoothed target location. Bright green overlay indicates the model's predicted probability distribution over pixels.

### 7.2. Results

Table 7 shows development and test results for our three valuation metrics (Section 3.1). The Stop, Frequent and RANDOM illustrate the complexity of the task. The learned baselines perform better. We observe that RConcat outperforms GA across all three metrics. In general though, the performance illustrates the challenge of the task.

## 8. Complete Task Performance

We use a simple pipeline combination of the best models of the SDR and navigation tasks to complete the full task. Task completion is measured as finding Touchdown. We observe an accuracy of $4.5 \%$ for a threshold of 80 px . In contrast, human performance is significantly higher. We estimate human performance using our annotation statistics [32]. To avoid spam and impossible examples, we consider only examples that were successfully validated. We then measure the performance of workers that completed over 30 tasks for these valid examples. This includes 55 workers. Because some examples required multiple tries to validate this set includes tasks that workers failed to execute but were later validated. The mean performance across this set of workers using the set of valid tasks is $92 \%$ accuracy.

## 9. Data Distribution and Licensing

We release the environment graph as panorama IDs and edges, scripts to download the RGB panoramas using the Google API, the collected data, and our code at touchdown.ai. These parts of the data are released with a CCBY 4.0 license. Retention of downloaded panoramas should follow Google's policies. We also release ResNet 18 image features of the RGB panoramas through a request form. The complete license is available with the data.

| Method | TC | SPD | SED |
| :--- | :---: | :---: | :--- |
| Development Results |  |  |  |
| STOP | 0.0 | 26.7 | 0.0 |
| FREQUENT | 0.1 | 52.3 | 0.001 |
| RANDOM | 0.2 | 26.8 | 0.001 |
| GA | 7.9 | 21.5 | 0.077 |
| RCONCAT | $\mathbf{9 . 8}$ | $\mathbf{1 9 . 1}$ | $\mathbf{0 . 0 9 4}$ |
| Test Results |  |  |  |
| STOP | 0.0 | 27.0 | 0.0 |
| FREQUENT | 0.0 | 53.1 | 0.0 |
| RANDOM | 0.2 | 26.9 | 0.001 |
| GA | 5.5 | 21.3 | 0.054 |
| RCONCAT | $\mathbf{1 0 . 7}$ | $\mathbf{1 9 . 5}$ | $\mathbf{0 . 1 0 4}$ |

Table 5. Development and test navigation results.

## 10. Conclusion

We introduce Touchdown, a dataset for natural language navigation and spatial reasoning using real-life visual observations. We define two tasks that require addressing a diverse set of reasoning and learning challenges. Our linguistically-driven analysis shows the data presents complex spatial reasoning challenges. This illustrates the benefit of using visual input that reflects the type of observations people see in their daily life, and demonstrates the effectiveness of our goal-driven data collection process.
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[^0]:    *Work done at Cornell University.

[^1]:    ${ }^{1}$ https://developers.google.com/maps/documentation/streetview/intro

[^2]:    ${ }^{2}$ Touchdown is the unofficial mascot of Cornell University.

[^3]:    ${ }^{3}$ This is roughly the size of Touchdown. The number is not directly comparable to the SDR accuracy measures due to different scaling.

[^4]:    ${ }^{4}$ Several paths were discarded due to updates in Street View data.

[^5]:    ${ }^{5}$ See the Supplementary Material for analysis of SAIL and LANI.

