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Abstract

Several recent developments have enhanced our understanding of specific ion hydra-
tion. These advances have included the Law of Matching Water Affinities and the
realization that many-body dispersion forces and polarization can play important
roles in ion specificity. Efforts have been made to partition the relevant ion free
energies into their physically contributing parts in order to gain further insights into
the driving forces. Yet a quantitative theory of ion specificity that links the necessary
molecular-level treatment of the inner hydration shell with the many-body response
of Lifshitz theory at longer range is still lacking. This review summarizes some steps
toward quantitative models of specific ion hydration and discusses a possible path
looking forward.

1. Introduction

One of the most influential ideas in our growing understanding of ion specificity
has been the Law of Matching Water Affinities (LMWA) developed by Collins [1]∗∗.
This conceptual framework links two basic ideas: 1) the charge density of the ion
is the important physical variable for specificity 2) the resulting water affinity of
the ions determines the ion-ion interaction preferences following the general concept
of “like prefers like.” That is, in water, small, hard (kosmotropic) ions such as Li+

and F− prefer to interact closely with oppositely charged kosmotropes rather than
with large, soft (chaotropic) ions such as I− or Cs+; the same holds for chaotrope-
chaotrope pairs, while unlike pairs tend to dissociate in water.

While these electrostatics-based ideas are not a quantitative theory of specific ion
hydration, they have played a crucial role in organizing the often dizzying array of
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data that appear for complex systems such as protein interactions in salt solution
(Hofmeister and inverse Hofmeister series, etc.) [2, 3]. Collins has summarized
this body of work in a recent review that suggests that continuum Debye-Hückel
models are often not up to the task of explaining detailed ion-protein interactions
[4]∗. In addition to the LMWA, Collins, Neilson, and Enderby [1]∗∗ made another
key observation, namely that, on the local scale (due to the strong fields near ions
in water), chemical effects such as charge transfer can play an important role in ion
specificity.

Another major development has been the realization of the role of many-body
dispersion forces in ion specificity led by Ninham and coworkers [5]∗∗. This “top
down” approach starting from Lifshitz theory (that involves quantum fluctuations
over a broad frequency scale [6]) describes non-electrostatic effects included only
approximately in simple force fields employed for molecular dynamics (MD) simula-
tions. Some evidence will be discussed below that those simple classical MD models
can in fact capture important features of ion specificity. Rather than diminishing
the importance of dispersion forces, however, those simulation results, along with
the recent continuum model results of Duignan et al. [7, 8, 9, 10, 11, 12, 13]∗ and
quantum mechanical results presented below, suggest a middle-ground view may be
the one that prevails. That is, we need to seriously consider all contributing factors,
including cavity formation, electrostatics, dispersion, induction, charge transfer, and
the realistic molecular structure of water in the first hydration shell, in order to make
quantitative progress. The perhaps unsatisfying conclusion seems to be “all of the
above.”

On the experimental side, there is a vast body of information related to Hofmeis-
ter series in condensed matter chemistry and biology [5, 14, 15]∗∗. The data is often
confusing and seemingly contradictory, although there is no denying that the ion
identity has a major impact on both microscopic structure and macroscopic ther-
modynamics. A noteworthy point was made by Evens and Niedz in 2008 [16]∗∗.
They showed that most often Hofmeister-related observations are made in a high-
dimensional space of variables – what is typically measured is a cut through that
high-dimensional space, where in reality there are significant influences of several
composition variables rather than just one. That observation doesn’t solve the prob-
lem it raises, but it does suggest caution in interpreting experimental data.

With these theoretical and experimental complexities, a natural impulse might
then be to throw up our hands in defeat. Still, there is no doubt that progress has
been made over the last two decades, at least in elucidating the important factors
that should now be addressed with a more quantitative theory. This review attempts
to cover some of that progress. There has been extensive work employing classical
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computer simulations to study interesting mesoscopic specific ion effects and relating
them to measured thermodynamic properties [17, 18, 19]. Here we will focus on the
small and the large: detailed quantum mechanics for the inner-shell interactions, and
the computation of macroscopic thermodynamic properties that can be related to
precise measurements. We argue that the former is necessary for the latter.

2. Goals for a quantitative theory

We first outline a series of what we view as key goals or steps on the path to a
more quantitative theory of specific ion effects. In the following sections we assess the
current status of work related to each step. As stated in Ref. [8]∗, “The only certain
thing is that any progress has to begin with a quantitative theory of the solvation
free energies of the ions.” But already this raises follow-up questions, namely what
are the single-ion hydration free energies and how do we get them from experiment?

The quest for establishing single-ion solvation quantities has been pursued for well
over 100 years without a clear resolution [20, 21, 22, 23, 24]∗∗. Thus the first goal is
to determine, quantitatively, a single-ion free energy scale, along with enthalpy and
entropy scales. Without such an anchor, quantitative results are not possible. As
recognized repeatedly in the literature, in order to define single-ion quantities, we
must deal with interfacial potential effects [25, 20, 26]∗. Establishing a defensible
value for the effective surface potential of water is thus a major objective, as is
clarifying its meaning. While the interfacial potential has no impact on the bulk
properties of ionic solutions, it can have physical consequences near interfaces by
affecting ion distributions and even the acid-base chemistry of water itself [27, 28,
29, 23]∗∗. Thus the interfacial potential is of more than just academic interest.

Second, it will be helpful to continue to relate computed properties to other
accessible measured structural and thermodynamic quantities (at increasing levels
of resolution). These quantities include local structural information obtained from
probes such as XAFS [30]∗, XPS [31], nonlinear spectroscopies [32], and NMR [33].
Other thermodynamic properties include surface tension and surface potential incre-
ments (with changing concentration) [34, 18] and bulk osmotic and activity coeffi-
cients [18, 35]∗. In addition, impacts of detailed quantum mechanical effects (such
as charge transfer) on ion transport should be investigated in more detail [36].

Third, we should further assess what level of theory is necessary to obtain ac-
ceptable agreement with the data obtained in the first step. Part of this analysis
involves spatial partitioning of the free energies to determine which regions require
high-accuracy quantum treatments and which can be handled with simplified force
field models or even continuum methods [37, 38, 39, 40, 41, 42]∗. Temperature deriva-
tive quantities [42]∗ are more difficult to model than the free energies themselves, so
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there should be focus on those quantities, especially the entropies (since they are less
affected by interfacial potential effects, see below).

Fourth, starting from accurate quantum chemistry, we need to gain a better
understanding of the contributing parts of the ion-solvent interaction energies [12].
This can be accomplished using quantum chemical perturbation theory (symmetry
adapted perturbation theory [43, 44], SAPT, see below). It should be noted there is
no unique partitioning of the energies (either in quantum chemistry or in statistical
mechanics), but that does not mean no insight can be gained. The factors to examine
include exchange, electrostatics, dispersion, induction, and charge transfer (which is
often argued to be included in the induction energy [43, 45]). Also, examination of
electronic charge redistributions [46, 47] upon forming ion-water clusters is helpful
for seeing the complexity of ion hydration and to interrogate simple classical models.

Finally, along with the single-ion quantities, we should dig deeper into the ion-
ion interaction issue in water as solvent [5]∗∗. This involves computing the potential
of mean force (PMF) between the ions, which can then be input to approximate
theories for ion-pair activities and osmotic coefficients for direct comparison with
experimental data. Extensive classical simulations [18, 48] and continuum dispersion
modeling [13] have been directed at these PMFs and their ion specificity, but it is
clear that classical models can struggle in reproducing the close-contact structure and
energetics (where the PMFs vary the most) [49, 50]∗. Thus extending the previous
work to more accurate quantum models is desirable.

We will go through these goals in turn and discuss the current status of each. The
review is necessarily incomplete, but we attempt to give a representative overview of
each topic.

3. Single-ion thermodynamic quantities and interfacial potentials

Prominent individuals (Gibbs and Guggenheim [51, 52, 53]) have stated that
potential shifts experienced by single ions moving across interfaces are not thermo-
dynamically measurable: “The electric potential difference between two points in
different media can never be measured and has not yet been defined in terms of
physical realities. It is therefore a conception which has no physical significance”
[52].

Nevertheless, the real electrochemical hydration free energy for a single ion (ad-
vocated by Guggenheim as the only physically realizable single-ion free energy, not
its “chemical and potential” parts) is often expressed [54, 55, 26]∗∗ as

µex
real = µex

bulk + qφnp = µex
intr + qφsp (1)
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where the left side is the (real) free energy to transfer an ion from the vapor phase
deep into the liquid, µex

bulk is the free energy change without interfacial potential
effects, and µex

intr includes all interactions with the solvent except for an electrostatic
contribution (the surface potential) from a distant water surface (see Figure 1). The
surface potential φsp (obtained by direct integration across the interface [54]∗∗) is of
magnitude 4 V [56, 57] or roughly 90 kcal/mol-e for water represented with a realistic
quantum mechanical charge distribution – a large cancellation between the liquid-
vapor surface and the ion-water boundary due to a quadrupole effect results in a net

potential an order of magnitude smaller [58, 57, 26, 59]∗. The difference between
classical and quantum models is striking (roughly values of order -10 kcal/mol-e
[60] and +90 kcal/mol-e, respectively [56, 57]). The local potential in quantum
mechanical water is of comparable magnitude to the surface potential, implying the
intrinsic quantities are also highly sensitive to the model.

The relation between the potentials is φnp = φlp + φsp where φnp is the potential
shift on passing from vacuum into the liquid and then into a mesoscopic-sized cavity
in water, φlp is the potential shift crossing the ion/water boundary (local potential),
and φsp is the potential crossing the liquid-vapor surface (see Figure 1). Any division
into chemical and electrostatic parts as done in the two forms given above (Eq. 1)
involves an artificial partitioning of the Coulomb potential and is thus not directly
measurable (but is computable). This is the origin of Guggenheim’s statement.

In a rigorous sense, Guggenheim’s comment is certainly correct, but this does
not mean we should completely avoid the question: Is there an average potential an
ion “feels” near the liquid-vapor interface of water? If such a potential exists (as we
would expect for a molecular liquid with a charge asymmetry and hydrogen bonding
possibilities, etc.), it should be a property of the self-organized structure of water
itself and thus should exert its influence only through the ion charge (as indicated in
Eq. 1). A consistent length scale has been discovered for monovalent ion hydration
that suggests a physical basis for defining a net potential [61]∗. Namely, the net
potential is the difference between the real hydration free energy and minus the work
necessary to push the nearby water molecules out to a length scale of roughly 6
Å; the cavity formation calculation around the ion produces the bulk hydration free
energy.

Refs. [62, 23]∗∗ have shown, on the other hand, that the real single-ion free en-
ergy µex

real (that includes a contribution from the water surface potential) can be
obtained directly from cluster and bulk hydration experiments without any extra-
thermodynamic assumptions and/or the use of computational models. Using this
observation, re-evaluations of the current standard for the thermodynamics of pro-
ton hydration [63] were made. Once the values are established for a single ion,
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values for all other ions are obtainable from accurate bulk thermodynamic data.
Refs. [22, 23]∗∗ estimated these proton values (for passing from a 1 M ideal gas to
a 1 M ideal solution) as -264.2 kcal/mol for the free energy, -271.6 kcal/mol for the
enthalpy, and -24.5 cal/mol-K for the entropy.

In Ref. [22]∗, the cluster pair approximation (CPA) for the proton quantities [63]
was re-examined theoretically and computationally from the standpoint of the qua-
sichemical theory (QCT) of ion hydration. The CPA is widely accepted as the “gold
standard” for single-ion free energies. The study shows that the free energies and
enthalpies obtained from the CPA approach are the real quantities discussed above,
but the CPA contains an extra-thermodynamic assumption that may affect the re-
sulting values. By examining clusters of increasing size in polarizable (AMOEBA)
simulation models of the NaF (kosmotropic) and RbI (chaotropic) ion pairs, the real
hydration free energy, enthalpy, and entropy of the proton were calculated, exhibit-
ing remarkable agreement with the values determined directly from the experimental
data discussed above. Shifts in the values with increasing cluster size were subse-
quently confirmed for the NaF pair using MP2-level electronic structure calculations
[23]∗∗. A similar analysis was carried out in Refs. [21]∗ and [24]∗∗ that focused on
the evolution of the surface potential φsp with cluster size.

The estimated hydration entropy for the proton (-24.5 cal/mol-K) is very close
to that predicted long ago by Conway [25]. The statistical mechanical formula (as-
suming low pressure) for the single-ion entropy is [26]

sex = USR/T − k ln 〈exp [(ε− 〈ε〉) /kT ]〉 ≈ USR/T −
〈

δε2
〉

/kT 2 (2)

where USR is the change in the average solvent total energy upon adding the ion
(solvent reorganization energy), ε is the interaction energy of the ion with the solvent
(not necessarily pairwise decomposable), δε is the difference from the mean value,
and the averaging indicated by the brackets is conducted with the ion present in
the solution. The last approximate (Gaussian) form shows that the entropy involves
a significant cancellation between a typically positive solvent reorganization energy
and a negative fluctuation term. This balance is the reason ion hydration entropies
are of such small magnitude [64, 42]∗, comparable to rare gas pairs (see Fig. 2 below).
It is clear from this formula that the entropy depends only weakly if at all on the
net potential since φnp is not present in USR and should cancel in δε. Thus bulk and
real estimates of the entropy should be close to each other, as is observed.

Ref. [21]∗ made a similar analysis of the size dependence of the predicted free
energies using a classical SPC/E point charge model of water. The surface potential
φsp was examined as a function of cluster size and was found to approach an asymp-
totic value only for large cluster sizes. The study confirms the need for shifts in the
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previous CPA values, but the resulting proton values do not agree with the experi-
mental results for the real quantities discussed above. In particular, the entropy is
of very small magnitude (similar to that for the chaotropic I− ion). The deviation is
likely due to the model employed. Also, as discussed above, the individual φlp and
φsp display significant model dependence with quantum and classical results differing
by around 100 kcal/mol-e; there exists large differences between water models too
(such as SPC/E vs. TIP5P water) [59]∗. All of these effects are tied to quadupolar
contributions discussed in several papers [65, 59, 66]∗.

By comparison with bulk values obtained from the Marcus (net potential free
[22]∗) tables, a surface potential value of approximately -0.4 V was obtained. Ref. [24]∗∗

discusses a valid concern that the Marcus data does not add properly to the known
bulk pair data (due to “the inconsistent use of gas and liquid phase formation Gibbs
free energies.”) We note, however, that for the two pairs examined in Ref. [22]∗ (NaF
and RbI) the errors are of magnitude 1.4 kcal/mol (in comparison with the data
in [63]); if the errors were partitioned evenly between the ions and the maximum
possible deviation assumed, this would alter our surface potential estimate by 10%
or less. Finally, two independent lines of theoretical work [67, 68]∗ (that contain
no surface potential effects) produce exactly the same proton free energy as the one
from the Marcus table, supporting the validity of identifying it with the bulk value.
Note there are major subtleties related to interfacial potentials in bulk samples: as
soon as multiple ions are involved the net potential becomes ion specific (these issues
are discussed in Ref. [23]∗∗). Still the solvent and ion contributions can to a large
extent be considered separately; here we are discussing the solvent contribution.

As discussed above, there is no direct measurement of the electrochemical sur-
face potential (or net potential) of water. There are two indications that the value
is close to -0.4 V, however. One is a study of ion distributions near a hydrophobic
ion pair (TATB) near the water/dichloro-ethane surface [27]∗ (whose implications
are discussed in Ref. [23]∗∗). The second is the isoelectric point of bubbles (and oil
droplets) in water [28] and indications from electrospray mass spectrometric mea-
surements [29]. Both of these experiments suggest the surface is neutralized at a
bulk pH of 3-4. A simple electrostatic analysis using the -0.4 V net potential value
and the fact that only about half the potential drop occurs inside the region of the
liquid accessible to ions produces a pKa shift right in this range. A direct computa-
tion of the net potential in recent ab initio simulations [59] produced a significantly
smaller magnitude net potential. Possible reasons for the discrepancy are discussed
in Refs. [22, 23]∗∗.

In an impressive series of recent papers, Duignan et al. have developed a con-
tinuum multipolar theory of dispersion interactions involved in ion hydration. The
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general method was developed in [7] and then applied to studies of single-ion hydra-
tion free energies [8]∗, partial molar volumes and entropies [9], ions at the air-water
interface [10, 11] (see also [69]), and ion-ion interactions leading to predictions of
activity and osmotic coefficients [12, 13]∗. The work has led to good agreement with
experiment in terms of general trends of ion specificity, with some difficulty in re-
producing quantities such as hydration entropies. It is our opinion that this work
expresses the state-of-the-art in continuum modeling of ion hydration and shows the
contributing role that dispersion plays in ion specificity. We will argue below that ad-
ditional features are also necessary for quantitative theory, namely a molecular-level
treatment of the first hydration shell.

It is clear that progress has been made over the last several years in quantifying
the meaning of single-ion thermodynamic quantities that appear across many areas
of chemistry. The hydration entropy is discussed further below in relation to bulk
thermodynamics for ion pairs and free energy partitioning models.

4. Other experimental thermodynamic and structural quantities

Many theory and simulation studies have related calculated results to bulk ther-
modynamic measurements beyond the single-ion quantities discussed in the previous
section. These studies have included surface tension [70, 71, 18] and surface potential
[18, 70] increments with increasing ion concentration, basic ion pair thermodynamic
hydration quantities (with no ambituities from surface potential effects) [72], ion
entropies [42]∗ that are related to the phase behavior of polymer solutions [73], and
specific ion effects on protein structure and protein-protein interactions (both stan-
dard and reverse Hofmeister series depending on the protein charge) [17, 2, 3, 74, 75].
Theory and experiment for ion-ion interactions relevant to osmotic coefficients, ion
activities [76], and the occurrence of ion pairing will be discussed below.

Since computations of surface tension and surface potential increments require
large systems in order to avoid appreciable system size effects, most studies have
involved classical simulations with simple point charge models. Netz and Horinek [19]
reviewed the development of optimized ion-water force fields based on a combination
of Gibbs free energy, entropy, and structural experimental data. Several parameter
sets were developed and those force fields were tested vs. experimental surface tension
increments. Generally, the results are in decent agreement with experiment, but
nontrivial sensitivity of the results to details of the parameters was observed. The
variation of the surface potential with the ion identity was also analyzed [18] (the
data in Fig. 17 of Ref. [18] appear to be oriented with the opposite sign from the
more standard one passing from the vapor into the water phase). Those particular
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simulation data were not compared with experiment, but for the water/hydrophobic
interface the results appear consistent with previous experiments summarized in
Refs. [34] and [70]. Comparisons to experimental surface potential increment data
were made in Ref. [70].

On larger scales, classical simulation has been employed to examine specific ion
effects on protein-protein interactions [17] and protein structure [2]. In Ref. [17]
the protein-protein potential of mean force (PMF) was computed for lysozyme at
low and high pH conditions (with an accompanying change of the charge of the pro-
tein). A continuum solvent was assumed due to the very large size of the system.
In agreement with experiment, the simulations predicted salting out of negatively
charged proteins that follows the direct Hofmeister series and the reverse for posi-
tively charged proteins. The PMF profile produces the second virial coefficient for
the protein solution. Similar agreement with experiment was observed in extensive
models of the interactions of ion pairs with hydrophobic and hydrophilic surfaces
[77]. The results help to understand the reversal of the Hofmesiter series going from
hydrophobic to hydrophilic surfaces.

The thermodynamics of adsorption of the chaotropic thiocyanate anion to the
water surface was recently measured using the temperature dependence of resonant
UV second harmonic generation spectroscopy [32]. The data were modeled using
molecular dynamics simulations and conclusions were drawn regarding a role for
water-water interactions and the suppression of capillary waves by ions at the surface
(leading to negative adsorption entropies). There has been some disagreement in
the literature concerning the role of water-water interactions in the driving forces
since the same term appears with opposite sign in the enthalpy and entropy [26].
Several other experiments have probed the occurrence of ions at the water liquid-
vapor surface, reviewed in Refs. [78] and [19], and continuum models have yielded
good agreement with experimental surface excesses [69, 10].

An interesting thermodynamic example is provided by the study of ion entropies
in Ref. [42]∗ There has been a long-standing mystery related to the near equality
of the hydration entropies for the KCl pair and 2 Ar atoms. A compensation be-
tween solvent and interaction energy fluctuation contributions to the entropy was
discussed above. Fig. 2 shows a comparison of data for ion pair entropies with the
corresponding rare gas pairs. The data show an anti-correlation with KCl appearing
near the crossing point. These results make sense since the entropy for nonpolar
particles becomes more negative with increasing size, with the opposite behavior for
ions. Also note the excellent agreement of the computed and experimental ion pair
results (except for the problematic F− ion, see below). Pair free energies of hydration
computed with the AMOEBA model also agree very well with experiment [72].
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Finally, coupled theory and experimental work has appeared over the last several
years aimed at studying in detail the local structure around ions in water. These
studies have included XAFS analysis of the very different solvation structure around
the I− [30]∗ and iodate [79]∗ ions, and NMR studies that examine ion adsorption near
surfactant charged surfaces [33]. The XAFS results and related simulations show
clearly the importance of detailed quantum effects in the inner shell not captured
by polarizable classical models. We view these and studies like them as essential in
establishing benchmarks for the development of better models.

5. Theory level and statistical mechanical partitioning

A picture that emerges from the studies discussed above is that well-parametrized
classical models can capture crucial aspects of specific ion hydration, including high
resolution single-ion thermodynamic quantites. One success story is the AMOEBA
force field that is mainly based on high-level quantum chemical calculations [72].
On the other hand, there appears to be high sensitivity of the thermodynamic re-
sults to fine-tuned details of the models. An example is the frequently observed
over-polarization of classical models [80] in comparison with more realistic quantum
models [81, 82]∗. That effect can be corrected by variation of a damping parameter
employed in the self-consistent polarization calculation [22]∗, but it does point out
the possible limitations of the models.

For these reasons, well-optimized classical point charge models [19] have been
shown to perform as well if not better than polarized models in studies of I− near
the water liquid-vapor surface compared with ab initio simulations [82]∗. Namely,
the polarizable classical models have shown a deeper free energy minimum [80] for
the ion at the surface than for the PMF profile modeled with ab initio simulation.
In addition, we re-iterate the importance of proper inclusion/exclusion of interfacial
potential effects when developing classical models based on experimental free ener-
gies. Neglect of this issue can lead to errors of magnitude 10 kcal/mol in the models,
which are often larger than the specific ion effects we seek to study.

Besides these more technical issues, classical simulations often leave unanswered
basic physical questions such as: 1) Which parts of the interactions dominate (cavity
formation, dispersion, electrostatics, induction, etc.)? 2) What are the range of
length scales that are involved in the interactions? Recent work has helped to provide
a direction towards answering some of these questions.

The first theoretical approach is the quasi-chemical theory (QCT) [67, 37, 83, 38,
84]∗. That theory employs a spatial partitioning enacted by manipulations involving
hard particles during the process of inserting the solute into water. Three free energy
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terms result: 1) inner-shell 2) packing and 3) outer-shell (see Fig. 1). In turn these
free energies correspond to: 1) minus the free energy to push nearby waters out to
the hard particle radius 2) the free energy to create a cavity the size of the hard
particle and 3) the free energy to insert the solute particle into the cavity created
by the hard particle. Several studies have examined the behavior of each term as a
function of cavity size (see Ref. [61]∗ as a recent example related to ion specificity),
and the inner-shell term can be re-expressed in a chemical equilibrium form that
allows for accurate quantum calculations [39]∗. Besides the theoretical insights the
QCT has generated, the theory has been shown to produce accurate hydration free
energies for the alkali cation series [37, 39, 85]∗.

An alternative view starts from the Local Molecular Field Theory (LMFT) of
Weeks and coworkers [86]. The LMFT has proved helpful for understanding structure
and driving forces in molecular liquids and at interfaces. The basis of the LMFT
for polar liquids like water is an Ewald-like partitioning of the Coulomb potential
into near-field and far-field parts. That idea was employed in a new approach for
partitioning the free energies [40] which was then utilized in studies of ions near the
water surface [41], ion hydration entropies [42]∗, ion thermodynamics in non-aqueous
solvents [87], and ion-ion interactions related to the Law of Matching Water Affinities
(Shi and Beck, in preparation).

As an example, Fig. 3 shows the near and far field electrostatic parts of the
single-ion entropies computed in Ref. [42]∗ as a function of the inverse of the ion
crystal radius. This plot yields insights into several physical aspects of specific ion
hydration as well as explains the origin of the entropy plot used by Collins, Neilson,
and Enderby [1]∗∗ to show a clear indication of kosmotopric and chaotropic behavior.
For this plot, the free energies were spatially partitioned into near-field and far-field
components. What is clear is that it is the local electrostatic contribution that is the
predominant source of ion specificity (with some variation from the van der Waals
component, see Table 2 of Ref. [42]∗). The far-field electrostatic part of the free
energy produces only a small nearly ion independent negative value.

Thus it appears ion specificity is remarkably local (at least for monovalent ions).
Also, it was noted in Ref. [38] that simple dielectric models can underestimate the
magnitude of ion entropies by up to an order of magnitude; clearly that observation
is tied to molecular-level behavior in the first shell. A similar conclusion was reached
in a study of IR and Ramam spectra of H-bonds around ions in water [88] and in a
QCT study of ion hydration [89].

The QCT and the LMFT partitioning have produced similar physical results,
namely that molecular-level quantum mechanical accuracy is required for the nearby
interactions of the ion with water. But, due to screening and resulting significantly
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reduced field intensity, the more distant interactions are well-modeled as a Gaus-
sian process that is equivalent to a dielectric continuum model. These ideas have
been known qualitatively for a long time, but it has been helpful to see computa-
tionally that outside of the first hydration shell, the interactions are truly Gaussian
distributed [40]. This is the reason the Born and related continuum models have
persisted. These conclusions appear robust in bulk water at low ion concentration,
but Collins has pointed out several cases where the continuum-based Debye-Hückel
model for ion-ion interactions fails regarding ion-protein interactions [4]∗.

6. Quantum structure and energetic partitioning

The fluctuating fields near ions in water can be enormous (of magnitude 1 V/Å)
[90]∗. It is therefore not surprising that the ion charge cloud can become substan-
tially distorted, especially for the anions. While classical models can to some extent
capture key physical aspects of ionic solutions such as the ion size, electrostatic in-
teractions, and approximations to ion polarization and charge transfer, the QCT
results discussed above suggest that an accurate quantum mechanical treatment of
the inner-shell is necessary for high resolution thermodynamic results. In addition,
high-level quantum chemistry can produce insights into the contributing physical
parts of the interactions through perturbation theory (such as SAPT) [43, 91]. In
this section we summarize some previously unpublished quantum mechanical results
related to ions in water clusters (see supplementary materials for details). A previ-
ous study examined ion specificity of dispersion interactions [12], but here we extend
the results to all of the relevant interactions. We also explore charge transfer effects
that have been studied previously [92, 81]. There is experimental evidence of charge
transfer in ion hydration [93].

The main conclusions of our work are as follows.

• Significant ion specificity is observed for each of the interaction energy compo-
nents using SAPT. The micro-solvated ion/water interaction energies increase
non-linearly as waters are added. See Table 1.

• The Quantum Theory of Atoms in Molecules [46] quantities calculated at the
intermolecular bond critical point for ion/water dimers hint that the F−/water
hydrogen bond is uniquely strong among the halide/water series. This is also
evidenced by significant induction and dispersion contributions to the interac-
tion energy. Electrostatics dominates all the interactions examined, however.

• Cations are found to accommodate up to 80 millielectrons of charge from nearby
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Cluster Elst Ind Disp Exch Exch Err EPT ECP

X±(H2O)

Li+ C2v -32.90 -13.52 -0.68 12.55 1.00 -34.56 -33.46
Na+ C2v -24.95 -6.39 -0.43 8.43 1.00 -23.33 -22.53
K+ C2v -19.73 -4.78 -1.73 8.73 1.01 -17.51 -16.63
F− C1 -44.50 -29.26 -7.80 49.33 1.03 -32.23 -29.35
Cl− C1 -19.01 -7.57 -4.42 15.41 1.01 -15.58 -14.24
Br− C1 -16.35 -6.03 -4.15 13.13 1.01 -13.39 -12.18

Table 1: SAPT2+3(CCD) energy decomposition for ion-water dimers: electrostatics (Elst), induc-
tion (Ind), dispersion (Disp), exchange (Exch), and total interaction energy (EPT) in the dimer-
centered aug-cc-pVTZ basis set. All energies expressed in kcal/mol. Exch Err is a value quantifying
the degree of error in the single-exchange approximation which affects the accuracy of exchange-
coupled higher order induction terms. A value greater than unity indicates an overestimation of the
induction energy and vice versa. This quantity represents the chief source of error in the difference
between EPT and the conventional counterpoise-corrected interaction energy, ECP.

waters while anions are found to distribute up to 170 millielectrons to the
solvent – neither increase linearly as waters are added.

• Density difference maps of the anion complexes reveal the scope and sheer
complexity of the charge redistribution between ions and nearby waters. See
Fig. 4. See also Ref. [94] for related analysis of the water molecule.

• An alternative method that displays the charge redistribution in small com-
plexes [47] is helpful to visualize the complicated charge flow in the inner shell.
Again, anions display larger extents of charge rearrangement, espcially for the
F− ion. See Fig. 5. All three of these last observations regarding charge redis-
tributions display strong ion specificity.

It is clear from these results and others [95] that the local fields are intense and the
charge rearrangements are extensive and complicated. There have been recent efforts
to develop classical models that include both polarization and charge transfer [96].
These models appear to be promising in producing good agreement with experiment
while maintaining the computational efficiency needed for large-scale simulations.
Application of these models to ion association will be discussed below [35]∗. We also
note recent application of these ideas to ion transport [36].
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7. PMFs and ion-ion interactions

Along with the single-ion entropies discussed above, another hallmark indicator
of ion specificity (and the LMWA) is the volcano plot assembled by Collins, Neilson,
and Enderby [1]∗∗. That plot shows the heat of solution (from the crystal) for ion
pairs on the y axis vs. the difference of the ion pair hydration enthalpies (from vapor
into liquid) on the x axis. Like-like pairs (chaotrope-chaotrope and kosmotrope-
kosmotrope) generally display positive heats of solution while unlike pairs show the
opposite behavior. Another plot that displays volcano behavior is one that shows the
osmotic coefficient on the y axis and the difference of solvation free energies for the
pair on the x axis [13, 35]∗. Recent computational studies that employ polarizable
and charge transfer force fields have successfully modeled the osmotic coefficients vs.
total ion concentration [35]∗.

The basic theory for computing the osmotic coefficients is given in Ref. [13]∗. The
computation involves a second virial coefficient term that requires the ion-ion PMF
and another term that depends only on the ion valency (long-ranged interactions
that can often be modeled at the Debye-Hückel level at least in homogeneous solu-
tions). Ref. [13]∗ examined the osmotic coefficients vs. the anion-cation difference of
solvation free energies using a continuum model; the same general volcano plot was
observed in the calculations compared with experiment, but the theoretical results
were shifted relatively uniformly on the y-axis. These results again implicate the
importance of dispersion forces, but also point to the need for the inclusion of other
physical effects. At any rate, the central object of interest is an accurate ion-ion
PMF for each pair.

Several groups have performed extensive classical simulations of the ion pair
PMFs in water. Fennell et al. [48] examined a range of ion pairs using several
force fields for the ions and water. The results were generally consistent with the
LMWA, and for the OPLS parameter set computed association constants agreed
relatively well with experiment. As for the surface tension increments above, the
PMFs display strong sensitivity to the ion and water models. Some of the force field
parameters were subsequently corrected [48] which led to better agreement with ex-
periment. Ion pair PMFs were also computed in Ref. [18] using the point charge
force fields obtained by matching experimental free energies, entropies and structural
data. The resulting osmotic coefficients vs. ion concentration agree quite well with
experiment. Ref. [97] observed results in decent agreement with the LMWA except
for ion sizes near the size of the water molecule where deviations were observed.

Recently, efforts have been directed at ab initio simulation studies of ion-ion PMFs
to test the validity of the classical models. Here we mention two of these studies that
serve to illustrate the strong dependence of the PMFs on the classical force field in
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relation to the quantum mechanical results [49, 50]∗. A study discussing an LMFT
partitioning of the ion-ion PMFs will appear shortly (Shi and Beck, in preparation);
as for the single-ion quantities, the partitioning aids in understanding the underlying
driving forces for the observed PMF features.

8. Conclusions

The above discussion gives a glimpse of recent efforts to move theoretical and
modeling research on Hofmeister effects in a quantitative direction. Progress has been
made in defining, understanding, and modeling single-ion thermodyanmic quantities.
We view this as a necessary first step along the path to higher resolution results.
Studies of other thermodyanmic and structural quantities have allowed for robust
testing of frequently employed classical and quantum models. Spatial partitioning of
free energies and temperature derivative quantities has led to a better understanding
of the physical basis of the near locality of ion specificity. Detailed quantum stud-
ies, while computationally expensive, can serve as benchmarks for determining the
magnitudes of the various factors that contribute to ion specificity.

Recurrent themes in the research discussed here are 1) Classical models can cap-
ture important features of ion specificity when the models are robustly parametrized
vs. experimental quantities or high-level quantum results. 2) Yet for higher-resolution
theory aimed at quantitative results, it is clear the quantum mechanical theories and
calculations are required. There is no avoiding the physical fact of the intense fields in
and around ions in water, and the impact of those fields on the electron distributions
are complex.

In the Abstract above, it was stated that a theory that links molecular-level reality
in the inner hydration shell to the continuum Lifshitz theory at longer range doesn’t
exist. The quasichemical theory comes close to this goal by providing a statistical
framework for parsing the physical effects into quantum results at short range and
continuum-level electrostatic models at long range. A step beyond would be to
include more than just the electrostatic effects at long range by adding dispersion
interactions of the ion-water cluster (or “dressed” ion) using Lifshitz theory.

We also suggest that in order to move forward in determining interfacial poten-
tial effects, it appears necessary from the beginning to perform calculations that
include the realistic quantum mechanical charge distributions of the ions and water
molecules. This is due to the clear model dependence in classical models in which
the charge distributions are decidedly unphysical inside the molecules. Applying
the ideas discussed here to important non-aqueous solvents is another direction for
further exploration [87].
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Figure 1: Schematic representation of quasichemical theory partitioning and interfacial potentials.
For the discussion in the text Medium 1 is the vapor phase and Medium 2 is water. φsp is the
potential shift crossing the vapor-liquid boundary, φlp is for the liquid-cavity boundary, and φnp

is the sum of the two. Inside the liquid, a cavity is grown around the ion, with a radius r. The
real free energy µex

real is the work to move a single ion from the vapor into the liquid phase. It can
be considered as a three-step process (as in quasichemical theory): 1) grow cavity, producing the
packing term µex

p 2) compute interaction free energy for the ion in the cavity, the long-ranged term
µex
lr and 3) allow the solvent to relax into contact with the ion, the inner-shell term µex

is .
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Figure 2: Shown are ion pair entropies vs. their rare gas pair counterparts. The KX sequence is
on the left with X the halide (F−, Cl−, Br−, and I−, with F− on the bottom). The corresponding
NaX sequence is on the right. Experimental data are in red, and computed results are in black.
Notice the significant error for the F− ion, which presents special challenges, see below. Further
details can be found in Ref. [42]∗. Reproduced from Ref. [42]∗ with permission.
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Figure 3: Figure showing local and far field electrostatic parts of the single-ion entropy as a function
of the inverse of the ion crystal radius. The anion data is on the left (F− starting at the bottom,
Cl−, Br−, I−, and an artificially large I− ion). The cation data is on the right (Na+ and K+).
The local contribution for the anions is labelled with an open circle, while the far-field contribution
is labelled with an open diamond. The local contribution for the cations is labelled with an open
square, while the far-field contribution is labelled with an open triangle. Note the strong ion
specificity due to interactions near the ion and the small-magnitude and largely ion independent
far-field contribution. Also note the very different slopes of the local contributions for anions vs.
cations. Reproduced from Ref. [42]∗ with permission.
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Figure 4: Shows charge density redistribution in the F−/W2 dimer cluster. The contours are ob-
tained from the difference between the electronic charge density in the complex minus the individual
ion and water charge densities. The complexity of the charge rearrangments is apparent.
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Figure 5: Charge displacement curves following Ref. [47]. The curves indicate both direction
and magnitude of charge passing through a moving plane perpendicular to the ion-water bond
and so offers a unique perspective of charge redistribution in the dimers. Ref. [47] and citations
therein argue that an unambiguous estimation of the charge transferred can be evaluated at the
minimum/maximum appearing in the curve between the ion and the nearest water atom positions.
The integration proceeds from left to right and so a positive value like we obtain for cations (top
curves) indicates charge flows from the right side to the left (water to ion) and vice versa for negative
values like that obtained for anions (lower curves). All ions are located at x = 0. Any displaced
red and white cirlces signal oxygen and hydrogen positions, respectively. Ions are colored magenta
(F−), green (Cl−), red (Br−), larger red (Li+), blue (Na+), and magenta (K+ on top of the plot).
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