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The฀ increasing฀ use฀ of฀ Internet฀ access฀ networks฀
raises฀ the฀ demand฀ for฀ secure฀ and฀ reliable฀ com-
munication฀ for฀both฀users฀and฀businesses.฀Tradi-
tionally,฀the฀aim฀has฀been฀to฀provide฀the฀strongest฀
possible฀ security.฀However,฀with฀ the฀demand฀ for฀
low-power฀ computing฀ it฀ has฀ become฀ desirable฀
to฀develop฀security฀mechanisms฀which฀effi฀ciently฀
utilize฀ available฀ resources.฀The฀ tradeoff฀ between฀
performance฀and฀security฀plays฀an฀important฀role.฀
In฀general,฀strong฀security฀ is฀added฀even฀if฀there฀
is฀ no฀ attack.฀The฀ implementation฀ of฀ strong฀ and฀
resource฀demanding฀security฀often฀implies฀more฀
than฀a฀secure฀system;฀it฀may฀deteriorate฀the฀per-
formance฀of฀a฀device฀with฀limited฀resources฀and฀
pave฀ the฀ way฀ for฀ new฀ threats฀ such฀ as฀ resource฀
exhaustion.฀ It฀ is,฀ therefore,฀unwise฀to฀use฀strong฀
cryptographic฀algorithms฀for฀devices฀with฀limited฀
resources฀in฀the฀absence฀of฀an฀adversary.฀It฀is฀more฀
effi฀cient฀to฀begin฀with฀lightweight฀security,฀taking฀
further฀measures฀when฀an฀attack฀is฀detected.฀

The฀ overall฀ focus฀ of฀ this฀ thesis฀ is฀ on฀ adjustable฀
and฀lightweight฀authentication฀protocols฀for฀net-
work฀access฀control.฀The฀ thesis฀ studies฀ the฀per-
formance฀ degradation฀ of฀ strong฀ security฀ using฀
empirical฀tests฀on฀IP฀security฀(IPSec)฀with฀a฀visual฀
bottleneck฀ indicator฀ based฀ on฀ the฀ time-discrete฀

fl฀uid฀fl฀ow฀model฀and฀throughput฀histogram฀diffe-
rences.฀The฀results฀emphasize฀the฀possibility฀of฀a฀
Denial฀of฀Service฀(DoS)฀attack฀against฀IPSec฀itself.฀

The฀ redundant฀ authentication฀ performed฀ in฀ a฀
Wireless฀Local฀Area฀Network฀(WLAN)฀also฀mo-
tivates฀ the฀development฀ and฀evaluation฀of฀novel฀
lightweight฀ authentication฀ protocols฀ for฀ the฀ link฀
and฀network฀ layer.฀The฀developed฀authentication฀
protocols฀are฀resource฀effi฀cient,฀per-packet฀based,฀
and฀robust฀ in฀terms฀of฀handling฀packet฀ loss.฀The฀
protocols฀are฀further฀used฀as฀part฀of฀a฀hierarchi-
cal฀defense฀structure,฀which฀has฀been฀implemen-
ted฀and฀evaluated,฀ in฀order฀ to฀mitigate฀protocol฀
based฀DoS฀attacks.

Finally,฀this฀thesis฀presents฀the฀concept฀of฀Always฀
Best฀Security฀(ABS)฀and฀a฀practical฀decision฀ma-
king฀model฀based฀on฀the฀Analytic฀Hierarchy฀Pro-
cess.฀The฀ model฀ takes฀ a฀ number฀ of฀ factors฀ into฀
consideration,฀ including฀ subjective฀ and฀ objective฀
aspects฀of฀security฀in฀order฀to฀select฀an฀adequate฀
authentication฀ level.฀ It฀ is฀ a฀ fl฀exible฀model฀which฀
formalizes฀quantitative฀and฀qualitative฀considera-
tions฀of฀a฀defi฀ned฀set฀of฀criteria,฀keeping฀Quality฀
of฀Service฀in฀mind.
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Abstract

The increasing use of Internet access networks raises the demand for se-

cure and reliable communication for both users and businesses. Traditionally,

the aim has been to provide the strongest possible security. However, with

the demand for low-power computing it has become desirable to develop se-

curity mechanisms which efficiently utilize available resources. The tradeoff

between performance and security plays an important role. In general, strong

security is added even if there is no attack. The implementation of strong and

resource demanding security often implies more than a secure system; it may

deteriorate the performance of a device with limited resources and pave the

way for new threats such as resource exhaustion. It is, therefore, unwise to

use strong cryptographic algorithms for devices with limited resources in the

absence of an adversary. It is more efficient to begin with lightweight security,

taking further measures when an attack is detected.

The overall focus of this thesis is on adjustable and lightweight authentica-

tion protocols for network access control. The thesis studies the performance

degradation of strong security using empirical tests on IP security (IPSec)

with a visual bottleneck indicator based on the time-discrete fluid flow model

and throughput histogram differences. The results emphasize the possibility

of a Denial of Service (DoS) attack against IPSec itself.

The redundant authentication performed in a Wireless Local Area Network

(WLAN) also motivates the development and evaluation of novel lightweight

authentication protocols for the link and network layer. The developed au-

thentication protocols are resource efficient, per-packet based, and robust in

terms of handling packet loss. The protocols are further used as part of a

hierarchical defense structure, which has been implemented and evaluated in

order to mitigate protocol based DoS attacks.

Finally, this thesis presents the concept of Always Best Security (ABS) and

a practical decision making model based on the Analytic Hierarchy Process.

The model takes a number of factors into consideration, including subjective

and objective aspects of security in order to select an adequate authentication

level. It is a flexible model which formalizes quantitative and qualitative

considerations of a defined set of criteria, keeping Quality of Service in mind.
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of Promote IT 2002, Skövde, Sweden, April 2002.

3. H. Johnson, A. Nilsson, J. Fu, S. F. Wu, A. Chen and H. Huang, SOLA:

A One-bit Identity Authentication Protocol for Access Control in IEEE

802.11, In Proceedings of IEEE Global Telecommunications Conference

(GLOBECOM’02), Taipei, Taiwan, Vol 1, pages 768–772, November

2002.

4. F. Zhao, C. Shin, S. F. Wu, H. Johnson, R. C. Guo, T. J. Liu, K. P.

Fan, and J. Fu, A Framework for Data Packet Access Control (DPAC),

IETF draft <draft-zhao-pana-dpac-framework-00.txt>, February 2003.
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Chapter 1

Introduction

1.1 Background

Network security is a natural and important part of today’s society, playing a

significant role for companies, organizations and individuals. Several network

infrastructures connect to form the Internet and local access networks connect

end-users with small and mobile devices in order to communicate from almost

any physical location. As the need for this information technology increases, so

too does the demand for adequate security measures. As a result, researchers

and security engineers are struggling to address the intensified security issues.

Traditionally, the aim has been to provide the strongest security possi-

ble. By implementing strong security, in terms of sophisticated cryptographic

algorithms, users feel confident in what they believe to be a secure system.

However, the use of strong mechanisms may deteriorate the performance of

a device with limited resources and pave the way for new threats such as re-

source exhaustion. The result is low Quality of Service (QoS) or even Denial

of Service (DoS). This is sometimes called a protocol based DoS attack and is

a serious threat to availability. Therefore, the tradeoff between performance

and security plays an important role in digital communications and strong

security should only be utilized as a last resort, in specific situations.

With the demand for low-power computing it has become desirable to de-
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velop security mechanisms which efficiently utilize available resources. Bruce

Schneier stated: ”The future of digital systems is complexity, and complexity

is the worst enemy of security” [1]. With this in mind, the overall focus of this

thesis is lightweight authentication for access control which offers adjustable

and resource-efficient authentication solutions in a constrained environment.

Another important aspect of security is the decision process involving

which security level to select with regards to authentication. This decision

is complicated since the criteria can be difficult to define and measure. A

decision making model has to deal with quantitative and qualitative consid-

erations of defined criteria. Authentication algorithms may vary in terms of

security strength and required resources. Therefore, it is necessary to consider

a compromise between different criteria.

1.2 Problem Statements

This section presents the problem statements and addresses the issue of ef-

ficient and adjustable authentication protocol provision for network access

control.

Problem statement 1: What are the implications of strong and redundant

security in a constrained environment?

Redundant security, in terms of unnecessary authentication, is usually resource-

demanding [2]. With limited capacity, the security mechanism may introduce

bottleneck behavior or become an easy target for DoS attacks, with devasta-

ting consequences.

Normally, a user has to decide what authentication level is necessary for

a specific system. The decision process can be complicated by the number

of criteria and alternatives which need to be compared and measured. This

leads directly to the second problem statement.

Problem statement 2: Given a set of criteria regarding security attributes,

for a set of security level alternatives, which is the best alternative for obtain-
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ing the overall goal of adequate authentication?

When security is desirable in network communications, it is necessary to make

a decision regarding which security level to use. A decision making model

needs to be self-operating in terms of selecting the adequate security level,

without introducing any unnecessary costs.

Problem statement 3: How can adjustable and lightweight authentication

protocols be designed to provide efficient network access control, with min-

imal impact on available resources, whilst still accurately detecting ongoing

attacks?

With regards to low-power computing and communication devices, the pur-

pose of security mechanisms needs to be revised. If the objective is access

control and the integrity is checked in a higher protocol layer, then there is

no need to use expensive cryptographic functions with the payload as an in-

put. Current and next generation communication networks require flexible

and adjustable authentication mechanisms which utilize available resources

to perform efficient access control.

Problem statement 4: How can we deploy lightweight authentication pro-

tocols for access control over a Local Area Network (LAN) and a Wireless

Local Area Network (WLAN) to mitigate a DoS attack?

With the development of new access control methods, it is possible to manage

and prevent a DoS attack using a hierarchical defense structure at the edge

of a network. Such a structure may be utilized without becoming the target

of a DoS attack and provides the following benefits:

• Prevents illegal activities by implementing a multilayer security system.

• Retains mission-critical response time during a DoS attack.

• Reduces the risk of downtime by protecting the security service.

• Ability to track normal and abnormal traffic in real-time.
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Authentication features (and security mechanisms in general) may have an

effect on the system capacity, as well as the QoS offered to end users.

Problem statement 5: How can efficient, proactive security be provided?

By the time an attack takes place, it might be too late to take countermea-

sures based on a reactive method. Instead, proactive security (which is able

to detect an attack and take countermeasures) is preferable. Moreover, se-

curity is, in general, added even if there is no attack, which deteriorates the

end-to-end performance. It is, therefore, unwise to use strong and resource de-

manding cryptographic algorithms for authentication for devices with limited

resources, in the absence of an adversary.

1.3 Contributions

This thesis provides three important contributions which respond to the prob-

lem statements mentioned above:

• The first contribution deals with performance evaluation and mitigation

of DoS attacks. An identification of IP Security (IPSec) [3] performance

degradation is performed, in which latency and throughput are the ma-

jor parameters of interest. The collected data is evaluated in order to

search for bottleneck behavior for different traffic loads over an IPSec

tunnel. To emphasize the obtained and critical behavior of IPSec, a

visual bottleneck indicator is applied, which clearly depicts the pos-

sibility of a resource-exhaustion attack by the use of flooding traffic.

This leads to the contribution of mitigating the flooding attack via a

proposed hierarchical defense structure, with proactive functionality. A

novel hierarchical architecture is presented with the proposed adjustable

and lightweight authentication protocols acting as a classifier to deny

access to harmful traffic. A prototype of the presented structure is im-

plemented and results are reported which display the capability of the

structure to filter and separate the attack traffic before reaching the

target of an IPSec gateway. The considered IPSec environment is based
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on IPSec gateways for the low-end market, i.e., for small businesses or

private networks.

• The next contribution deals with the development of novel and light-

weight authentication protocols which are payload-independent and per-

packet based. These protocols function on the link layer (IEEE 802.11)

and on the network layer. The proposed link layer protocols are the blind

and the non-blind authentication protocols and the network layer proto-

col is the Random-Bit Windows-based Authentication (RBWA) protocol.

The protocols are able to deny access to adversaries and to detect an

attack by anomaly detection. Moreover, synchronization algorithms are

developed to handle packet loss and create a robust and efficient au-

thentication functionality.

• The final contribution is formulated in response to the second problem

statement. A practical decision model is presented for finding the ade-

quate authentication level based on desirable security criteria and alter-

natives. The process of decision making can be very complex. Therefore,

the model presented by this thesis optimizes the selection of an adequate

authentication level. Even though the notion of lightweight security is

acknowledged, the process of knowing when to use it (in contrast to

strong security) is not well developed. By defining an overall security

goal and a set of criteria with corresponding alternatives the Analytic

Hierarchy Process (AHP) [4] is used to finally select the most suitable

and preferred authentication level.

1.4 Definitions

There is often a terminology problem in new research areas; different words

appear with the same meaning. Throughout this thesis a number of concepts

are used which are defined as follows.

Quality of Service: A broadly used term which refers to the performance

attributes of an end-to-end connection. The general definition provided by
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the International Telecommunication Union (ITU) [5] is that

QoS is the collective effect of service performance, which deter-

mines the degree of satisfaction of a user of the service.

Denial of Service: Such an attack consumes the bandwidth or overloads the

computational resources of the victim systems, typically resulting in a loss of

network connectivity and services [6]. Most commonly, the attack attempts

to ”flood” a network with bogus packets, thereby preventing legitimate traffic.

Decision Making: Decision making is the process of sufficiently reducing

uncertainty and doubt about alternatives and selecting a course of action

among multiple alternatives. It should be noted that uncertainty is reduced

rather than eliminated [6].

Adequate: As much, or as good as necessary for some requirement or pur-

pose [7].

IPSec: IPSec [3] is a standard for securing Internet Protocol (IP) commu-

nications by encrypting and/or authenticating IP packets. IPSec provides

security at the network layer and is further described in Chapter 4.

IEEE 802.11: IEEE 802.11 denotes a set of WLAN standards developed

by working group 11 of the IEEE LAN/MAN Standards Committee (IEEE

802). The 802.11 family currently includes six over-the-air modulation tech-

niques, all of which utilize the same protocol. The most popular (and prolific)

techniques are those defined by the a, b, and g amendments to the original

standard; security was originally included, and was later enhanced via the

802.11i amendment. Other standards in the family (c-f, h-j, n) include ser-

vice enhancement and extensions, or corrections to previous specifications.

802.11b was the first widely accepted wireless networking standard, followed

by 802.11a and 802.11g [6].

False Positive: A false positive exists when a test reports, incorrectly, that

it has found a signal where none exists in reality [6]. Detection algorithms of
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all kinds create false positives. For example, if an Intrusion Detection System

(IDS) is configured to be highly suspicious, it will generate a number of false

positives, incorrectly indicating an intrusion.

False Negative: A false negative, also called a miss, exists when a test

reports, incorrectly, that a signal was not detected when, in fact, it was

present [6].

Authentication Protocols: Authentication protocols are used to ensure

that the entity which supposedly sent a message to another party is indeed

the legitimate entity. The introduction to the international standard ISO/IEC

9798-1 [8] states the general purpose of an authentication protocol as follows:

Entity authentication mechanisms allow the verification, of an en-

tity’s claimed identity, by another entity. The authenticity of the

entity can be ascertained only for the instance of the authentication

exchange.

This definition is drafted more in terms of personal interactions than in terms

of communication between devices in a network. One has to pay particular

attention to the word ’identity’. As cryptographic protocols are discussed in

computer networks, the translation of ’identity’ into ’cryptographic key’ is

more relevant for this thesis.

Adjustable: Having the ability to adapt and change the authentication level

either by changing the number of authentication bits used per packet or the

authentication protocol. The terms adjustable and tunable are in this thesis

equivalent.

Lightweight: The term lightweight as used in this thesis refers to resource

efficient authentication solutions which suit systems with constraints, such as

low-power microprocessors with small processing capability, small memory,

limited battery, and limited bandwidth. Sometimes these constraints make it

impractical to use the majority of the current secure algorithms, which were

developed for powerful devices. These constraints normally occur in mobile
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environments with small communication devices. There is a growing inter-

est in techniques that avoid strong cryptographic authentication and instead

promote lightweight authentication [9].

1.5 Research Methodology

The research methodology described in this thesis is chosen in response to the

problem statements. The research has been conducted with an awareness of

both practical and theoretical concerns. Empirical tests and studies have been

made in order to confirm the theoretical arguments. The research aimed to

be systematic, replicable and logical, moving from questions to answers and

was based on data collection, data analysis and data verification. Statistical

methods have been used to analyze the collected data. In particular, statistical

measures such as mean value, standard deviation, and confidence intervals

for validation purposes were determined throughout the thesis. Information

about the research methods is also included in the individual chapters.

1.6 Thesis Structure

Chapter 2 studies related work regarding performance measurements, decision

processes, lightweight authentication, and DoS attacks and countermeasures.

Chapter 3 emphasizes the redundant authentication exerted over a WLAN

(IEEE 802.11), in which both IPSec and additional authentication can be

used over the wireless link. Chapter 4 is devoted to a performance evaluation

of IPSec degradation, with an implemented lab system able to generate and

collect necessary data for further analysis. To illustrate the empirical tests,

data analysis is performed using a proposed visual bottleneck indicator based

on the time-discrete fluid flow model and throughput histogram difference

plots. In Chapter 5, the adjustable and lightweight authentication proto-

cols are presented with an evaluation of the proposed protocols following in

Chapter 6. The evaluation is based on both the behavior of the integrated al-

gorithms and various security considerations. The lightweight authentication

protocols are applied as a first line of defense to mitigate DoS attacks. This
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hierarchical structure is described by Chapter 7. The evaluation of the hier-

archical architecture is performed, using an empirical test bed with connected

IPSec gateways, forming a Virtual Private Network (VPN) between two local

networks. Data is collected, with no influence on the monitored traffic, and

is later analyzed with respect to throughput and CPU utilization. Chapter 8

addresses the selection of an adequate authentication level providing a solu-

tion to the problem of which authentication level to choose in the presence of

different criteria. Chapter 9 concludes the thesis and outlines future work.





Chapter 2

State of the Art

This chapter presents prior and related work. It is divided into four parts:

performance measurements, decision processes, adjustable and lightweight au-

thentication, and DoS attacks and countermeasures.

2.1 Performance Measurement

Security related performance measurement is a broad research area. The focus

in this section is limited to IPSec related performance evaluation.

In [10], Okhee and Montgomery examine the relative performance charac-

teristics and dynamic behavior of large scale VPN environments based upon

IPSec and the Internet Key Exchange protocol (IKE). They further introduce

the NIST IPSec/IKE Simulation tool (NIIST) and use its detailed packet

level model to characterize, for instance, the performance impact of crypto-

graphic algorithms. Their results highlight the significant performance impact

of IPSec implementation.

[11] presents a performance analysis of IPSec and a comparison of encryp-

tion algorithms (e.g., Data Encryption Standard (DES)) and one-way hash

functions (e.g., Message Digest 5 (MD5) [12] and Secure Hash Algorithm 1

(SHA1) [13]) for authentication. The comparison is performed in terms of time

and space complexity. Parameters considered in the study include process-
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ing power and input size. The IPSec analysis revealed that HMAC-MD5 can

be sufficient for authentication purposes, rather than the more complicated

HMAC-SHA1.

A paper [14] presented by Barbieri, Bruschi and Rosti reveals the results

of an experimental analysis of voice-over secure communication links imple-

menting IPSec. In addition, the group presents the critical parameters charac-

terizing the real-time transmission of voice over an IPSec connection, as well

as techniques which could be adopted to overcome some of the limitations

of Voice over IPSec (VoIPSec). Their results show that the effective band-

width can be reduced by up to 50 % with respect to Voice over IP (VoIP)

in case of VoIPSec. Furthermore, the cryptographic engine may damage the

performance of voice traffic.

An interesting study is conducted in [15], in which an analysis of IPSec is

made in high and low powered devices. The paper presents the performance

cost brought up by the increased processing overhead.

In [16], Ronan et al. investigate the performance implications of IPSec

deployment over a Wide Area Network (WAN). A similar investigation is

performed in [17] with the focus on overhead issues for local access points in

IPSec enabled VPNs.

2.2 Adjustable and Lightweight Authentication

The research area related to combining adjustable and lightweight authenti-

cation is limited.

Lindskog introduces interesting research regarding tunable security in his

doctoral thesis [18]. In the thesis, methods are suggested for achieving differ-

ent security levels for networked applications. Lindskog’s work is restricted

to the issue of confidentiality through selective encryption schemes which can

be set to a desired security level in order to optimize the total system per-

formance. The thesis contains both theoretical and practical methods and

results.

In [19], Schneck and Schwan propose and implement an adjustable au-

thentication protocol named Authenticast. It offers variable levels of secu-
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rity throughput execution to client-server platforms, with varying numbers of

clients and varying resource availabilities. Authenticast works with various

heuristics used to enable adjustable authentication. The heuristics include:

percentage-based authentication, delayed authentication, secret key connec-

tion and algorithm change. Experimental results are attained for a streamed

Moving Picture Experts Group (MPEG) video sequence.

In [20], Ong et al. propose a Quality of Protection (QoP) framework

that resolves the inadequacies of the one-or-nothing approach by providing

differential security levels and quality awareness. The QoP parameters is de-

pendent on security goals such as confidentiality, integrity, and authentication.

However, these security goals are not easily measured [21]. The parameters

of interests are the key length, block length, type of content, and the time

interval during which the data must be kept secured.

Finally, Hager presents some interesting research in his doctoral thesis [22],

in which he proposes a methodology which improves the efficiency of security

mechanisms for wireless networks. This methodology can be used to define

the relevant operational parameters of different wireless network applications,

classify wireless networks into distinct categories, incorporate appropriate se-

curity protocols to a category, and analyse the security protocols through

metrics. Another key contribution of the thesis involves the implementation

and evaluation of a context-aware and adaptive security manager.

2.3 DoS Attacks and Countermeasures

DoS attacks have become an increasing security threat over the past two

decades, meriting extensive attention by researchers and practitioners. This

may be due to the fact that it is normally easier to disrupt the operation of a

network or a service than to actually gain access.

The DoS attack (described by the attack model in Chapter 4) is one form

of resource-exhaustion attack. This particular attack and its countermeasures

(described by Chapter 7) are performed over a LAN and WLAN. There are,

however, a range of other related DoS attacks. The corresponding counter-

measures are as follows: protocol improvements, cookie-based approaches,
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cryptographic puzzles, and theoretical work.

2.3.1 Protocol Improvements

The behavior of protocols may be a security problem; it is possible for an

adversary to take advantage of malfunctioning protocols and launch a DoS

attack.

SYN flooding [23] is a typical form of attack against the Transmission

Control Protocol (TCP). The purpose of such an attack is to exhaust the

victim through resource allocation. The attack could affect the HyperText

Transfer Protocol (HTTP) and the File Transfer Protocol (FTP), two widely-

used TCP-based protocols that form a significant part of the Internet. The

attack works as follows: an adversary sends many TCP connection requests

with forged source addresses to the victim’s server. Each request packet causes

the targeted host to draw on a limited resource pool. Finally, all the resources

in the pool are exhausted and, as a result, no incoming TCP connections can

be established. The attack has been analyzed in detail by Schuba et al., [24].

As a countermeasure, they suggest that firewalls can be configured as a semi-

transparent gateway or a firewall with a relay functionality.

In the semi-transparent case, the firewall passes the SYN packets to the

server. The next step is for the server to respond with a SYN+ACK packet.

The firewall forwards this packet to the client and then sends an ACK packet

to the server. After that, the firewall waits for a legitimate ACK packet from

the client. If the firewall does not receive a legitimate ACK packet within a

timeout period, a reset (RST ) packet is sent for termination to the server. If a

legitimate ACK packet arrives at the firewall before the timeout is reached, all

subsequent packets flow normally through the firewall. The advantage of this

mechanism is that no extra delay is introduced for legitimate connection. The

weakness of such a mechanism is that it may be difficult to find the correct

timeout period, since connections with long response times could appear.

In the relay approach, the firewall contacts the server after the three-way

TCP handshake is successfully completed and establishes a second connec-

tion. If an attack occurs, the firewall answers the SYN flooding from the

adversary and since the ACK packet never arrives, the firewall terminates the
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connection. However, this mode of protection is only useful if the firewall it-

self is not vulnerable to resource exhaustion. The drawback of this solution is

that the firewall introduces new delays for legitimate connections, the obvious

advantage being that the server is completely shielded from the attack and

never receives spoofed SYN packets.

In [25], an admission control mechanism is described which drops a pending

request with the goal of optimizing resource utilization. This mechanism

can select a request at random if the connection-pending data structure is

full. The authors of [25] further revised an analytical model for the random-

drop mechanism. They used simulations to compare the random request

dropping with the three other cookie-based, SYN flooding defense mechanisms

described by Section 2.3.2.

In RFC 2267 [26], Ferguson and Senie present ingress filtering, which may

prevent an adversary from using forged source addresses to launch a DoS

attack.

The SANS Institute recommends that network administrators adopt a

method called egress filtering [27]. This ensures that only IP packets with

valid source addresses leave the network. However, one problem with this

solution is that it might be difficult for ISPs to forward legitimate traffic

which is not part of its own address space.

The smurf attack [28] is an attack in which a network acts as an amplifi-

cation site to flood other networks with packets, as demonstrated by Figure

2.1. In order to defeat this attack, Senia [29] recommends that administrators

block the receipt and forward network-prefix-directed broadcast on routers,

since it is the nature of the broadcast mode which makes the attack pow-

erful. A typical example of a smurf attack occurred at the University of

Minnesota in 1998. Aimed at the University, the attack set off a chain reac-

tion throughout the state, shutting down computers completely and, in other

cases, causing data loss and network slowdowns.

2.3.2 Cookie-based Approaches

The primary goal of cookie-based protocols is to verify the authenticity of

TCP connection requests since some attacks exploit an inherent weakness of
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Adversary sends broadcast

ECHO packet request to

network with the return

address of the victim.

Victim is saturated with

ECHO replies from

network hosts

All hosts in the network

reply to the victim

Figure 2.1: Smurf attack.

the TCP signaling behavior (i.e., the three-way handshake). Three cookie-

based methods have been proposed: the Berkeley cookies [30], the Linux

cookies [31], and the reset cookies [32]. The Linux cookies method was initially

proposed by Bernstein and Bona. They suggested an approach in which a SYN

packet is transmitted to a server which calculates a one-way hash of the SYN’s

sequence number and the addresses, combined with a secret number (changed

at regular intervals). The server then sends the hash value back to the client

as a sequence number within the SYN+ACK packet. So far, no record is kept

of the connection request. If an ACK packet is subsequently received at the

server, as a third step in the three-way handshake, the sequence number is

used to authenticate the client. If properly authenticated, the connection is

established. Otherwise the ACK packet is discarded.

Cookies have been further suggested by the Photuris protocol, developed

by Karn and Simpson [33, 34], in which an authenticator is attached to the

packets and must be verified before any other processing is done.

In [35], Zúguete improves the functionality of cookies. The current imple-

mentation of cookies does not support the negotiation of TCP options. The

improvements suggested by Zúguete allow connections negotiated with SYN

cookies to set up and use any TCP options, which reproduce the possibility

to control TCP throughput performance.
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2.3.3 Cryptographic Puzzle Approaches

The main idea with cryptographic puzzles is to require the client of a com-

munication to commit its resources first. This idea was first introduced by

Dwork and Naor [36], who suggested a computational approach to combat-

ting electronic junk mail, by asking the client to solve a moderately difficult

cryptographic puzzle for each received message. Juels and Brainard [37] fur-

ther introduced the puzzle approach for connection attacks, such as the TCP

SYN flooding attack. If the server is not under attack, the client of the com-

munication has no puzzle to solve. However, if the server is under attack it

will send a puzzle to be solved within a specified interval of time. The puzzle

involves computing the reverse of a secure, one-way function. The cost of this

computation for the client is determined by giving a number of input bits to

the client and then it has to calculate the remaining ones.

The cryptographic puzzle solutions mentioned so far have concentrated on

DoS attacks, using electronic junk mail and TCP SYN flooding attacks. They

do not consider DoS attacks aimed at authentication protocols. However,

in [38] they use the puzzle approach to design a DoS resistant mechanism

useful to any authentication protocol, as illustrated by Figure 2.2.

Puzzle

Solution

Client Server

Solves the puzzle

and returns the

solution.

Do not save state data

or perform expensive

computations.

Verifies the solution

with expensive

resources.

Cryptographic Puzzle Solution

Figure 2.2: Server suspecting a DoS attack sends a puzzle for the client to
solve.

In order to create new puzzles, the server periodically generates a nonce,

which is random and unpredictable, like time stamps. This is done in order

to prevent an adversary from precomputing the solution.
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2.3.4 Theoretical Work

Meadows [39] has been working on formalizing the idea of gradually strength-

ening authentication and constructing a formal framework for network DoS.

The purpose of the framework is to make protocols more resistant to DoS at-

tacks by formalizing them. The goal, whilst designing a cryptographic proto-

col, is to specify the amount of resources a server allocates when its assurance

of the client’s identity and honesty increases.

Finally, Meadows [40] presents the way in which protocols can become

more resistant to DoS attacks by trading off the cost to the defender ver-

sus the cost to the adversary. She also describes how this approach could

be extended to protocols which do not make use of strong authentication.

This formalization is based on the Gong and Syverson fail-stop model [41] of

cryptographic protocols.

2.4 Decision Processes

The AHP [4] is a commonly used approach in the area of Multi-Criteria Deci-

sion Making (MCDM). The MCDM is a branch of general class-of-operations

research models, which deal with decision problems in the presence of a num-

ber of criteria. There are several other methods under the MCDM and each

method has its own characteristics. Two of the methods include the Weighted

Sum Method (WSM) and the Weighted Product Method (WPM) [42], in

which the WSM method is a commonly used approach.

The AHP method used in Chapter 8 has previously been applied in the

area of risk management applications, such as: air traffic control [43], environ-

mental risk assessment [44, 45, 46], national risk security [47] and information

technology [48, 49, 50].

Another paper presenting challenges associated with selecting security

technologies using decision theory is [51], in which the focus lies on software

engineering practice. The paper describes two considerations that a researcher

may have to address when adopting decision-theory techniques to make design

choices. The first consideration depends upon whether the goal of the method

was to replicate the security manager’s security selections or to improve them.
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The second consideration involves deciding which level and detail of informa-

tion is necessary in order to make reasonable selections. Other publications in

which decision making has been used in several software engineering settings

include [52, 53, 54, 55].

Traditionally, security has only been expressed in a qualitative manner.

However, with regards to decision making it is of interest to quantify security

because of the possibility to add a security dimension to the QoS architecture.

Several papers have been published on the quantification of security: [56, 57,

58, 59, 60, 61]. In [56], game theory is suggested as a method for modeling

and computing the probabilities of the expected behavior of attackers in a

quantitative model of security. An interesting example of the possible use of

the model is provided by calculating the Mean Time to the First Security

Breach (MTFSB) for a root privilege attack on a Unix system.





Chapter 3

Lightweight Security for

Access Control in IEEE

802.11

3.1 Introduction

Network access technology raises new concerns regarding security; those who

manage the communication networks must ensure that these networks do not

introduce new vulnerabilities into the corporate network. The focus of this

chapter is on lightweight authentication for network access control in WLAN

(IEEE 802.11). The threat of unauthorized access in WLANs is significant

because of uncontrollable signal propagation. This means that potential in-

truders, physically located outside a company, could access the company’s

internal information and network services. For instance, as Figure 3.1 illus-

trates, an unauthorized laptop can access local and remote critical servers via

the WLAN.

Today, most enterprises are deploying a wireless infrastructure which is

based on the IEEE 802.11 standard [62, 63, 64, 65], which, in turn, offers

access to intranet or Internet data services.

43
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LAN

Local Server

Access

Point

Authentication

Server

Server

Home agent

AAA server

Internet

Laptop

Deskop

PDA
Access

Router

Figure 3.1: Access route to local and remote servers via a WLAN.

3.2 Today’s Wireless Secure Access Options

Network administrators have many options when it comes to defending wired

and wireless networks against unauthorized access. This section specifies sev-

eral methods of securing access in IEEE 802.11. These include: the Wired

Equivalent Privacy (WEP), Media Access Control (MAC) Address filtering,

Service Set Identifier (SSID), and IEEE 802.11i.

3.2.1 Wired Equivalent Privacy

WEP is specified for encryption and authentication between the wireless client

and the access point, and is based on the Rivest Cipher 4 (RC4) [66] encryption

algorithm. The 802.11 standard describes two types of authentication services

for 802.11 networks, the Open System Authentication and the Shared Key

Authentication.

• Open System Authentication: A wireless network can use this service if

it is not necessary to validate the identity of the sending mobile device.

This is the default authentication protocol for 802.11, an authentication

process requiring no key material.

• Shared Key Authentication: Shared Key Authentication provides a more

secure authentication scheme than the open system procedure. However,
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for a station to use shared key authentication, it must implement WEP.

The 802.11 standard does not specify how to install the keys.

802.11 does not provide per-packet authentication, only encryption us-

ing WEP. Therefore, packet authentication is optional. However, a series of

theoretical and practical attacks against WEP have been published [67, 68].

3.2.2 Media Access Control Address Filtering

Each access point can be configured with a list of MAC addresses which are

allowed to access it. Furthermore, each MAC address is associated with a

wireless client. The access point will deny access if the wireless client’s MAC

address is not on the aforementioned list. This is only a practical security

solution if the network is small, since the work of manually updating lists of

all the MAC addresses limits the scalability of this approach. Unfortunately,

MAC addresses are easily eavesdropped, due to the fact that they appear in

clear text. Also, most wireless cards provide the service of changing the MAC

address via software, which makes it very easy to forge a valid MAC address.

3.2.3 Service Set Identifier

The SSID allows a network to be divided into multiple networks. In order to

be able to access any of these networks, the wireless client must be configured

with the correct SSID identifier. Several management frames contain the SSID

identifier, and are broadcasted in clear text by the access point or the wireless

client. However, this leaves the network vulnerable, as an attacker can easily

forge the SSID, using it to gain access.

3.2.4 IEEE 802.11i

IEEE 802.11i provides better protection for wireless communication than

which is displayed by Figure 3.1. IEEE 802.11i employs an authentication

server, an entity which participates in the authentication of two or more

wireless nodes, including the access points. The authentication server can

authenticate the nodes itself, or it provides material for use by wireless nodes
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to authenticate each other.

After authentication, using 802.11i, a device must also gain authoriza-

tion for further service access. The core requirement for wireless network

access is the verification of a wireless client’s authorization to send and re-

ceive IP packets. Therefore, wireless networks need a back-end authorization

infrastructure; one example is the Authentication, Authorization, and Ac-

counting (AAA) server demonstrated by Figure 3.1. However, this chapter

will discuss only the basic network access problem.

To summarize, the authentication and authorization process includes three

basic stages, as Figure 3.2 demonstrates:

1. An initial authentication mechanism used in order to identify the valid

user or client;

2. A key exchange and distribution procedure to mutually agree on a secret

key between the access point and the client, which will then be used for

subsequent activities, and;

3. A data packet authentication protocol (based on the secret key) for

subsequent data communication.

Authentication

Server

Laptop

1. C lien t authentication

2. Key exchange

3. Data authentication

Wireless

access

router

Figure 3.2: Basic authentication and authorization process.
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3.3 Protecting the First Hop

If the wireless client has the correct credential for gaining access to the wireless

network (stage 1), then all data packets passing to and from the authorized

wireless node need some form of authentication. Otherwise, other unautho-

rized clients can eavesdrop the wireless media and discover what it takes to

impersonate the client in order to gain access. Because such data authentica-

tion will apply to every bit in the communication, efficiency is an important

consideration. Two options are considered. Firstly, the 802.11 working group

is defining a link layer mechanism for use in authenticating all 802.11 frames

with the Advanced Encryption Standard (AES) [69], and specifies the use of

Counter for Cipher Block Chaining Message Authentication Code (CCM) [70].

CCM is a method for encrypting blocks of packet information. Without using

efficient authenticated-encryption modes, such as CCM, a client-server pair

would need to encrypt and authenticate the packets separately, thereby paying

the cryptography-related cost twice. Another option is to authenticate the IP

packets in layer 3 (the network layer), using the IPSec protocol suite. If the

authentication process enforces access control in the network layer (instead

of link layer), we usually call the enforcement point ”a layer 3 access router”

(instead of a layer 2 access point).

As Figure 3.3 demonstrates, in this form of authentication, the wireless

client (following the IPSec standard) protects the TCP/UDP header and pay-

load by encrypting or authenticating them. If only authentication is necessary,

the client authenticates the packet payload (including the transport header)

and adds an authentication header to the original packet. On the other hand,

if both authentication and encryption are necessary, the client encrypts the

packet payload (again, including the transport header), and the server authen-

ticates it following the IPSec ESP standard. In IPSec/ESP, the encryption

set adds an ESP trailer and an ESP header. The client subsequently authen-

ticates the encrypted payload, plus the ESP trailer and header all together,

and appends an ESP authentication header after the trailer.

Both options only protect the packets within the first hop of an end-to-end

communication; that is, from the wireless client to the access point (in the

case of 802.11i) or to the access router (in the case of IPSec).
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IP header

IP header

IP header

TCP/UDP header Payload

AH TCP/UDP header Payload

ESP header TCP/UDP header Payload ESP trailer ESP authentication

Original

Transport and

authentication

header (AH)

Transport ESP

Encrypted

Authenticated

Authenticated

Figure 3.3: Network-layer IPSec packet authentication: original packet, packet
with added authentication header, and final packet.

3.4 End-to-End Security

For many Internet-based enterprise applications – wired or wireless – it is

necessary to provide end-to-end security in terms of encryption and authen-

tication. Or, at the very least, these applications must have some kind of a

VPN from the wireless or mobile client to its home network gateway. If an

employee of a financial firm reads her confidential e-mail using the XYZ Mo-

bile service provider in a particular airport, then the communication channel

must ensure that all the messages are protected as they pass from the wireless

client to the enterprise Simple Mail Transfer Protocol (SMTP) server. Hav-

ing only first-hop protection is insufficient for almost all critical applications

because, today, adversaries can actually possess accounts on routers in the

Internet Service Provider’s (ISP’s) network. Rob Thomas reported that, as

in June 2003, around 5,310 commercial routers were compromised [71]. Pop-

ular options for end-to-end security or VPNs include (at least): IPSec, Secure

Sockets Layer-Transport Layer Security (SSL-TLS) [72, 73], and Secure Shell

(SSH) [74]. Combining first-hop (802.11i) and end-to-end (IPSec) security

considerations produces two options, as demonstrated by Figure 3.4:

1. In the first option, the wireless client encrypts the data packet using

IPSec and then encrypts the IPSec encrypted packet again using 802.11i.

With a proper key exchange, the access point can decrypt the packet
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using 802.11i. If the decryption and authentication process is successful,

the access point will forward the packet to the Internet and towards the

destination host. Otherwise, it will consider the packet illegal and drop

it.

2. In the second option, the client encrypts the packets only once, using

802.11i. The access point will perform the same decryption procedure.

If successful, the access router will use IPSec to protect the packet before

sending it to the Internet.

Destination

host

Option 1

Option 2

802.11i

802.11i

IPSec

IPSec

Figure 3.4: 802.11i and IPSec/VPN solution in an 802.11 network.

The second option, in many applications, might not be desirable from a

security point of view. It, essentially, assumes that the wireless client (and its

corresponding server) can trust the wireless access router or access point be-

cause the wireless access router can access the original unencrypted messages.

It is quite obvious that XYZ Mobile should use option one.

The first option makes two security associations. The outer association

(802.11i) serves to protect the first hop, from the wireless client to the access

router. Without end-to-end protection (the inner association: IPSec), this

is important for the client in order to protect privacy and authenticity due

to the great concerns surrounding security over wireless media. What if the

application requires end-to-end security? From the client’s perspective, the
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802.11i protection might well be redundant, because many important enter-

prise applications require end-to-end security. This first-hop protection is still

necessary from the viewpoint of XYZ Mobile. Otherwise, nonpaying or unau-

thorized users can still illegally access the service, and XYZ Mobile might lose

significant revenue. In some sense, wireless clients are helping XYZ Mobile

to ensure that only paying users can utilize its wireless infrastructure and

Internet access. The drawback, at least for wireless or mobile clients, is that

they must encrypt all data packets and authenticate them twice.

Under the three-stage authentication model, described earlier by Fig-

ure 3.2, client authentication (stage 1) and secure key exchange (stage 2)

are both necessary to initially grant network access to wireless or mobile

clients. However, after these two stages, offering efficient, high performance

end-to-end communication is very important. For instance, a cellular phone

with an 802.11 module lets its user conduct telephone calls using IP packets

when 802.11 access points are nearby. To conduct the call using IP, it might

be necessary to run IPSec from the client cellular device to an IP telephone

gateway. Under QoS and processing considerations, the extra or redundant

802.11i encryption might unnecessarily degrade the end-to-end performance.

In general, redundant protection in the first hop is undesirable because many

mobile or wireless clients have few CPU resources.

The need for first-hop protection is also arguable since certain applications

need end-to-end protection while others do not. The former already have well

protected confidentiality and authenticity, and first hop protection is used only

for network access control. For example, XYZ Mobile needs this mechanism

(even at the cost of user resources) to ensure revenue collection for the service.

In contrast, it is reasonable for less sensitive applications, such as Web surfing,

to use options such as 802.11i or IPSec during the first hop.

3.5 Adequate Security

It is desirable to develop another security option for the first hop which doesn’t

produce unnecessary costs for mobile devices, and still permits wireless access

service providers to collect the information that they need to reliably charge
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for their services. The main problem is how the access point will determine

whether or not a particular data packet is from a valid user. Strong cryp-

tographic mechanism such as AES can determine whether a packet is good

or bad with almost 100 percent probability. The question is whether 100

percent accuracy is really necessary when the weak wireless nodes need to

increase the cost in transmitting every data packet. In fact, it is acceptable

to have a small percentage of packets which originate from invalid users; es-

pecially in order to save resources. Hypothetically speaking, if no adversary

attempted to steal bandwidth from XYZ Mobile, then all of the AES work in

the first hop was unnecessary. Therefore, an inexpensive scheme to detect the

presence of such adversaries permits XYZ Mobile to shift gears, i.e., returning

to a more expensive protection mechanism only when necessary.

Such a lightweight security option should serve two purposes. Firstly,

this inexpensive security mechanism will successfully authenticate most of the

packets in the first hop, even in the presence of malicious attackers. Secondly,

the same mechanism must also offer high accuracy attack detection, so that

users and service providers can shift security modes in order to handle the

problems.

Normally, any authentication mechanism will need to take all bits from

the payload as input in order to produce a valid message authentication code

which will protect the payload’s integrity. However, if the receiver will check

payload integrity at the final destination, it might not be necessary to perform

a strong check at the first hop, because the main purpose of the first hop is

authenticating the origin identity, not the payload. Therefore, unlike 802.11i

and IPSec, which use every bit in the data packet to compute the final mes-

sage authentication code, the developed and novel authentication protocols in

Chapter 5 are payload independent.





Chapter 4

Evaluation of IPSec

Performance Degradation

This chapter evaluates IPSec [3] performance degradation and describes dif-

ferent performance testing procedures. It further contributes to the under-

standing of the tradeoff between performance and security.

4.1 Introduction

IPSec has been developed to provide end-to-end security at the IP level. It

is an extensible and complete security service that uses authentication and

encryption to ensure non-modification and secrecy of the contents. IPSec

can protect any protocol running above the IP layer such as TCP, UDP, and

Internet Control Message Protocol (ICMP) among others.

During recent years there has been a rise in the number of available security

services and solutions. Various security services and mechanisms appear as

patches for software, since the IP stack has not been designed with security

in mind. On one hand, they eliminate immediate, forseen threats, but on

the other hand they pave the way for new threats in the system. Increased

security requirements have a high cost in terms of resources. Therefore, it is

53
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essential to develop security mechanisms which require a comparably small

amount of resources to perform necessary calculations.

An optimal communication link should be transparent and not introduce

any loss or delay. However, this is not the case after an IPSec tunnel is

established. Over an IPSec link, the computational overhead in the gateways

brings about the end-to-end throughput and adds significant latency or packet

drop. The IPSec gateways encrypt outbound traffic and decrypt incoming

traffic. Encryption, decryption and key generation algorithms are by nature

computationally intensive. For service providers and individual users, the

computational overhead directly affects the QoS and may bring down the

network performance in general. Therefore, the objective is to analyze IPSec

performance and further determine if IPSec is vulnerable to a DoS attack

due to demanding processing overhead for each packet. The results presented

in this chapter are based upon empirical studies with implemented test beds

which measure latency, throughput and bottleneck behavior. A bottleneck

indicator is also introduced which helps to visualize the impact over an IPSec

tunnel, for different traffic loads. The IPv4 protocol stack is used, and a

number of user categories are presented in terms of bandwidth consumption.

Different cryptographic algorithms and operating systems such as Windows

XP Professional Edition and Linux/Debian are employed.

This chapter is organized as follows: In Section 4.2 the attack model is

described. Section 4.3 gives an overview of IPSec and Section 4.4 describes the

measurements, results and testing procedures used to evaluate IPSec latency

performance and throughput performance. Finally, Section 4.5 concludes the

chapter.

4.2 Attack Model

The target system of this study is an IPSec gateway for the low-end market.

These devices are gaining importance as the number of network-enabled home

devices increases [75, 76]. The performance evaluation is based on the IPSec

tunnel mode. The interest in the tunnel mode is mainly due to the possi-

bility of launching a DoS attack against the IPSec gateway, due to resource
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exhaustion (as presented by Chapter 7).

The attack model is described as follows: an adversary is associated to the

same WLAN or LAN as the targeted IPSec gateway (GW1), as illustrated by

Figure 4.1. Between GW1 and GW2 an IPSec tunnel is established to secure

traffic over the public network between the different LANs or WLANs. If an

adversary transmits a large number of malicious packets to the IPSec GW1,

these must be verified and authenticated, which will drain the constrained re-

sources in GW1. Therefore, in securing the system against one type of attack,

another form of attack is promoted; namely, resource exhaustion.

IPSec GW 1

Tunnel Mode

Client

WLAN/LAN

Adversary

Public Network

WLAN/LAN

IPSec GW 2

IPSec Tunnel

Figure 4.1: Attack model.

4.3 IPSec Overview

Traditional approaches to network security have been application-dependent

solutions. Nevertheless, a network-layer security solution has been accepted

as a necessary complement to a multilayer security architecture. There have

been early attempts to network-layer solutions in [77, 78, 79]. In 1992, the In-

ternet Engineering Task Force (IETF) began designing a protocol well suited

for the Internet environment, in which IP [80] is used as the network proto-

col. One of the first experimental attempts was [81], in which the objectives of

network-layer security were tested. A few years later (1995), the IETF IPSec

Working Group developed a set of specifications [3]. These specifications were

also adopted by the IPv6 [82] Working Group for the next generation Inter-

net network protocol. The IETF developed IPSec, which is a framework of

different open standards which provide data confidentiality, data authenticity,
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and data integrity between communicating devices. There are a number of

Requests For Comments (RFCs) and Internet Drafts that describe the IPSec

architecture [83, 84, 85, 86, 87].

4.3.1 IPSec Fundamentals

IPSec establishes standards for a range of services to address security risks for

IP traffic across the network. IPSec is able to handle confidentiality, access

control, authentication, and rejection of replayed packets.

If the IPSec mechanism resides on an intermediate host, that host is termed

an IPSec security gateway. The IPSec mechanism applies a Security Policy

Database (SPD) to decide how to handle packets. Possible causes of action

include: forwarding the packet with no change, applying security services to

the packet, and discarding the packet. The SPD determines which action to

take based on the characteristics of the packet. These characteristics include,

for instance, the source and destination port and address, and the transport

layer protocol involved.

IPSec contains several mechanisms with various functionality. The follow-

ing fundamentals are designed by IPSec: security protocols, key management,

security associations and algorithms, as described by the following:

Security Protocols: Within the IPSec protocol suite, two security pro-

tocols are defined for traffic security: the Authentication Header (AH) pro-

tocol [88] and the Encapsulating Security Payload (ESP) [89, 90]. The AH

provides data authentication and an optional anti-replay service to discard

replayed packets. Furthermore, the AH ensures the integrity and data origin

authentication of the IP packet as well as of the invariant fields in the outer

IP header. The ESP provides encryption and/or integrity protection. The

set of services provided depends on options selected at the time of a Security

Association establishment and on the location of the implementation in the

network. It is only the headers and data behind the IP header that ESP

authenticates.
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Security Associations (SA): The concept of an SA is fundamental to

IPSec. An SA is a relationship between two or more entities which describes

how security services will be used in order to communicate securely. The SA

includes an authentication algorithm, an encryption algorithm and a shared

session key. An SA is unidirectional, i.e., two SAs are required for secure

communication between two entities. The SA is uniquely identified by the

Security Parameter Index (SPI) [89], which is located in the IPSec header.

There are two types of SAs: Transport mode SA and Tunnel mode SA. Trans-

port mode refers to adding the IPSec information between the IP header and

the remainder of the packet, as illustrated by Figure 4.2.

IP Header     rest of packet IP Header     rest of packet

IP Header      IPSec        rest of packet

Transport Mode Tunnel Mode

original packet

 New IP hdr      IPSec        IP Header     rest of packet

Figure 4.2: Transport mode and tunnel mode.

Transport mode is mostly used when IPSec is being applied end-to-end

and tunnel mode is commonly used to protect the data along a part of the

path between the endpoints. This is further depicted by Figure 4.3, which

shows two IPSec hosts and two IPSec gateways. An IPSec gateway can be

implemented in software on a server, router, firewall or a security appliance.

The IPSec gateway should handle the high-speed encryption/decryption, the

IPSec policies negotiation, and the tunneling services.

Key Management: IPSec supports two different methods of key estab-

lishment and SA management, the Manual Key Management and Automatic

Key and SA Management. Manual key management is suitable for a small

and static number of hosts in a network. For larger scenarios, Automatic Key

and SA management is achieved by using the Internet Key Exchange (IKE)

protocol, which combines parts of the defined protocols in [91, 92, 93].
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Transport Mode

                              Tunnel Mode

Tunnel Mode

IPSec host IPSec host

IPSec Gateway IPSec Gateway

  Public network

Figure 4.3: AH and ESP operational modes.

Algorithms: There are no defined authentication or encryption algo-

rithms that are mandatory for IPSec. However, there are individual RFCs for

algorithms that could easily be used in the IPSec protocol suite. For instance,

[17] describes how ESP [89] using AES [94] is recommended in terms of se-

curity and performance. There are, however, other algorithms (i.e., 3DES or

SHA1) that could be used to best fulfill the requirements for a specific context

transfer.

4.4 Measurement Procedures and Test Bed

Configurations

The key metrics involved in evaluating IPSec performance degradation are

latency and throughput. A bottleneck indicator test is performed to describe

the input and output traffic over an IPSec tunnel. Moreover, a visualization

of the measurements is introduced to better describe the bottleneck behavior

of IPSec.

4.4.1 Latency Test

To examine the effect and latency of IPSec over a wired link, an experimen-

tal test bed is configured (Figure 4.4). The test bed consists of three IPSec

enabled gateways. An IPSec tunnel is established from GW1 (10.10.1.1) to

the other two gateways, namely GW2 (10.10.1.2) and GW3 (10.10.1.3). The
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equipment and configuration involved in the latency test bed are as seen in Fig-

ure 4.4: GW1 and GW2 contain a 2GHz processor and 512MB of RAM and

GW3 (10.10.1.2) includes a 300MHz processor and 64MB of RAM. All gate-

ways are running Windows XP Professional Edition. The client (192.168.1.2)

also contains a 2GHz processor and 512MB of RAM with Linux/Debian (ker-

nel 2.4.6) and is connected to GW1 through and Ethernet switch. The reason

for using different end gateways is to compare the effect of processing power

on IPSec. A 100Mbps Ethernet local area network is used to connect the

devices.

IPSec Gateway 1 (2 GHz)

IPSec Gateway 2 (2 GHz)

IPSec Gateway 3 (300 MHz)

Tunnel Mode

Host

192.168.1.2
192.168.1.1 10.10.1.1

10.10.1.2

10.10.1.3

Switch
Switch

Figure 4.4: Latency test bed.

An IPSec rule is configured in GW1 to encrypt/decrypt all traffic from

and to the client. In effect, the client’s traffic is secured after passing through

GW1. Manual keying is used to avoid certificates, and IP forwarding is en-

abled in GW1 so that it could act as a router. An ICMP (ping) script is

started from the client to measure the latency with varying packet sizes of

512, 1024, 4096, and 8192 bytes of payload. To obtain the presented results

each test outputs a mean result Xi of the response time obtained from 100

ping packets transmitted from GW1 to GW2 or GW3. The confidence interval

is then given by

X̂ ± tn−1,1−α/2
δ√
n

(4.1)

where X̂ (the value plotted in Figure 4.5 and Figure 4.6) is the average of
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n = 40 mean results Xi, δ is the standard deviation and tn−1,1−α/2 ≃ 2.02

for a confidence level of 1 − α = 95 %. The 95 % confidence intervals are

presented in Appendix A.

The ICMP script does not measure the first few packets that experience

excessive delays because of the establishment of the SA. Several encryption

(DES and 3DES) and authentication (SHA1 and MD5) algorithms are tested,

as illustrated by Figure 4.5 and Figure 4.6. It is also noted that Windows XP

Professional Edition does not have the Advanced Encryption Standard (AES)

implemented as compared to the Linux counterpart Openswan [95].

Figure 4.5 and Figure 4.6 illustrate the increased response time due to

the performance cost induced by the processing overhead of each packet. As

expected, the combination of encryption and authentication causes a major

bottleneck. The response time of GW3 (300MHz) is larger (especially for

packets with increased size) as compared to GW2 (2GHz). The maximum

response time for the 2GHz gateway is about 7.7 ms and about 19 ms for the

300MHz gateway.
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Figure 4.5: Ping response time with a 2GHz IPSec gateway.

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
0

2

4

6

8

10

12

14

16

18

20

Packet Payload Size [Bytes]

R
e

s
p

o
n

s
e

 T
im

e
 [

m
s
]

No IPSec
3DES−SHA1
3DES−MD5
DES−MD5
DES−SHA1
SHA1
MD5

Figure 4.6: Ping response time with a 300MHz IPSec gateway.
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4.4.2 Throughput Test

The throughput tests are performed as described by section 10.1.1 of [96] and

are defined as the obtained maximum rate through an IPSec tunnel at which

none of the offered packets are dropped by the device. The test bed consists of

two IPSec GWs, namely GW1 (10.10.1.1) and GW2 (10.10.1.2), as illustrated

by Figure 4.7. To measure the throughput, Netperf [97] is used due to its

flexibility to configure and control the message size and the socket buffer size.

Netperf measures throughput based on UDP and TCP traffic.

Netserver is installed to receive the Netperf traffic at 10.70.1.2 and the

client is established at 192.168.1.2. All traffic from the Netperf client to the

netserver passes through GW1 and GW2. The equipment and configuration

involved in the throughput test bed are as follows: the two IPSec gateways

contain a 2GHz processor running Windows XP professional with 512MB of

RAM, the client includes a 1GHz processor running Linux/Debian (kernel

2.4.6) with 512MB of RAM and the 10.70.1.2 (Netserver) contains a 2GHz

processor with the same configuration as the client.

IPSec Gateway 1 (2 GHz) IPSec Gateway 2 (2 GHz)

Tunnel Mode

Client (1 GHz)

192.168.1.2
192.168.1.1 10.10.1.1 10.10.1.2

Switch
Switch

Netserver (2 GHz)

10.70.1.210.70.1.1

Switch

Figure 4.7: Throughput test bed.

IPSec is configured between GW1 and GW2. An IPSec rule is established

in GW1 to encrypt/decrypt all traffic sent to and from the client. Mirrored

parameter rules are configured in GW2. Moreover, the Network Time Protocol

(NTP) [98] is used to synchronize the system clocks between the sender and

the receiver.

In Figure 4.8, the TCP throughput over the 100Mbps Ethernet link is

illustrated for the following cryptographic algorithms: 3DES-SHA1, 3DES-

MD5, DES-SHA1, DES-MD5, SHA1, and MD5. In the test a packet payload

size of 1000 bytes is used. The test is performed until a 95 % confidence
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interval is obtained [97]. The throughput is dependent on which algorithm

IPSec uses. Therefore, the degradation of the 100Mbps throughput occurs

due to the overhead introduced by the resource-demanding algorithms which

handle the packets for the IPSec tunnel. The results illustrate that 3DES-

SHA1 has the highest influence on the throughput and MD5 the lowest.
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Figure 4.8: TCP throughput for the 100Mbps link.

To avoid packet fragmentation, the optimal payload size for TCP and UDP

packets is determined as follows:

Optimal Payload Size (OPS): Before IPSec is enabled, the Maximum

Segment Size (MSS) of an IPv4-over-Ethernet packet amounts to 1460 bytes

and the Maximum Transfer Unit (MTU) is 1500 bytes. IPSec adds additional

bytes to the packet, which decreases the payload size of the packet. If tunnel

mode AH is used, the packet appears as depicted by Figure 4.9; this includes

20 bytes for the new IP header, X bytes for the AH field (AH consists of five

fixed-length fields and a variable-length authentication data field), 20 bytes

for the original IP header and finally 20 bytes for the TCP header. The

maximum and optimal payload size TCP could transfer in tunnel mode AH

is then

OPSTCP AH = 1440−X bytes. (4.2)
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New IP

hdr
AH

Orig IP

hdr
TCP Payload

20 20                    20       bytes X

Figure 4.9: Tunnel mode AH for IPv4.

A similar calculation can be made for UDP with a header of 8 bytes. The

optimal packet payload size for UDP is then

OPSUDP AH = 1452−X bytes. (4.3)

If tunnel mode ESP is used, the packet looks as illustrated by Figure 4.10.

New IP

hdr
ESP

Orig IP

hdr
TCP Payload

20 20     208

ESP

trlr

ESP

auth

           Y +2       Z       bytes

Figure 4.10: Tunnel mode ESP for IPv4.

The packet includes 20 bytes for the new IP header, 8 bytes for the ESP header

(consisting of a Security Parameter Index (SPI) and a sequence number), and

20 bytes for the original IP header. Furthermore, the ESP trailer contains Y

padding bytes (0–255 bytes), 1 byte for indicating the length of the padding

and, 1 byte for the next header field. Finally, the ESP packet includes the

authentication data of variable length, Z bytes. Therefore, the maximum and

optimal packet payload size for TCP within tunnel mode ESP is

OPSTCP ESP = 1470− (Y+Z) bytes (4.4)

and for UDP the payload size amounts to

OPSUDP ESP = 1482− (Y+Z) bytes. (4.5)
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4.4.3 Bottleneck Indication Test

IP network administrators use different tools, like ping or traceroute, to eval-

uate the network performance. A comprehensive overview of monitoring tools

can be found in [99]. The objective of the bottleneck measurements presented

by this chapter is to indicate the performance behavior of the IPSec tunnel

mode between two gateways, as depicted by Figure 4.7. The bottleneck in-

dicator test was performed as a passive measurement method, in which no

probing traffic is injected into the network. Compared to active measurement

methods it does not impose any additional load on the network or interfere

with regular IPSec traffic.

An optimal communication link should be transparent and not introduce

any loss or delay. However, if an IPSec tunnel is enabled, the throughput

performance changes. Through a tunnel, packets can be delayed or dropped

due to resource exhaustion in the IPSec gateways.

Because of the finite resources of the network entities, the IPSec tunnel

may not be sufficient to accommodate a security attack. It is therefore neces-

sary to provide, in analogy to [100], a definition of the term bottleneck in the

presence of IPSec:

Definition: A bottleneck, in terms of IPSec, is a permanent lack of ca-

pacity (depending on the cryptographic function used and available computa-

tional resources) compared to the requirements of the traffic. As a result, the

bottleneck introduces delay and/or packet loss to packets passing the IPSec

tunnel.

Measurement Methodology

The test bed used for bottleneck detection is the same as the one used for the

throughput performance test, as illustrated by Figure 4.7. The objective is to

monitor incoming and outgoing traffic for the IPSec link and compare their

statistics. In essence, the IPSec gateways and the IPSec link are to be treated

as a single black box. For this purpose, two wiretaps are placed on the outer

ends of the IPSec servers (GW1 and GW2). This is done in order to make the

measurement procedure totally independent from the test bed environment.
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Furthermore, the test procedure does not interfere with the measurement, nor

does it influence the results. For capturing and analysis of the traffic, Ethereal

[101] is used. It is important that Windows NT/XP based Ethereal is used,

as it allows a change in buffer size for capturing incoming packets, which is

not allowed by the Linux-based version. The possibility to change the buffer

size is necessary, since at high data rates of incoming packets, Ethereal would

start dropping packets itself if the capture buffer is too small. According

to [102], the Windows NT/XP based Ethereal has problems regarding time

stamp accuracy. However, since the throughput is determined by an averaging

interval of one second, the errors are negligible.

A traffic generator is established at the client which generates a UDP flood

with the desired throughput. Initially, a flood is sent at a rate of 10Mbps.

During the measurements, the traffic is varied from 10Mbps to 100Mbps with

a step size of 10Mbps. The time duration is 60 seconds for each observation

interval and the link capacity for the IPSec tunnel is 100Mbps. The traffic

captured at the measurement points is extracted into a separate file for further

analysis. For each received packet, the throughput is measured based on the

captured traffic and the corresponding time stamps (as generated by Ethe-

real). For each second, a throughput value Rs is determined by counting the

number of received bits and dividing the result by the duration of the interval

(one second). R̄in (incoming average throughput) and R̄out (outgoing average

throughput) are determined by calculating the mean value of the N = 60 indi-

vidual throughput values spanning one second each. This can be summarized

with Equation 4.6, in which R̄ is defined as the average throughput:

R̄ =

∑N
s=1 Rs

N
(4.6)

The corresponding standard deviation δin and δout is then calculated as

δ =

√

√

√

√

1

N − 1

N
∑

s=1

(Rs − R̄)2. (4.7)

Windows XP Professional Edition and Linux/Debian (Openswan) oper-

ating systems are chosen for the bottleneck tests. The same algorithms are
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evaluated for both operating systems except for AES-SHA1 and AES-MD5,

which can only be tested within Linux.

Results

Analyzing the reported results in Table 4.1 and Table 4.2, some observations

can be pointed out. The results reveal that with a rising throughput R̄in, the

cryptographic algorithm more or less has a diminishing effect, in which R̄out

becomes considerably smaller than R̄in. Such a permanent bottleneck implies

packet loss in the long run. The evaluated algorithms used in IPSec are 3DES-

SHA1, 3DES-MD5, DES-SHA1, DES-MD5, AES-SHA1, AES-MD5, SHA1,

and MD5.

A single test without IPSec is performed with the same test bed. These re-

sults, compared with the results in which IPSec is enabled, illustrate the influ-

ence of IPSec with regards to throughput behavior. Moreover, Linux/Debian

(Openswan) is in general more efficient than the Windows XP Professional

operating system, as it supports higher throughput values. The difference in

Rout between the operating systems is possible to detect in the results. When

a bottleneck occurs, the Rout values stagnate at higher throughput values for

Linux/Debian as compared to Windows XP Professional. To easily reveal

the bottlenecks in Table 4.1 and Table 4.2, Rout is written in italics in the

presence of a bottleneck (Rin ≫ Rout). For instance, the results for 3DES-

SHA1 (Windows XP) in Table 4.1 clearly indicate a saturated bottleneck for

50Mbps and more since R̄out is less than 500 kbps. Compared to R̄in this

means a breakdown in throughput. Also, the standard deviations from the

throughput rise heavily (i.e., δout ≫ δin) as R̄in reaches the bottleneck be-

havior. Furthermore, a similar breakdown is obtained when Linux/Debian

uses 3DES-SHA1, but with the difference of Rout being about 10.5Mbps for

Rin ≥ 50Mbps. For the rest of the cryptographic algorithms, the saturated

bottleneck is found at different values of Rin.

From the results in Table 4.1 and Table 4.2 it is possible to observe a value

of R̄out that is a bit greater than R̄in, i.e., Rin < Rout for DES-SHA1 (using

Windows XP professional) at about 40Mbps and also for DES-MD5 (using

Linux) at about 40Mbps. One of the reasons for this behavior has to do with
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the buffering capability of the gateway. The gateway fills up the buffer and

eventually bursts out packets, generating a throughput slightly higher than

the incoming throughput during the observation interval.

According to the results in Table 4.1 and Table 4.2, 3DES-SHA1 is the

most resource demanding algorithm in these tests, whereas AES-MD5 requires

less resources. Depending on the algorithms and operating system used, it is

necessary to consider the possibility of a protocol-based DoS attack, in which

the resources are consumed in the gateway and the traffic is interrupted.

4.4.4 Visual Bottleneck Indicator

The objective of this section is to further indicate the performance of IPSec

between two gateways, as depicted by Figure 4.7. However, in contrast to

Section 4.4.3, a visual bottleneck indicator is used. The proposed method to

detect and visualize a potential bottleneck was introduced by [103], in which

the performance of a video conference was studied with the aim of generating

quality feedback for streaming applications, such as video conferencing or

on-line gaming.

The human visual perception system is excellent for handling features in

visual displays [104]. Therefore, this ability is used in this section to improve

the performance evaluation from a table-based representation to an integra-

tion of the information into plots. In the security community, visual-based

methods of analysing network traffic to detect anomalous activities have pro-

duced significant results [104, 105, 106, 107, 108, 109, 110, 111].

Fluid Flow Model and Throughput Histogram Differences

The model used in the test is based on the time-discrete fluid flow model. The

feasibility of this model to detect and identify bottleneck behavior is shown

in [100]. The measurement presented here is an extension of the theoretical

work to analyse the performance of IPSec, and uses the terms defined in [100].

In the tests, the synchronized capture software Ethereal generates two sets

of data, one for each measurement machine at the wiretaps. As a result, the

sets of data for each received packet p, are the time (Tp) when a particular

packet is received and the size (Lp) of its payload.
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R̄in δin R̄out δout

[Mbps] [Mbps] [Mbps] [Mbps]

No IPSec, Win XP
10.25 0.0057 10.24 0.0048
20.44 0.0064 20.39 0.0069
30.05 0.0011 30.03 0.0011
41.01 0.0018 41.01 0.0057
50.65 0.0068 50.65 0.0068
61.37 0.079 61.37 0.079
70.40 0.018 70.38 0.019
81.74 0.048 81.69 0.077
90.22 0.028 90.18 0.027
98.02 0.0097 95.69 0.33

3DES-SHA1, Win XP
10.35 0.0043 10.35 0.0050
20.35 0.0016 20.34 0.056
30.05 0.011 30.05 0.012
41.05 0.017 26.38 12.30

50.65 0.028 0.50 1.23

60.31 0.018 0.49 1.16

71.42 0.11 0.47 1.01

80.45 0.16 0.49 1.08

90.56 0.027 0.48 1.03

98.13 0.013 0.48 1.11

3DES-MD5, Win XP
10.59 0.0035 10.59 0.065
20.63 0.0039 20.63 0.014
30.43 0.016 30.43 0.077
40.69 0.014 40.69 0.060
50.42 0.018 0.99 1.44

61.02 0.023 0.61 1.28

70.05 0.064 0.59 1.29

81.69 0.038 0.52 1.13

91.24 0.043 0.50 1.14

96.49 0.12 0.59 1.28

DES-SHA1, Win XP
10.59 0.0039 10.59 0.0040
20.63 0.0079 20.63 0.024
30.43 0.016 30.43 0.072
40.69 0.016 40.70 0.13
50.42 0.024 50.41 0.14
61.08 0.059 45.13 18.67

70.41 0.066 10.50 1.86

80.28 0.26 0.85 1.46

91.24 0.066 0.90 1.46

94.80 0.12 0.94 1.54

R̄in δin R̄out δout

[Mbps] [Mbps] [Mbps] [Mbps]

No IPSec, Linux
10.23 0.0045 10.23 0.0045
20.43 0.0045 20.42 0.0063
30.04 0.013 30.04 0.014
40.81 0.017 40.81 0.064
50.35 0.058 50.35 0.059
61.24 0.045 61.23 0.067
70.33 0.013 70.33 0.013
81.03 0.033 80.03 0.073
90.03 0.028 90.00 0.025
98.01 0.0096 97.78 0.22

3DES-SHA1, Linux
10.23 0.0012 10.23 0.013
20.22 0.0093 20.22 0.062
30.60 0.010 30.11 0.012
40.66 0.029 40.66 0.022
50.93 0.025 10.75 1.20

60.72 0.028 10.67 0.97

71.68 0.010 10.51 3.32

80.47 0.026 10.23 1.21

91.46 0.045 10.82 4.36

98.13 0.011 10.33 1.92

3DES-MD5, Linux
10.10 0.0036 10.10 0.013
20.42 0.0053 20.42 0.0052
30.15 0.0097 30.15 0.013
40.36 0.043 40.36 0.044
51.20 0.026 51.20 0.057
60.71 0.038 51.83 0.22

70.81 0.072 51.88 0.22

80.94 0.047 51.87 0.30

91.43 0.074 51.86 0.29

98.03 0.080 50.99 4.51

DES-SHA1, Linux
10.59 0.0039 10.59 0.042
20.63 0.0075 20.63 0.0067
30.43 0.018 30.43 0.020
40.69 0.016 40.69 0.021
51.19 0.030 51.19 0.040
61.11 0.067 61.11 0.069
71.44 0.076 71.44 0.090
81.11 0.075 81.08 0.095
91.40 0.012 78.90 0.80

98.13 0.0093 69.69 9.28

Table 4.1: The average incoming and outgoing throughput (R̄in and R̄out)
and the corresponding standard deviation (δin and δout) in Mbps for different
algorithms and operating systems.
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R̄in δin R̄out δout

[Mbps] [Mbps] [Mbps] [Mbps]

DES-MD5, Win XP
10.60 0.0035 10.60 0.0038
20.63 0.0055 20.63 0.011
30.43 0.016 30.43 0.080
40.71 0.018 40.70 0.19
50.42 0.022 50.41 0.31
61.08 0.060 61.07 0.42
70.91 0.040 32.22 15.80

80.48 0.058 11.91 1.77

91.29 0.993 1.05 1.59

96.50 9.40 1.03 1.54

AES-SHA1, Linux
10.47 0.0047 10.47 0.0048
20.63 0.0065 20.63 0.0078
30.43 0.011 30.43 0.011
41.01 0.016 40.70 0.023
51.19 0.066 51.19 0.068
61.10 0.062 61.10 0.062
71.40 0.065 71.40 0.075
81.10 0.073 81.07 0.089
91.48 0.015 24.18 5.02

94.86 17.03 22.97 3.05

R̄in δin R̄out δout

[Mbps] [Mbps] [Mbps] [Mbps]

DES-MD5, Linux
10.60 0.038 10.60 0.0042
20.63 0.024 20.63 0.024
30.43 0.018 30.43 0.018
40.69 0.016 40.71 0.019
51.18 0.027 51.19 0.030
60.33 0.047 60.33 0.064
70.42 0.063 70.42 0.24
81.01 0.073 81.04 0.10
91.44 0.12 91.31 0.22
96.50 10.64 89.94 7.39

AES-MD5, Linux
10.35 0.0035 10.35 0.0032
20.44 0.0024 20.44 0.0067
30.53 0.010 30.53 0.015
40.02 0.015 40.02 0.023
50.42 0.026 50.42 0.027
61.08 0.058 61.08 0.057
70.42 0.064 70.42 0.072
81.14 0.082 81.11 0.10
91.46 0.15 91.40 0.40
96.49 11.63 91.72 9.73

Table 4.2: The average incoming and outgoing throughput (R̄in and R̄out)and
the corresponding standard deviation (δin and δout) in Mbps for DES-MD5,
DES-MD5, AES-SHA1, and AES-MD5.
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The fluid flow model works on throughput values, whereRs denotes the av-

erage bit rate observed during the interval ](s−1)∆T, s∆T ]. The throughput

values are derived from the measurements of the packet arrival time process

{Tp}k
p=1 and payload length process {Lp}k

p=1. Assume a time window, W ,

which has a time resolution ∆T . This gives n = ⌊W/∆T ⌋ throughput values.
A single sampling interval s = ⌈Tp/∆T ⌉ can include complete packets as

well as parts of incomplete packets. For simplicity, we make the decision that

a packet belongs to the interval in which the packet started. All the bits of

payload p then belong to one sampling interval. Upon initializing, the time

series {Rs}n
s=1 with Rs = 0 ∀ s are calculated as follows:

Rs = Rs +
Lp

∆T
∀ p (4.8)

where each packet p gives a contribution to the interval s.

The time series {Rin
s }n

s=1 respectively {Rout
s }n

s=1 describe the packet streams

that enter and leave the bottleneck, i.e., the IPSec tunnel, in terms of through-

put. If the time series match each other, the network is transparent except for

a constant transmission time, and the equivalent bottleneck remains empty.

Based on these time series, the amounts of traffic Xs in the tunnel at the end

of interval s is determined by

Xs = Xs−1 + (Rin
s −Rout

s )∆T , (4.9)

in which we define X0 = 0. The first observed packet serves as a starting

point to synchronize the time series {Rin
s }n

s=1 and {Rout
s }n

s=1.

The next step is to define a representation of {Rs}n
s=1 in the form of

throughput histograms, which are denoted as H({Rs}n
s=1,∆R), in which ∆R

defines the throughput resolution. Furthermore, the histogram values are

given by

hi =
number of Rs ∈](i− 1)∆R, i∆R] in window W

n
∀i . (4.10)

From the throughput histograms (at the input and output of the IPSec

tunnel) the throughput histogram differences ∆H({Rout
s }n

s=1, {Rin
s }n

s=1,∆R)
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are calculated by subtracting the output histograms value with the input

histogram values as follows:

∆hi = hout
i − hin

i . (4.11)

This method of representing the information (by comparison of the indi-

vidual throughput histograms at the input and output of the IPSec tunnel),

demonstrates the performance behavior of IPSec and the presence of a poten-

tial bottleneck. The histogram difference plots are depicted by plotting ∆hi

versus the upper bounds i∆R of the corresponding throughput intervals.

By looking at the shape of the histogram throughput difference plots,

information regarding the impact of IPSec can be obtained. In Figure 4.11

a few simplified examples are illustrated which describe the general shape of

the histogram plots. The shape of the plots are dependent on the behavior

of the bottleneck. In Figure 4.11 (a), the incoming stream has a constant

throughput and the outgoing stream displays a varying throughput. When

the total demand for resources exceeds the available capacity, packets are

queued or dropped, which means that the throughput of a particular stream

is temporarily reduced. As soon as the demand goes below the capacity,

the queued packets are released, and conceptually, the throughput of the

particular stream increases. With this behavior, the resulting ∆H depicts an

”M” with a negative value at the incoming throughput and positive values

around. This shape of ∆H refers to a shared bottleneck.

Figure 4.11 (b) is the opposite of the shared bottleneck. It illustrates a

shaping bottleneck on a stream. The bottleneck, in this case, reduces the

throughput variations. This can be seen as the traffic bursts decrease. The

resulting ∆H now depicts a ”W” with a higher peak at the output throughput

and negative values above and below the peak.

The shape of Figure 4.11 (c) describes the effect of a saturated bottleneck,

in which the input throughput is constant and the output throughput is also

constant, but at a much lower value. In this case, the available resources are

not sufficient to handle the incoming stream and packets are mainly lost due

to resource exhaustion. In the continuation, the saturated bottleneck behavior

is obtained in the experimental results.
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(c) Saturated bottleneck

Figure 4.11: Anticipated time plot with corresponding input and output
throughput histograms and the histogram difference plot for a shared bottle-
neck (a), a shaping bottleneck (b), and a saturated bottleneck (c).

In order to characterize the histogram difference plots, the following para-

meters are used:

• peak-to-peak value = max{∆hi} + |min{∆hi}| ∈ [0, 2];

• width = ∆R (max{i|∆hi �= 0} − min{i|∆hi �= 0}).

• σ = δout−δin

δin

(σ ≥ −1).
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In the latter formula, σ is a relative parameter that reflects the change

between δout and δin. The relationship between δout and δin is as follows:

1. If δout = δin, there is no change in the standard deviation for the in-

coming and outgoing traffic to the IPSec tunnel.

2. If δout > δin, an increased traffic burst appears and the distribution of

the throughput is wider after, rather than before the IPSec tunnel.

3. If δout < δin, a decreased traffic burst appears and the distribution of

the throughput is more compact because of traffic shaping [103].

Experimental Results

The experimental results are the outcome from the test bed as depicted by

Figure 4.7. The measurement methodology is similar to that of Section 4.4.3.

The time window for the histogram difference plots is W = 60 seconds and the

time resolution ∆T = 1 second, while the bandwidth resolution ∆R = 1Mbps.

UDP packets are sent over the IPSec tunnel with different traffic loads of ap-

proximately 10, 20, 30, . . . , and 100Mbps. IPSec is configured with the fol-

lowing algorithms: 3DES-SHA1, 3DES-MD5, DES-SHA1, DES-MD5, AES-

SHA1 and AES-MD5. Both Windows XP Professional and Linux/Debian

operating systems are used separately in the gateways. The histogram differ-

ence plots for the separated configurations are illustrated by Figure 4.12 to

4.17. According to the results, the performance behavior decreases for several

IPSec configurations. The bottleneck appears at different UDP traffic loads

and depends on the cryptographic algorithm and operating system used. As

indicated, the Linux based implementation of IPSec works more efficiently

in terms of performance, as compared to Windows XP Professional. A de-

tailed evaluation of the two operating systems (with regards to how IPSec is

implemented) is outside the scope of this thesis.

Figure 4.12 illustrates the histogram difference plots for Windows XP Pro-

fessional and Linux, without IPSec enabled and with different levels of UDP

traffic. Without any cryptographic algorithms, the UDP traffic streams do

not experience any change in bit rate statistics. However, for 100Mbps traf-

fic, a minor network influence is revealed for both Windows XP Professional
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and Linux. For the 3DES-SHA1 algorithm, Figure 4.13 (a) indicates a typical

shape of a saturated bottleneck which appears for the Windows XP Profes-

sional already at 30Mbps UDP traffic. This is to be compared with the Linux

operating system (Figure 4.13 (b)), in which a bottleneck emerges at 50Mbps

UDP traffic. Moreover, as seen in Figure 4.13 (a) the standard deviation at

40Mbps UDP traffic is large for the outgoing throughput traffic. The stan-

dard deviation indicates that IPSec generates delay and packet drop with a

wide spread of outgoing throughput. In the case of 3DES-MD5, a saturated

bottleneck shape arises at 40Mbps in Figure 4.14 (a) and 60Mbps in Fig-

ure 4.14 (b). In Figure 4.15 and Figure 4.16 the DES encryption algorithm is

evaluated, together with SHA1 and MD5, as authentication algorithms. Even

for these algorithms a bottleneck behavior appears, but with better through-

put performance than the 3DES encryption algorithm. Finally, in Figure 4.17

the AES encryption algorithm is presented with SHA1 and MD5. The results

indicate that AES-SHA1 encounters a bottleneck at 90Mbps and the combi-

nation of AES-MD5 has a minor impact on the throughput performance.

As depicted by Figure 4.12 to 4.17 the peak-to-peak value for a saturated

bottleneck is, in several cases, close to 2, which agrees with a small standard

deviation value of Rout
s . This is especially true for the 3DES-SHA1 and 3DES-

MD5 algorithms. Appendix B contains the results of the peak-to-peak and the

width parameter and also illustrates the relative parameter σ in Figure B.1 to

Figure B.3. The width parameter is, however, dependent on which algorithm

and operating system used and increases when the UDP traffic reaches higher

traffic loads.

According to the user’s experience, the QoS seems to decrease and a DoS

attack is possible to achieve when the traffic load increases. It would be

interesting to use the visual bottleneck indicator as some kind of a warning

system in realtime, i.e., the throughput histogram difference plot are used, as

they appear, to signal prospective performance problems in advance to the

user.
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Figure 4.12: The histogram difference plots for (a) Windows XP Professional
and (b) Linux without IPSec with different levels of UDP traffic.
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Figure 4.13: The histogram difference plots for (a) Windows XP Professional
and (b) Linux using 3DES-SHA1 with different levels of UDP traffic.
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Figure 4.14: The histogram difference plots for (a) Windows XP Professional
and (b) Linux using 3DES-MD5 with different levels of UDP traffic.
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Figure 4.15: The histogram difference plots for (a) Windows XP Professional
and (b) Linux using DES-SHA1 with different levels of UDP traffic.
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Figure 4.16: The histogram difference plots for (a) Windows XP Professional
and (b) Linux using DES-MD5 with different levels of UDP traffic.
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Figure 4.17: The histogram difference plots for Linux using (a) AES-SHA1
and (b) AES-MD5 with different levels of UDP traffic.
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4.5 Summary

In this chapter, an IPSec performance analysis was performed, in which the

effect of latency and throughput for different traffic loads were demonstrated.

The tunnel mode was considered and in the tests, both Windows XP Pro-

fessional and Linux/Debian were used to configure IPSec. To emphasize the

bottleneck behavior of IPSec, a visual bottleneck indicator was introduced

which clearly depicted the performance behavior of IPSec.

From the results, one can infer that the IPSec service mostly acted as

a saturated bottleneck, which underlines the possibility of a protocol-based

DoS attack against the IPSec service itself. The complexity of IPSec and

the cryptographic functions used are an obvious burden. Therefore, in a

constrained environment with low cost devices and rather low-end processing

capability, the use of IPSec can be devastating.
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Lightweight Authentication

Protocols

This chapter presents, in detail, three developed and novel lightweight per-

packet authentication protocols that are well suited for resource-constrained

environments.

5.1 Introduction

The traffic overhead of a protocol affects resource consumption by causing

unnecessary energy consumption [112]. Therefore, one way to achieve resource

efficiency is to use a smaller number of bits for authentication and generate

these bits in a simplified way. Communication and computation resources

are then used more efficiently. Moreover, resource efficient techniques do not

relate only to the physical layer. Instead, it is necessary to consider the higher

layers of the protocol stack and maintain resource efficiency as an important

design constraint for security mechanisms.

The majority of link-layer attacks in WLANs are DoS attacks [113]. The

attacks work by forging either the wireless device or the access points. Forg-

ing is possible because the IEEE 802.11 standard does not provide per-frame

83
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source authentication. This problem can be effectively prevented if a proper

authentication is added into the standard. Unfortunately, it is unlikely that

commercial WLANs will support link-layer source authentication that covers

both management and control frames in the near future [113]. Therefore, the

fundamental question behind our research is as follows: how can adjustable

and lightweight authentication protocols be designed to provide efficient net-

work access control, with minimal impact on available resources, whilst still

accurately detecting ongoing attacks? As a response, this chapter presents

the development of novel and lightweight authentication protocols on a per-

packet basis. The protocols are totally intellectual property free – they are

open technology, meaning that any company wishing to support a lightweight

authentication service (without using heavyweight authentication) may adopt

them.

The objectives of the proposed authentication protocols are as follows:

• Secure and operable: An adversary should pass authentication with

low probability and an attack should be detected by anomaly detec-

tion. Authentication mechanisms are commonly regarded as unbreak-

able. With this in mind, the objective is to develop authentication

protocols which are lightweight but still operable.

• Efficient: The protocols must be efficient in terms of computational

cost, memory usage, and bandwidth. This implies power efficiency and

longer usage time.

• Robust: The protocols must be able to handle packet loss and packet

reordering due to the impact of the network itself or an attack from an

adversary.

• Generic: The protocols must be applicable to a variety of different

standards.

• Per-Packet Authentication: The protocols should authenticate the

sender continuously, i.e., for each transmitted packet. For instance, an

authentication scheme which only verifies the device at the beginning of
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a session encourages an adversary to perform session hijacking after the

initial authentication phase has passed.

• Mutual Authentication: The proposed solution must be able to han-

dle authentication in both directions. This feature would prevent ad-

dress forging whilst also obstructing man-in-middle attacks.

5.2 Architectural Assumptions

The following assumptions were made when designing the protocols:

1. The sender and the receiver share a random bit generator called the

Authentication Stream Generator (ASG).

2. Keys can be shared and distributed out-of-band. The problem of key

exchange is deemed to be outside the scope of this thesis.

3. Wireless communication is not secure; the information is broadcasted

and any adversary can eavesdrop, replay, or inject messages.

4. Protocols do not place any trust assumption on the communication in-

frastructure and, therefore, packets might not be delivered to the re-

ceiver or, alternatively may arrive out of order.

5.3 Notations

The following notations are used to describe the authentication protocols and

security operations:

• A and B are principals, such as communication nodes.

• K〈AB〉 and K〈BA〉 are symmetric keys shared between A and B. No

additional information is stored in this key so we have K〈AB〉 = K〈BA〉.

• LAC{K〈AB〉, α} and LAC{K〈BA〉, β} denote the Lightweight Authen-

tication Code (LAC) generated by the ASG in A and B with corre-

sponding keys K〈AB〉 and K〈BA〉. The index value in the authentication
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stream is denoted by α for A and β for B, in which each device has a bit

pointer at the current index value. If k bits are used for authentication

the bit pointer will point at the first bit in each authentication block.

This is demonstrated by Figure 5.1 with an example of four bits per

block.

1 1 0 1 1 0 1 0Authentication stream

Authentication block

for k = 4

Bit pointer

Figure 5.1: Example of an authentication block with 4 bits per block and the
bit pointer pointing at the first bit in the block.

• {s-bit} denotes a success if the authentication bits are verified correctly.

{f-bit} denotes a failure if the authentication bits are verified incorrectly.

The {s-bit} and {f-bit} are piggy-backed in the reply packet that is sent

back to node A from the verifier B.

5.4 Link Layer Authentication Protocols

This section aims at describing two novel and lightweight link layer authen-

tication protocols well suited for IEEE 802.11. The first protocol is a blind

protocol, which means that when a verification failure occurs, the sender does

not know the LAC that the receiver expects. The second protocol is a non-

blind protocol. In this case, the sender knows the LAC expected by the receiver

when a verification failure takes place.

5.4.1 The Blind Protocol

The proposed blind authentication protocol is designed to obtain lightweight,

per-packet authentication. This may be viewed as a new security option for

the security community, determining the legitimacy of a series of continuous

packets. The blind protocol was first presented in [114] and [2] as the Sta-

tistical One-bit Lightweight Authentication (SOLA) protocol, in which only
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one bit per-packet was used for authentication for the IEEE 802.11 standard.

The blind protocol extends the SOLA protocol to k bits for the purpose of

authentication.

In the blind protocol the sender and the receiver share the same ASG with

corresponding key and consequently generate the same authentication bits.

Since the adversary does not have the correct key to generate the authenti-

cation bit, the probability for the adversary to correctly guess n subsequent

bits is 2−n, given that 0 and 1 are generated with equal probability.

The process begins with the sender generating k random authentication

bits, and a pointer to the first bit of the authentication stream. These bits

are added to the packet for transmission. Under normal conditions, without

any packet loss or security attacks, each block of k bits is used only once. The

verifier then verifies the authentication bits of the incoming packet. If the

incoming authentication block of k bits matches the bits which the receiver’s

pointer is pointing at, a success bit {s-bit} is piggy-backed in the next reply

packet. However, if the sender’s bits mismatch the receiver’s, a failure bit,

{f-bit}, is sent back which triggers the sender’s synchronization scheme. An

authentication mismatch could occur for two reasons:

1. There is no synchronization between the sender’s and the receiver’s au-

thentication bit pointers.

2. The sender is an adversary, who attempts to guess the authentication

bits in order to gain access.

Design Description

This section describes, in detail, the blind authentication protocol and illus-

trates possible scenarios during packet transmission between the communi-

cating parties A and B. Further, it outlines the synchronization algorithm,

an essential part of the protocol especially in a constrained and error-prone

environment.

Figure 5.2 demonstrates the operation of the blind protocol, in which the

upper part of the figure describes the communication scheme from node A to

node B and the lower part from node B to node A.
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Figure 5.2: The blind authentication protocol scheme.

Figure 5.2 and the blind authentication protocol can further be described

by five scenarios for packet transmission, in which the synchronization scheme

will be triggered differently. In the following scenarios, node B verifies node

A by one-way authentication. The developed protocol can, however, easily be

used in both directions to obtain mutual authentication. Moreover, it is only

the drop of reply packets containing the {s-bit} or the {f-bit} which affects

synchronization, and not the packets containing the LAC{K〈AB〉, α}.

1. In the first scenario, a packet is transmitted from node A to node B

and is received correctly. The authentication bits are checked as being

correct. The B’s bit pointer moves up k bits and a success bit, {s-bit},
is piggy-backed in the next packet sent to A. The complete messages,
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with DA and DB as the data sent by A and B, respectively, are:

A → B : DA, LAC{K〈AB〉, α}
B → A : DB, {s-bit}

2. In the second scenario, a packet is transmitted from node A to node

B and is received correctly. The authentication bits are compared and

found to be incorrect. B’s bit pointer moves up k bits (the same as for a

correct authentication bit) and a failure bit, {f-bit}, is piggy-backed in

the next packet sent to A. The complete messages that A and B send

are:

A → B : DA, LAC{K〈AB〉, α}
B → A : DB, {f-bit}

3. In the third scenario, a packet is transmitted from node A to node B

and the packet is dropped. Neither node A nor node B will advance

their bit pointers. In this case, node A does not know if the packet from

A to B or the reply packet was lost. Therefore, node A retransmits the

same packet with the same authentication bits.

4. In the fourth scenario, a reply packet transmitted from node B to node

A is received correctly. If it contains an {s-bit}, node A will advance

the bit pointer by k bits. However, if it contains an {f-bit}, a synchro-

nization run is performed and A will advance the bit pointer to the next

different authentication block. A′s bit pointer is, then, further increased

by k bits, in order to obtain randomness for the next set of authentica-

tion bits. The following definition applies:

Definition: A different authentication block is the next authentication

block with an opposite (if k = 1) or a different constellation of authen-

tication bits, compared to the block which the bit pointer is currently

pointing at.

This can be formalized as follows. Given that the current authentication

block is defined as
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 aα,k = [aα, aα+1, . . . , aα+k−1] (5.1)

and the next authentication block is

 aα′,k = [aα′ , aα′+1, . . . , aα′+k−1] . (5.2)

Then if

 aα,k �=  aα′,k , (5.3)

 aα′,k is considered to be the different authentication block. When the

different authentication block is found, the bit pointer moves further

by k bits, in which the total movement of bits equals ∆α + k with

∆α = α′−α. For example, the authentication stream is 01011100. . . and

α = 1 and k = 2. The different authentication block is then found at

α′ = 5. The synchronization algorithm moves the bit pointer from α = 1

to α = 7, as shown by Figure 5.3. If we, for the same authentication

stream, have k = 1, the bit pointer is moved from α = 1 to α = 3.

0 1 0 1 1 1 0 0

0 1 0 1 1 1 0 0

A’s authentication stream

B’s authentication stream

k = 2

Figure 5.3: Example of authentication stream synchronization with k = 2.

5. In the fifth scenario, a reply packet, transmitted from node B to node

A, is lost. Therefore, α �= β since B’s bit pointer has moved k bits, but

A’s bit pointer is still fixed. As for the third scenario, A will retransmit

the same packet with LAC{K〈AB〉, α}.

The synchronization algorithm explained by the different scenarios is sig-

nificant for the efficiency and robustness of the protocol and can partially be
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described by the pseudo code outlined in Table 5.1.

Algorithm for B

1. B receives LAC{K〈AB〉, α} from A

2. If LAC{K〈AB〉, α} == LAC{K〈BA〉, β} then

3. B’s index value = β + k

4. B → A : DB, {s-bit}
5. end

6. else if LAC{K〈AB〉 , α} �= LAC{K〈BA〉, β} then

7. B’s index value = β + k

8. B → A : DB, {f-bit}
9. end

End Of Algorithm

Algorithm for A

1. A receives (DB, {s-bit}) ∨ (DB, {f-bit}) from B

2. if {s-bit} is received then

3. A’s index value = α + k

4. end

5. else if {f-bit} is received then

6. A’s index value = ∆α + k

7. end

End Of Algorithm

Table 5.1: The pseudo code for the blind authentication protocol.

Authentication Stream Generator

Technically, any random bit generator can be used as an ASG. The purpose

is to generate an authentication stream which cannot be guessed by an ad-

versary. The ASG is crucial to the security of the authentication protocol;

otherwise an adversary can eavesdrop on the traffic, register the transmitted

authentication bits, and guess the next k authentication bits. An adversary

may also obtain the preshared key K〈AB〉 by heuristic trying.

The random authentication bits can be generated in two ways:

• by using a random bit generator and distributing the seed between A

and B. An option for a good random bit generator is to implement
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G-SHA [115];

• by utilizing the already implemented authentication and encryption fea-

tures in the node.

A concern may arise if the authentication bit or bits are corrupted by

noise, but here we depend on the Cyclic Redundancy Check (CRC) normally

performed for every transmitted packet.

Analysis

Ideally, both A and B have their pointers pointing at exactly the same bit,

meaning that their advancement is synchronized. However, due to packet loss,

other failures or attacks, it is possible that the pointers during a session will

not be synchronized. We then weaken the synchronous condition: the index

value α of the A’s bit pointer must be equal to or, lower than, the index value

β of B’s bit pointer.

Lemma 5.1: If A’s bit pointer advances regularly, then B’s bit pointer must

have advanced.

Proof: A will not advance unless it receives the reply packet from B, piggy-

backed with the {f-bit} or {s-bit} and B has, at this time, already advanced.

Lemma 5.2: B and A can have α �= β, i.e., being unsynchronized, without

knowing it.

Proof: Assume the following bit stream: 0001101, with two consecutive

packet drops from B to A, in which k = 1, α = 1 and β = 3. A and B

are unaware that they are not synchronized. Both A and B realize that this

is the case after two successful transmissions, moving to α = β = 5, according

to the synchronization algorithm.
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Lemma 5.3: If A advances according to the synchronization algorithm, it

will not advance further than B. This always means that α ≤ β.

Proof: Lemma 5.3 is proved by analysing the synchronization algorithm for

all possible transmission steps with and without packet drop.

1. If the packet with LAC{K〈AB〉, α} is not dropped, B increases β by k.

B and A then have different index values with α < β.

2. If LAC{K〈AB〉, α} failed the authentication, B increases β by k, thus

β ≥ 2 ·k+α. Assume that the reply packet from B to A is not dropped.

A increases α by k, which gives α ≤ β.

3. If the packet with LAC{K〈AB〉, α} is dropped, still α = β. A does not

increase α until the reply packet is received.

4. If the reply packet from B to A is dropped, then α < β. This also holds

if consecutive packets from B are dropped.

5. If LAC{K〈AB〉, α} passed the authentication, B increases β by k and

α < β. Assume that the reply packet from B to A is not dropped, A

increases α and α ≤ β.

Lemma 5.4: Given that B and A are not synchronized and the difference

between their index value is ǫ = β−α, in which ǫ ≥ 0. In order to synchronize

again, at least one synchronization run (and ǫ
k runs at the most) are needed,

as demonstrated by Figure 5.4.

Proof: For each synchronization run, both B and A increase their index

value. The difference between the index values of A and B is a non-negative

multiple of k. In the case of not synchronized bit pointers, β is at least k

greater than α. Thus at least one synchronization run makes node A increase

α by ǫ+ k and we obtain α = β. For example, if we have the authentication

bit stream 1111001. . . with k = 1, α = 2 and β = 5, according to the synchro-

nization algorithm, one run is needed in order to obtain synchronization at

α = β = 6.
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In the worst case, ǫ will only decrease by one for each synchronization run.

Therefore, with a difference of ǫ between the index values, ǫ
k runs at the most

are needed. For example, the bit stream is 1010011, with k = 1, α = 1 and

β = 4 (ǫ = 3). After one run of synchronization, α = 3 and β = 5. After

the second run of synchronization, α = 5 and β = 6. Finally, after the third

run of synchronization, α = β = 7. Thus, three runs of synchronization are

needed.
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Figure 5.4: The maximum and minimum number of synchronization runs
needed for successive loss of reply packets.

5.4.2 The Non-blind Protocol

The non-blind protocol is similar to the blind protocol except with regard to

the authentication bits, which are transmitted back in the reply packet to A if

an authentication failure occurs. This triggers the synchronization scheme in

a different way than in case of the blind protocol. Apart from synchronization,

the sender and the receiver share the same ASG with corresponding key, and

generate the authentication stream in a similar way to the blind protocol.

The non-blind protocol is described by the pseudo code of Table 5.2.
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Algorithm for B

1. B receives LAC{K〈AB〉, α} from A

2. If LAC{K〈AB〉, α} == LAC{K〈BA〉, β} then

3. B’s index value = β + k

4. B → A : DB, {s-bit}
5. end

6. else if LAC{K〈AB〉 , α} �= LAC{K〈BA〉, β} then

7. B → A : DB, {f-bit}, LAC{K〈BA〉, β}
8. B’s index value = β + k

9. end

End Of Algorithm

Algorithm for A

1. A receives (DB, {s-bit}) ∨ (DB, {f-bit}, LAC{K〈BA〉, β})
from B

2. if {s-bit} is received then

3. A’s index value = α + k

4. end

5. else if {f-bit} is received then

6. A’s index value = index value of the next authentication

block similar to LAC{K〈BA〉, β} (with step size of k) + k

7. end

End Of Algorithm

Table 5.2: The pseudo code for the non-blind authentication protocol.

Design Description

In order to further describe the protocol, a communication session with five

scenarios (as for the blind protocol) is used to explain the packet transmis-

sion between A and B. However, the behavior for the non-blind protocol is

systematically similar to that of the blind protocol for the first, the third and

the fifth scenario. Therefore, the following design description applies to the

second and fourth scenario only.

• In the second scenario, a packet transmitted from node A to node B is

received. The authentication bits are found to be incorrect. A failure

bit, {f-bit}, and the current k authentication bits LAC{K〈BA〉, β} are



96 Chapter 5

piggy-backed in the next packet sent to A. B’s bit pointer moves up

k bits (the same as for a correct authentication bit scenario) to obtain

randomness for the next incoming authentication bits. The complete

messages which B and A send are:

A → B : DA, LAC{K〈AB〉, α}
B → A : DB, {f-bit}, LAC{K〈BA〉, β}

• In the fourth scenario, a reply packet transmitted from node B to node

A is received correctly. If it contains an {s-bit}, node A advances the bit

pointer by k bits. However, if the reply packet contains an {f-bit}, the
bit pointer is advanced (by a step size of k) to the next authentication

block similar to the authentication bits (LAC{K〈BA〉, β}) piggy-backed
by node B in the reply packet. A’s bit pointer is then further increased

by k bits. For example, if the authentication stream is 11011010. . . and

α = 1, k = 2 and LAC{K〈BA〉, β} = 01, node A moves its pointer from

α = 1 to α = 5. This is also illustrated by Figure 5.5.

1 1 0 1 1 0 1 0

1 1 0 1 1 0 1 0

A’s authentication stream

B’s authentication stream

k = 2

01 Piggy-backed to A

Figure 5.5: Synchronization between authentication streams with k = 2.

Another option for the non-blind protocol is to always transmit B’s current

authentication bits, LAC{K〈BA〉, β}, in the reply packet. In this case there is

no need to add the {s-bit} or the {f-bit}. However, compared to the proposed

solution, unnecessary overhead is introduced in the reply packet when the

packets are verified correctly.
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Analysis

The analysis for the non-blind algorithm is performed in the same way as for

the blind algorithm. Lemma 5.1 still holds true, since A does not advance

unless it receives the reply packet from B. Lemma 5.2 is also true, in which

B and A can have α �= β, i.e., being unsynchronized without knowing it. For

Lemma 5.3 we make the same claim with a similar proof as for the blind

protocol. However, if an {f-bit} is received, node A increases its bit pointer

to the next k bits similar to the authentication bits LAC{K〈BA〉, β} which

node B piggy-backed in the reply packet and α ≤ β.

For Lemma 5.4 the non-blind algorithm will have at least one run of syn-

chronization to obtain synchronized bit pointers. The maximum number of

runs for k = 1 is ǫ, as shown by Figure 5.4. For k > 1 the maximum number

of synchronization run times is dependent on k.

5.4.3 Application to Bluetooth

Chapter 3 proposed an authentication protocol as the solution to the problem

of access control in IEEE 802.11. This section gives an example of the pro-

tocol’s interaction with a wireless technology, namely Bluetooth [116]. The

following description assumes a basic knowledge of the Bluetooth technology.

Interaction with Bluetooth

In a piconet, the Master will transmit to and receive data from each of the

active Slaves. If there is nothing to send, the Master may either transmit

a NULL packet or omit the Slave. However, if a Synchronous Connection

Oriented (SCO) [116] link is in operation, the Slave communicates regularly

according to the SCO repetition rate. Each Slave shares a unique link key

with the Master in order to generate the random authentication stream. For

each outgoing packet, k bits of the authentication stream are piggy-backed in

the Bluetooth packet for authentication of the device. A Slave is forced to

reply in the next slot each time it receives a packet for both the Asynchronous

Connection Less (ACL) [116] link and the SCO link. This means that one

always knows whether the information has been received. It is, therefore,
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possible to implement the proposed authentication protocols in the Bluetooth

environment. For the blind protocol, the {s-bit} or {f-bit} is piggy-backed in

the reply packet according to the scheme, and for the non-blind protocol the

current authentication bit or bits for the Slave are also piggy-backed.

Implementation

There are several methods of embedding the LAC{K〈AB〉, α}, {s-bit}, and
{f-bit}. The optimum solution would be to embed the information in the

access code field or the packet header field, since all packets, regardless of the

link type (ACL or SCO), have the same packet structure of the specific fields.

The access code is used to detect the presence of a packet and to address

the packet to a specific device. The Slave detects the presence of a packet

by matching the access code to their stored copy of the Master’s access code.

The packet header contains all the control information associated with the link

and the packet. Finally, the packet contains the payload, where the actual

message information is stored. The Bluetooth packet structure is illustrated

by Figure 5.6.

    Access Code          Header                                Payload

           68 or 72 bits 54 bits 0 - 2745 bits

Figure 5.6: Bluetooth packet structure.

There are no undefined bits in the access code or header field. There

are, however, several undefined bits in the ACL and the SCO payload for all

different packet types. Authentication bits could, therefore, be appended to

these undefined bits. For instance, the ACL payload header has four undefined

bits and the DV packet, which is a combined Data-Voice packet, has a data

payload with four undefined bits for multi-slot packets.

Bluetooth ASG

The previously implemented encryption stream, cipher E0, can be used as the

ASG, in which a key stream output is exclusive-OR-ed with the payload bits
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and sent to the receiving device. This key stream is based on Linear Feedback

Shift Registers (LFSR)1. Figure 5.7 depicts the proposed blind protocol for

obtaining the random authentication bits, in addition to the Bluetooth en-

cryption features. Figure 5.8 shows a similar figure for the non-blind protocol.

In order to generate the authentication stream with the Bluetooth encryp-

tion engine, there are two main operations that need to be performed:

• Authentication Key (K〈AB〉 or K〈BA〉) generation: typically involving

hardware and software elements. Since key generation is not performed

frequently, this is not time critical.

• Random number generation: this may be carried out using hardware or

software.

According to the Bluetooth specification [116], two associated devices si-

multaneously derive link keys during the initialization phase (when a user

enters an identical Personal Identification Number (PIN)2 into both devices).

The authentication key K〈AB〉 or K〈BA〉, as depicted in Figure 5.7 and Fig-

ure 5.8, is then generated from the current link key. The key size varies

from 8 to 128 bits, and is negotiated between the Master and the Slave. The

authentication bits are then generated from the authentication key (K〈AB〉
or K〈BA〉), the Bluetooth address and a slot number, together with the E0

algorithm.

Each Bluetooth packet contains a one bit sequence number, which provides

a sequential numbering scheme to order the data packet stream. For each new

transmitted packet the sequence number is inverted (toggle). In the case of

retransmission, this bit is not inverted. Therefore, it is not possible to use the

sequence number for synchronization of the authentication bit stream.

1LFSR’s are used in coding (error control coding) theory, cryptography and are common
in stream ciphers.

2The PIN code can vary between 1 and 16 bytes.
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Figure 5.7: Proposed mechanism for the blind protocol to obtain the random
authentication bits.
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5.5 IP layer Authentication Protocol

This section describes the novel Random-Bit Window-based Authentication

(RBWA) protocol. The RBWA protocol further develops the idea of attach-

ing random bits to each packet for the purpose of authentication. The RBWA

is deployed in the IP layer and can, therefore, work with various underlying

link-layer-specific mechanisms and network topologies. Compared to IPSec,

for instance, it reduces the overhead and power consumption by adding only

a few authentication bits to each packet. The RBWA protocol was first pub-

lished in [117] and consists of several windows schemes which handle replay

attacks. A replay attack is one in which an adversary either obtains a copy

of an authenticated packet and later transmits it to the intended destination,

or the adversary guesses the authentication bits of upcoming packets. The

receipt of duplicate packets can disrupt service, or may have other undesired

consequences. The sequence number field for each packet is designed to thwart

replayed packets. However, if the adversary can guess the bits in the authen-

tication block correctly, a DoS attack can be launched by sending a forged

packet with a very large sequence number to B in order to cause a num-

ber of ”good” packets from a valid user to be dropped. Therefore, a robust

anti-replay window scheme is required in order to resist the packet reordering

which results from either network transmission or malicious intentions.

Considering that IP is a connectionless, unreliable service, the protocol

does not guarantee that packets will be delivered in order, or that all packets

will be delivered. For example, when a user switches from a wireless to a

wired link, packet reordering is common, due to the fact that different links

have different propagation delay. Routing problems may also result in packet

reordering.

Based on the pre-shared and symmetric key K〈AB〉 an identical authen-

tication stream is generated and separated into blocks. Each transmitted

packet is then associated with an authentication block. An adversary has to

provide the correct bits in the authentication block generated by the ASG in

order to pass verification at the receiving principal. The receiver has to know

which authentication block is associated with which packet. In the blind and

the non-blind protocol, synchronization between the principals is achieved
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through the acknowledgement mechanism. A similar implementation of ac-

knowledgement in the IP layer would introduce communication overhead and

low throughput performance when waiting for the acknowledgement. In order

to achieve the synchronization between A and B in the IP layer, A attaches

to each packet a unique sequence number generated by a counter. Thus, the

receiver will locate the corresponding and local authentication block by using

the incoming sequence number and comparing it to the received authentica-

tion bits. If they do not match, the incoming packet will be handled based

on a predefined policy, in which the packet could be dropped silently, i.e.,

without further notification. Otherwise, it will be accepted and forwarded.

In order to prevent a replay attack, the RBWA protocol is combined with

anti-replay window schemes.

To implement the proposed schemes within the IP header efficiently, the

existing IP header fields can be ”overloaded” in a manner which does not

require transformation on the side of the receiver and has minimal perfor-

mance impact for end-users. The research performed by [118] demonstrates

that less than 0.25% of packets are fragmented and that few Internet hosts

are more than 30 hops apart. In order to represent the authentication block

and sequence number, the unused bits in the 16-bit identifier field and the 3

bits field in the IP header, starting from the most significant bit in the Time

to Live (TTL), can be used. The length of the authentication block and se-

quence number is negotiated between the principals during the initial phase

of communication. If more bits are needed, other fields in the IP header can

be used; however, this may require some transformation on the part of the

receiver in order to avoid impacting the end-to-end transmission.

The following sections define the notations used. Additionally, they present

two different windows schemes which aim to prevent a replay attack from an

adversary. The proposed windows schemes are:

• IPSec-like anti-replay sliding window scheme

• Receiving and range window scheme
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5.5.1 Notations

Principal A maintains a counter to generate a series of sequence numbers

which are separated into segments {S0, S1, . . . , Sm−1}. Assume that the se-

quence number starts from zero and there are n sequence numbers within each

segment, thus Si = {si,0‖si,1‖ . . . ‖si,n−1} where 0 ≤ i ≤ m− 1 and the total

number of sequence numbers is m · n.
The principals will use the ASG to generate the corresponding authen-

tication stream for each segment. The authentication stream is denoted for

Si by Ri, in which Ri is separated into n blocks with k bits each, Ri =

{LACi,0‖LACi,1‖ . . . ‖LACi,n−1}. Then A will attach 〈si,j ,LACi,j〉 to the

corresponding packet transmitted to B where 0 ≤ j ≤ n − 1. A simplified

figure of the transmitted packet is depicted by Figure 5.9, in which si,j and

LACi,j are inserted for the purposes of synchronization and authentication.

Note that each authentication block will be used only once.

i j LAC
i,j

S
i,j

 

k bits

DATA

Figure 5.9: Transmitted packet with corresponding si,j and LACi,j .

5.5.2 IPSec-like Anti-Replay Window Scheme

IPSec includes an anti-replay service to control duplicate packets. The ob-

jective is to reuse the IPSec mechanisms and obtain an IPSec-like anti-replay

scheme, with similar properties. The IPSec-like anti replay scheme is main-

tained at node B. This scheme includes a window of size w. The left side of

the window represents the starting sequence number (ssn). For any packet

with a sequence number in the range of ssn to ssn + w − 1, which has been

properly received and authenticated, the corresponding slot in the window

will be marked. When a packet is received with sequence number si,j and the

authentication block LACi,j , the following actions will be applied:
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• Case 1: si,j < ssn

In this case, B assumes that this packet is already received and discards

the packet silently. This is further illustrated by Figure 5.10.

Window Size (w)

. . . . . . . . .

ssnS
i,j

Figure 5.10: Case 1.

• Case 2: ssn ≤ si,j ≤ ssn+ w − 1

If the received packet falls within the window and has been received be-

fore, i.e., the slot is already marked, it will be discarded silently. Other-

wise, B verifies LACi,j in the incoming packet by calculating its own au-

thentication stream R′
i = {LAC′

i,0‖LAC′
i,1‖ . . . ‖LAC′

i,n−1}. Note that

si,j = i ·n+ j where 0 ≤ j ≤ n− 1. If LACi,j = LAC’i,j , B accepts this

packet and marks the corresponding slot in the window. Note that B

can cache the authentication blocks for later use. Case 2 is illustrated

by Figure 5.11.

Window Size (w)

. . . . . . . . .

ssn S
i,j

Figure 5.11: Case 2.

• Case 3: ssn+ w < si,j

B calculates R′
i using the method above. If LACi,j = LAC’i,j , B deter-

mines that it has not received this packet before, it slides the window so

that si,j becomes the new right edge of the window and ssn = si,j + 1.

The corresponding slot in the window is marked. If LACi,j �= LAC’i,j ,

B discards the packet silently. Case 3 is illustrated by Figure 5.12.
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Window Size (w)

. . . . . . . . .

ssn S
i,j

Figure 5.12: Case 3.

5.5.3 Receiving and Range Window Schemes

The IPSec-like anti-replay window scheme suffers from the severe packet re-

ordering, where a large sequence number arriving earlier can force the sliding

window to shift, so that a lot of ”good” (but ”late”) sequence numbers will

be dropped [119, 120]. Packet dropping and reordering deteriorate the end-

to-end communication performance.

The proposed receiving window scheme can be formalized as an array of

sub-windows, each of which contains information about only one, single se-

quence number which is either received or not-received; i.e., every sub-window

contains only one received sequence number, and the sequence number in two

adjacent sub-windows do not have to be consecutive. With the same number

of sub-windows, as for the window size in an IPSec anti-replay window, a con-

siderably bigger scope of sequence numbers can be represented. The receiving

window can then be organized as a linked list of ascending sequence numbers.

The pseudo code in Table 5.3 describes the algorithm of the receiving win-

dow scheme, where s denotes the incoming sequence number, MaxW denotes

the maximum number of sub-windows, and W denotes the current number of

sub-windows and is initialized at zero to begin with.

Moreover, assume that the receiving window and the IPSec-like anti replay

window have the same number of sub-windows. If sequence number x is

dropped due to window shift by the receiving window, then it will be dropped

by the IPSec-like anti replay window too.

The memory cost in the receiving window scheme is more than in the

IPSec-like anti replay window. On the other hand, communication overhead

is saved, which is desirable in a resource constrained environment.
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Algorithm: Receiving Window

1. If s < ssn then

2. discard packet

3. end

4. else if s == sequence number in one of the sub-windows then

5. discard packet

6. end

7. else

8. a new sub-window containing s is created

9. W++

10. if W > MaxW then

11. remove the first sub-window and update ssn.

12. end

13. end

End Of Algorithm

Table 5.3: The pseudo code for the receiving window scheme.

Example of receiving window scheme: In Figure 5.13 we assume, to be-

gin with, that ssn = 4, and MaxW = 4. Three packets are then received with

different sequence numbers. The first packet in Figure 5.13 has si,j = 3 and

is silently dropped since si,j < ssn. The second packet has si,j = 5 and is

also silently dropped as it is a replayed packet. The last packet has si,j = 10

and is accepted, the sub-window with sequence number 4 is removed and ssn

is updated to 5.

Silently drop

packet 3

Replayed

packet 5

10 4 5 7 8 5 7 8 10

3

4 5 75

4 5 7

Figure 5.13: Example of receiving window scheme
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Another window scheme, which utilizes a different approach, is the range

window scheme. This scheme creates sub-windows that only contain consec-

utive sequence numbers. These sequence numbers are then aggregated into

one sub-window, denoted by [minseq, maxseq], where minseq is the small-

est sequence number and maxseq is the largest number in the aggregated

sub-window. This is called the range window scheme and differs from the

receiving window scheme only with regard to its ”larger” sub-windows.

5.6 Summary

This chapter has presented several lightweight authentication protocols which

are relevant for devices operating in a constrained environment. Authenti-

cation bits are generated from an ASG, shared between the sender and the

receiver. Due to packet loss or attacks, the authentication streams may not

be synchronized. Therefore, synchronization schemes have been developed to

handle this problem. The first authentication protocol presented by this chap-

ter was the blind protocol, in which limited information is distributed between

the sender and the receiver in order to synchronize the authentication stream.

The second authentication protocol was the non-blind protocol, with authen-

tication bits piggy-backed in the reply packet back to the sender for faster

synchronization, depending on the k parameter. Finally, the RBWA protocol

(placed in the IP layer) was presented. As for the other proposed lightweight

authentication protocols, RBWA is well suited for low power devices with lim-

ited resources. Instead of a synchronization algorithm, the RBWA protocol

uses a sequence number to localize the correct authentication block. Within

the RBWA protocol, several anti-replay window schemes were presented to

efficiently inhibit replay attacks and packet reordering.
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Evaluation of Link Layer

Authentication Protocols

In this chapter the performance of the developed link layer authentication

protocols has been evaluated, and security considerations from different per-

spectives have been addressed. The methodology used for the evaluation is

based on simulation, in which a simulator is implemented to imitate the syn-

chronization algorithms of the blind and non-blind authentication protocols

described by Chapter 5.

6.1 Simulation

Figure 6.1 schematically describes the simulator, which consists of 12 blocks.

These blocks implement various aspects of the blind and non-blind authenti-

cation protocols and are described below:

Block 1 generates node A’s LAC{K<AB>, α} and block 2 generates node

B’s LAC{K<BA>, β}. These authentication bits will later be compared in

block 4. In block 3 the simulation ends after B has generated a number

of N LAC{K<BA>, β}, which is the same as receiving N number of packets

109
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from node A. After comparing A’s and B’s authentication bits, node B’s bit

pointer is increased by k steps in block 5 and block 6. Depending on whether

A’s and B’s authentication bits are equal, an {f-bit} or {s-bit} is generated

in block 7 or block 8. Block 9 decides whether or not to drop the reply

packet. If the reply packet is dropped, a return to block 2 is performed.

If it is not dropped, block 11 determines whether an {s-bit} or {f-bit} was

generated. If an {s-bit} was generated, the program continues on to block

12 and increases A’s bit pointer by k steps. Otherwise, it continues on to

block 10 and executes a synchronization run according to the developed

synchronization algorithms (within the proposed authentication protocols).

Finally, the simulation returns to block 1 and begins again.

6.1.1 Parameters

Performance is evaluated in terms of real and observed failure ratio, batch loss,

drop probability for reply packets, equal index values, number of generated

authentication bits, and the number of synchronization runs. The parameters

are defined as follows:

Observed Failure Ratio: This is the ratio between the total number of

failed packets (packets in which the authentication bits are faulty) and the

total number of verified packets, which is collected in block 3.

Real Failure Ratio: This is the actual failure ratio observed in the simula-

tions due to the number of equal index values between node A and node B.

This ratio is only possible to observe in a simulation and not in a real envi-

ronment. In the simulations, this parameter is calculated from the number of

times α and β differed when passing block 1 and block 2.

Batch Loss: This value is the successive number of dropped reply packets

used to stress the synchronization algorithms. If a reply packet is dropped,

the n subsequent reply packets are also dropped, where n is the batch loss

parameter. In the simulations the batch loss varies between 0 and 3.
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Figure 6.1: Overview of the implemented simulator.
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The number of generated bits are measured in block 1 for node A and in

block 2 for node B. In order to collect the number of synchronization runs,

a counter is established in block 10.

6.1.2 Simulation Results

In this section, several simulation tests are performed for the blind and non-

blind authentication protocol, in which the observed and real failure ratios

are evaluated against the reply packet drop probability. The number of equal

index values during a transmission between node A and node B is measured,

as well as the number of synchronization runs and the number of generated

authentication bits for node A. The objective is to compare the obtained re-

sults for the blind and non-blind protocol in order to determine the protocols’

robustness and efficiency.

To achieve a certain statistical quality of the simulation results each sim-

ulation test outputs a mean result Xi (obtained from 100000 received packets

transmitted from node A to node B). The confidence interval is then given

by

X̂ ± tn−1,1−α/2
δ√
n

(6.1)

where X̂ (the value presented in Figure 6.2 to 6.11) is the average of n = 60

mean results Xi, δ is the standard deviation and tn−1,1−α/2 ≃ 2.00 for a

confidence level of 1 − α = 95 %. For all the simulation tests performed in

this chapter, the half size of the confidence interval tn−1,1−α/2
δ√
n

is about

1 % of the mean.

Observed Failure Ratio

The observed failure ratio has been determined for both the blind and the

non-blind protocol. Figure 6.2 (a) illustrates the results for the blind proto-

col, in which the observed failure ratio is measured for different reply packet

drop probability. In Figure 6.2 (b), corresponding results for the non-blind

protocol are shown. Four different numbers of authentication bits are used,
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namely k = 1, 2, 5, and 10. When the reply packet drop probability is be-

tween 0 and 20 %, the observed failure ratio is almost equal for the blind and

the non-blind protocol. This demonstrates that the algorithms are robust

and are able to synchronize A’s and B’s bit pointers even when reply packets

are dropped. However, the non-blind protocol behaves better than the blind

protocol for higher drop probabilities. Figure 6.2 further demonstrates that

the k parameter hardly affects the observed failure ratio for a low drop prob-

ability. We consider 0−20 % to be normal drop probability in wireless access

networks.

Given the non-blind protocol, it is natural for the protocol to better syn-

chronize the authentication streams for k > 1, compared to the blind algo-

rithm. For k = 1 the synchronization algorithms have the same behavior for

the blind and non-blind authentication protocols.

A threshold is observed for the blind protocol at a reply packet drop prob-

ability above 50 %, in which the observed failure ratios stagnate. The stagna-

tion level can be formalized by 1− 2−k, as observed by Figure 6.2 (a). When

the stagnation level is reached, node A and node B are always out of sync.
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Figure 6.2: The observed failure ratio for the blind (a) and the non-blind (b)
protocol vs. the drop probability of reply packets for k = 1, 2, 5, and 10.
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Real Failure Ratio

Figure 6.3 (a) depicts the real failure ratio for the blind protocol and Fig-

ure 6.3 (b) demonstrates the real failure ratio for the non-blind protocol. The

simulation is performed for k = 1, 2, 5, and 10. It is evident that the results

in Figure 6.3 (a) illustrate a lower real failure ratio for an increasing k value,

since the probability of an authentication block of k bits occurring multiple

times, decreases if k increases. For the non-blind protocol, the real failure

ratio results are even more promising; the k parameter has a higher impact as

compared to the blind protocol. This impact is because of the valuable infor-

mation contained within current authentication bits which are piggy-backed

in the reply packet from node B to node A, in which node A synchronizes

faster.

In terms of robustness, the non-blind protocol performs better than the

blind protocol. When k = 2 (for the non-blind protocol) the real failure ratio

is lower when compared with the blind protocol. This is true for all k > 1.

Regardless of the number of authentication bits used in each authentication

block, the blind protocol will never be as robust as the non-blind for k > 1.
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Figure 6.3: The real failure ratio for the blind (a) and the non-blind (b) pro-
tocol vs. the drop probability of reply packets for k = 1, 2, 5, and 10.
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For the blind protocol, the real failure ratio reaches 100 % when the reply

packet drop probability is above or equal to 50 %. Therefore, it would be

interesting to investigate the following issue: is it possible to obtain α =

β after the drop probability temporarily exceeded 50 %? To test this, the

following scenario is simulated: assume 10000 dropped packets, i.e., α = 0 and

β = 10000. Table 6.1 presents the results indicating the number of packets

which are needed for A to synchronize with B after the 10000th dropped

packet, with respect to k. Despite this dropping behavior node A is capable

of synchronizing with node B.

k packets

1 15224
2 13059
5 11303
10 10007

Table 6.1: The number of packets needed to synchronize again for the blind
protocol after 10000 dropped packets.

Equal Index Values

Figure 6.4 shows the results from the simulation in which the number of equal

index values (α = β) are observed from node A to node B for 100000 received

packets. For each incoming packet to node B, the α value is known (only

possible in the simulation environment) and compared with the β value for

node B.

The probability for a packet to be mistakenly verified as correct (despite

being incorrect) is naturally dependent on the number of authentication bits

per packet. As illustrated by Figure 6.4, the number of equal index values are

higher for the non-blind protocol as compared to the blind protocol, due to a

more efficient synchronization algorithm.
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Figure 6.4: The number of equal index values for the blind (a) and the non-
blind (b) protocol vs. the drop probability of reply packets for 100000 received
packets, and k = 1, 2, 5, and 10.

Difference between the Observed and Real Failure Ratio

This section presents the accuracy of the synchronization. The failure ratio

difference (∆FR) in percentage is taken between the real failure ratio (RFR)

and the observed failure ratio (OFR), as

∆FRblind = RFRblind −OFRblind (6.2)

for the blind protocol and

∆FRnon-blind = RFRnon-blind −OFRnon-blind (6.3)

for the non-blind protocol. Equation 6.2 is depicted by Figure 6.5 (a) and

Equation 6.3 by Figure 6.5 (b). The difference, i.e., the number of false

negatives, becomes smaller if k increases and (from Figure 6.5) the non-blind

protocol performs better than the blind protocol for k > 1.

The difference between the blind and the non-blind protocol is also mea-

sured. Figure 6.6 (a) illustrates the difference (∆OFR) between the observed
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failure ratios for the two protocols as

∆OFR = OFRblind −OFRnon-blind (6.4)

Moreover, Figure 6.6 (b) illustrates the difference (∆RFR) between the real

failure ratios, where

∆RFR = RFRblind − RFRnon-blind. (6.5)

It can be seen for both the observed and the real failure ratio that (in the

reply packet drop probability region of 0 − 20 %) the difference is, at most,

5 %. For higher drop probabilities the difference is notably larger.
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Figure 6.5: The difference (∆FR) in percentage between the real and the
observed failure ratio for the blind (a) and the non-blind (b) protocol vs. the
drop probability of reply packets for k = 1, 2, 5, and 10.
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Figure 6.6: The difference in percentage between the observed failure ratio
(∆OFR) (a) and the real failure ratio (∆RFR) (b) for the blind and the
non-blind protocol vs. the drop probability of reply packets (k = 2, 5, and 10).

Number of Synchronization Runs

From Figure 6.7 (a) the number of synchronization runs are observed for the

blind protocol. The simulation is performed for 100000 received packets from

node A to node B. For the blind protocol, the number of synchronization

runs increases as k increases. However, the synchronization runs eventually

decrease, since the reply packet drop rate increases.

The non-blind protocol requires a smaller amount of synchronization runs

compared to the blind protocol (see Figure 6.7 (b)). This relates to the

algorithm performance of the non-blind protocol, since it synchronizes faster

if k increases. For the blind protocol, A’s bit pointer does not normally

increase more than one step for each synchronization run if k is sufficiently

large. In addition, the idea behind a lightweight protocol is to utilize as

little processing and battery power as possible, i.e., few synchronization runs.

There is, therefore, a tradeoff between the number of authentication bits used

for each packet and the required authentication level for different reply packet

drop probabilities. On the other hand (from Figure 6.7) the synchronization

runs for different k values are similar for a drop probability of 0− 20 %.
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Figure 6.7: The number of synchronization runs for the blind (a) and the non-
blind (b) protocol vs. the drop probability of reply packets for 100000 received
packets, and k = 1, 2, 5, and 10.

Generated Authentication Bits for A

Figure 6.8 (a) illustrates (for the blind protocol) the total number of generated

authentication bits for A with 100000 received packets from A to B for k =

1, 5 and 10. Figure 6.8 (b) illustrates the same experiment but for the non-

blind protocol. The maximum number of generated authentication bits is

100000 · k. When the reply packet drop probability increases, the number of

generated authentication bits eventually decreases. This is due to the fact that

A does not advance its bit pointer (in case of reply packet loss) and generates

new authentication bits, as illustrated by Figure 6.8. However, another option

is to generate the authentication bits in advance, keeping them in memory

instead of generated separately for each outgoing packet. Furthermore, the

total number of authentication bits generated for node B is constant and

independent of the drop probability of reply packets. It is only dependent on

k and the total number of received packets, as illustrated by Figure 6.9.
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Figure 6.8: Node A’s number of generated authentication bits for the blind
(a) and the non-blind (b) protocol vs. the drop probability of reply packets for
100000 received packets, and k = 1, 5, and 10.
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Figure 6.9: Node B’s number of generated authentication bits for both the
blind and the non-blind protocol vs. the drop probability of reply packets for
100000 received packets, and k = 1, 5, and 10.



Evaluation 121

Batch Loss

This section illustrates the synchronization algorithms’ responses to succes-

sive reply packet drop. The successive packet drop stresses the algorithm by

allowing B’s bit pointer to move ahead from A’s bit pointer.

In Figure 6.10, the observed failure ratio is depicted for a batch loss of 0

to 3 and with k = 1, i.e., the same result is obtained for both the blind and

the non-blind protocol.

Figure 6.11 demonstrates the number of equal index values for different

batch loss values. From the curves, the number of equal index values decreases,

while the batch loss parameter increases. However, the influence of the batch

loss parameter is of less importance if k increases.

The number of synchronization runs for k = 1 is measured with different

batch loss values, as illustrated by Figure 6.12. As expected, the number of

synchronization runs increases faster for a larger batch loss value.

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

Reply Packet Drop Probability (%)

O
b

s
e

rv
e

d
 F

a
ilu

re
 R

a
ti
o

 (
%

)

Batch loss = 0
Batch loss = 1
Batch loss = 2
Batch loss = 3

Figure 6.10: The observed failure ratio for both the blind and the non-blind
protocol vs. the drop probability of reply packets for k = 1 and batch loss = 0,
1, 2, and 3.
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Figure 6.11: The total number of equal index values for both the blind and
non-blind protocol vs. the drop probability of reply packets for 100000 received
packets, k = 1 and batch loss = 0, 1, 2, and 3.
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Figure 6.12: The number of synchronization runs for both the blind and the
non-blind protocols vs. the drop probability of reply packets for 100000 received
packets, k = 1 and batch loss = 0, 1, 2, and 3.
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6.1.3 Summary of Results

This section summarizes the simulation results as follows:

• Both the blind and the non-blind authentication protocols are robust

and able to synchronize in the presence of normal reply packet drop.

• The non-blind protocol introduces traffic overhead while piggy-backing

the expected authentication bits in the reply packet. This traffic over-

head is not introduced by the blind protocol. However, the non-blind

protocol utilizes the piggy-backed bits to improve the synchronization

performance. The non-blind protocol performs better in terms of faster

synchronization for k > 1, in which a smaller number of synchroniza-

tion runs are required. When the k value increases, the blind protocol

requires more synchronization runs when compared with the non-blind

protocol.

• The difference in the number of false negatives between the two proposed

protocols is small for a 0− 20 % reply packet drop probability.

• When the reply packet drop probability is above 50 %, for the blind

protocol, the real failure ratio is 100 %, i.e., the bit pointers are out of

sync. However, for the non-blind protocol the real failure ratio is then

lower than 100 %, when k > 1.

• The capability for the blind protocol to synchronize again after the re-

turn from a drop probability above 50 % to a drop probability below

50 % was tested. The results were promising and the protocol succeeded

in re-obtaining synchronization (i.e., α = β). This is a desirable func-

tionality since the two principals, A and B, do not have to renegotiate

a new key for the ASG and reset the bit pointers, which is resource

demanding and implies a risk factor.

• A threshold value is obtained for k = 5 in all the measurements, i.e., if k

further increases, the impact on the real failure ratio and the number of

synchronization runs is small. Considering the tradeoff between security

and performance, the number of authentication bits should increase only
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if a high authentication level is required, and not for the purpose of

better synchronization performance.

6.2 Performance Considerations

The following performance metrics for the proposed lightweight authentication

protocols are considered:

• Computational Processing Overhead: The proposed authentication pro-

tocols introduce minor computational processing overhead. The process-

ing overhead for generating and verifying the LAC is small (due to the

payload-independent authentication bits). The sender and the receiver

can compute the authentication stream in advance with the cost of mem-

ory space, or compute the bits simultaneously with the packet process-

ing. Depending on the implemented ASG, the processing overhead can

vary. The verification of the LAC at the receiver is the most expensive

operation, since the receiver first has to generate its own LAC and then

start the verification process.

• Latency: The developed authentication protocols compute and verify

the LAC by using a lightweight ASG. Therefore, the additional latency

which the proposed authentication protocols incur is possible to exclude

with respect to the overall end-to-end transmission latency of a packet.

• Traffic Byte Overhead: The traffic byte overhead is defined as the total

number of non-traffic bytes a sender transmits, per time unit. The pro-

posed authentication protocols should, if possible, be implemented in

existing standards without any extra overhead. However, if traffic byte

overhead is necessary, there are two sources of traffic byte overhead (ex-

cept for key exchange) in the proposed authentication protocols. First,

the sender adds the LAC to every packet it sends. As a result, the over-

head is k bits per packet from node A to node B. Second, the verifier

adds in the reply packet, depending on the authentication protocol, one

({s-bit} or {f-bit}) or k plus one bits traffic overhead. Therefore, the

traffic byte overhead for the blind protocol in both directions is ⌈k
8 +1⌉,
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and ⌈k
8⌉+⌈k+1

8 ⌉ for the non-blind protocol if node A receives an {f-bit}.
If an {s-bit} is received the overhead for the non-blind protocol amounts

to ⌈k
8 + 1⌉.

6.3 Security Considerations

If an attack against the network access mechanism occurs, it is necessary to

have a framework with which to detect it. The major purpose of the proposed

protocol is to detect and statistically identify the origin of the packets. This

section analyzes different security attacks, such as: spoofing, replay attacks,

DoS attacks, and eavesdropping. Further, a discussion is presented which

addresses the LAC security level, the CRC, and the countermeasures.

6.3.1 Spoofing

An adversary may communicate under the identity of a valid device if they

are able to obtain the authentication bits of that device through guessing or

other means. In doing so, the adversary is spoofing that valid user. However,

by increasing the k value, a higher security level is obtained for the purposes

of authentication. The probability of guessing k bits correctly for one packet

is 2−k and for n packets 2−kn.

For instance, as illustrated by Figure 6.2, the observed failure ratio in-

creases if reply packets are dropped. The same result is achieved if an adver-

sary tries to guess the random authentication bits. Anomaly detection of the

failure ratio can then be used to determine an ongoing attack.

6.3.2 Replay Attacks

An adversary might be able to eavesdrop packets transmitted from a valid

device and store the information in order to replay the same information (the

authentication bits) later on. Normally, this is prevented by digital signatures

that include time stamps and unique information from the previous transmis-

sion (such as the value of a constantly incremented sequence number). With
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the proposed authentication protocols, an adversary does not benefit from de-

ploying a replay attack, since the probability of the authentication bits being

correct is the same at any time during a communication session. Moreover,

the number of replayed packets can be counted and when the number reaches

a certain threshold, an alert is launched.

6.3.3 DoS Attacks

Availability is an important aspect of any computer-related system; it means

that assets are accessible to authorized parties at appropriate times. For this

reason, there is a strong association between availability and its opposite,

DoS. The concern for the proposed protocols is that a DoS attack can be

’lightweight’, i.e., an adversary only needs to transmit packets with malicious

information in order to disturb the synchronization algorithm. The synchro-

nization algorithms simply offer one additional target for an existing style of

attack. However, by using anomaly detection of the observed failure ratio,

one is able to detect an attack with certain probability. The possibility to

detect an attack, even though the security solution is lightweight, is one of

the advantages of the proposed protocols.

6.3.4 Eavesdropping

An adversary could gather a significant amount of information about a victim

before launching the actual active attack. For instance, eavesdropping is easily

achieved in a wireless network, since signals are not carried along a wire; they

are broadcasted through the air, making them more accessible to outsiders.

For wired LANs, the eavesdropping attack is more difficult.

An adversary could (with regard to the proposed protocols) search the

space for possible ASG keys and then predict the authentication stream. This

attack could be resisted by increasing the key length, or frequently updating

the key.
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6.3.5 LAC Security Level

An adversary can try forging a single packet. If the proposed countermeasures

are active, every failure will trigger these and log the event, perhaps erase the

keys, and, if necessary, put the suspected devices on hold for a predefined

period of time.

The developed authentication protocols are memoryless sinceB′s bit pointer

always advances to new authentication bits for each received packet. This

means that if an adversary intends to repeat an attack by guessing the bits,

the probability distribution of the number of additional trials does not depend

on how many failures have been observed. For each new trial the adversary

guesses on k new authentication bits. Therefore, the geometric distribution

[121, 122] is used to model the runs of consecutive successes (or failures), for

an adversary, in repeated trials. The geometric distribution is discrete and

exists only on the nonnegative integers.

An adversary can perform a series of trials to guess the LAC. Each trial

can either succeed or fail, and the trials are repeated until the first success.

The parameter p represents the probability of success on a single trial and

q = 1 − p represents the probability of failure. For an authentication level

in which k bits are used, p = 2−k. The random variable X represents the

number of trials performed where X ∈ {1, 2, 3, . . .}. The density function for

X is given by

f(x) = (1 − p)x−1p = qx−1p. (6.6)

The distribution function determined by f(x) is

F (x) =
∑

n≤x

qn−1p. (6.7)

The moment-generating function method can be used to calculate the mean

and the variance, where

G(t) =
∞
∑

n=1

etnqn−1p = p
∞
∑

n=0

(etq)n. (6.8)
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Equation 6.8 is simplified as

G(t) =
p

1− etq
. (6.9)

The first derivative of G(t) is then determined by

G′(t) =
etpq

(1 − etq)2
(6.10)

and the mean is given by

E[X ] = G′(0) =
q

p
=

1− p

p
=

1− 2−k

2−k
. (6.11)

The second derivative for t = 0 gives the second moment

E[X2] = G′′(0) =
2q2

p2
+

q

p
(6.12)

and, therefore, the variance becomes

σ2 = E[X2]− E[X ]2 = G′′(0)−G′(0)2 =
q

p2
=

1− 2−k

2−2k
. (6.13)

In the simplest case, we make the assumption that a LAC failure depends

on a forged LAC. The probability that there are xmalicious packets before the

first success (false negative) is determined by f(x) (Equation 6.6). Therefore,

if a LAC consists of k = 2 authentication bits, the adversary can expect

E[X ] =
1− 2−2

2−2
= 3 (6.14)

failed attempts before a successful attempt. As a countermeasure for each

failed attempt, the suspected device can be put on hold for some time. For

example, if the holding time for each failure is 1 minute, the expected Time

To the First Forgery (TTFF) is

E[TTFF] = E[X ] = 3 minutes. (6.15)
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Even a small increase in the number of authentication bits gives a better

performance in our favor. With a LAC of five bits the

E[TTFF] = 31 minutes. (6.16)

Figure 6.13 illustrates the graph for f(x), in which k = 1, 2, 5, and 10

with corresponding p = 1/2, 1/4, 1/32, and 1/1024. Notice the quick decrease

for k = 1 and 2. By increasing k to 5 or 10, the probability for an adversary

to succeed is low and does not decrease as fast as for a smaller amount of

authentication bits.
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(a) k = 1 and p = 1/2
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(b) k = 2 and p = 1/4
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(c) k = 5 and p = 1/32

0 5 10 15 20
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

x

f(
x
)

(d) k = 10 and p = 1/1024

Figure 6.13: The probability that x malicious packets are needed to get one
success.
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6.3.6 Cyclic Redundancy Check

No accidental failures are expected whilst checking the LAC at the receiver

due to the fact that any noise or interference on the medium will first be

corrected by an assumed error-correcting code. For instance, if a packet is

randomly or deliberately experiencing a bit failure and a 32 bit CRC is used,

there is only a 2−32 chance of having a correct, i.e., false negative, CRC.

Assume that there are 100 packets per second that are perturbed by noise.

We can then expect one accidentally modified packet to pass the CRC every
232

100 seconds, or less than once a year. A more error-prone medium channel

might have 1000 CRC errors per second. If so, we expect only one packet

every 50 days on average to pass the CRC code. Note that a network with

this behavior most likely has to reduce its transmission speed to obtain a lower

error rate.

6.3.7 Countermeasures

In the case that a device has only limited computational resources, it is possi-

ble to combine a weak LAC with countermeasures which limit the adversary’s

actions in other ways. An attack on a LAC involves the adversary send-

ing fraudulent packets with the hope that at least one of them passes the

LAC verification. This type of attack is possible to detect with the proposed

authentication protocols. The detection rate, coupled with a low rate of ac-

cidental LAC failures, allows the receiver to take countermeasures with the

objectives of retarding the adversary and ensuring that no key material is

compromised.

The simplest way of detecting an active attack is to assume that an active

attack is in progress any time a LAC verification failure occurs. However,

this might not be the case, since a possible reply packet drop could cause

successive LAC to be verified incorrectly, with no active attack launched by

an adversary.

If an ongoing attack is assumed, it is possible to take further countermea-

sures. These countermeasures could achieve the following goals:

• Log the event as a security relevant matter, since a LAC failure could
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be an indication of an active attack.

• The current authentication keys used for the ASG must be deleted and

not be used again. This prevents the adversary from learning anything

about the key and authentication stream generation.

• Depending on the policy, different security levels with regards to authen-

tication can be defined. Therefore, start with lightweight authentication

and boost the system to a higher authentication level if one suspects an

ongoing attack. This scheme would more efficiently utilize available re-

sources, since attacks do not usually occur. In the meanwhile, a weak

access control scheme could be used, which is capable of detecting the

attack.

• A realistic scenario would involve setting a threshold for the number

of LAC verification failures to accept, incurring countermeasures for

repeated LAC failures. The LAC failure ratio must be kept below a

predefined threshold, depending on the security policy and available

resources. This indicates that suspected devices are put on hold (as

described in Section 6.3.5) if the failure ratio exceeds a threshold. The

slowdown makes it much harder for the adversary to succeed with a

large number of attempts in a short period of time. However, it is a

challenge to define a threshold in terms of the failure ratio.

6.4 Summary

In this chapter, an evaluation of the proposed lightweight authentication pro-

tocols has been presented which described the robustness of the proposed

authentication algorithms, in terms of reply packet loss behavior. The main

variables, obtained by simulations, were: the observed failure ratio, the real

failure ratio, number of equal index values, the number of synchronization

run times, and the number of generated authentication bits for different re-

ply packet drop probabilities. The results indicated that the protocols were

robust and well suited to a resource constrained environment. However, the
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non-blind protocol was more efficient, as compared to the blind protocol, in

terms of synchronizing the bit pointers in the presence of reply packet drops.

Finally, security considerations were made for spoofing, replay attacks,

DoS attacks and eavesdropping. Countermeasures were presented that ac-

tively attempted to stop or retard an adversary from prevailing in its objec-

tives when an attack was detected. The geometric distribution was used to

model the adversary’s attempts to guess the authentication bits and determine

the expected Time To the First Forgery (TTFF).

The RBWA protocol was not evaluated by this chapter. However, the

robustness of the RBWA protocol with regards to severe packet reordering

caused by an adversary or the network itself, is an important issue. In [117], an

evaluation of the proposed RBWA protocol was performed based on simulation

experiments. The experiments used three different packet reordering patterns

and the RBWA protocol was also evaluated against the previously proposed

double window protocol [119] and the controlled-shift protocol [120].
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Hierarchical Defense

Structure for Mitigating

DoS Attacks

This chapter provides the contribution of mitigating a DoS attack via a de-

veloped hierarchical defense structure with proactive functionality. An im-

portant aspect is the tradeoff between performance and security. This novel

hierarchical architecture is presented with lightweight authentication proto-

cols acting as a classifier to deny access to harmful traffic. An empirical test

of the proposed structure has been performed and results are reported which

display the capability of the structure to filter and separate the attack traffic

before reaching the target of an IPSec gateway. Thus, the filtering of traffic is

performed without being the target itself for new resource exhaustion attacks.

7.1 Introduction

Important aspects of network security include service guarantee and availabil-

ity issues. Traditionally, the security community has focused on the problems

associated with confidentiality and authentication but put much less effort

133



134 Chapter 7

into those associated with availability issues. A DoS attack is a typical avail-

ability threat, in which an adversary exploits the connectivity of the network

in order to disable the service offered by the target.

In general, there are two types of DoS attacks with the potential to seri-

ously disrupt legitimate traffic at a minimal cost to the adversary: the logic

attack and the flooding attack [123]. The logic attack (i.e., ”Ping of Death”

[124]) exploits vulnerabilities in existing software and causes a degradation

of server performance or the server’s eventual crash. However, this kind of

attack can sometimes be prevented by updating existing software. The second

type of attack, flooding attack, overwhelms the victim’s Central Processing

Unit (CPU), memory, network resources, or battery power by sending a large

number of packets. The attack causes the victim to waste its resources by

dealing with the incoming packets. Since there is no simple way to deter-

mine if an incoming packet is valid or not, it can be difficult to defend oneself

against a flooding attack. In this chapter, we focus only on the instance of

a flooding attack, caused by a protocol-based DoS attack. These attacks are

serious threats to availability. Due to the fact that most of the existing pro-

tocols were not designed to be resistant to these types of attacks, the attacks

are comparatively easy to implement and are often successful.

The most common access control methods normally perform strong, re-

source demanding authentication with traffic overhead as a cost. In addition,

the DoS attack may use a strong security system’s computational requirements

against the service itself by utilizing the security mechanism (e.g., crypto-

graphic encryption and authentication) as basis for an attack. In this case,

an adversary floods the service with a large number of malicious packets for

the target system to handle. Due to the increasing link speeds and the more

computation-intensive protocols which must be supported by a security gate-

way, the gateways tend to become congestion points. Therefore, by applying a

range of ’weak’ and inexpensive crypto-functions, we may effectively prevent

and detect the malicious packets entering the service with different proba-

bilities. The computational requirements for such ”weak” crypto-functions

(which generate only a few secure random bits) are smaller than those of

other methods, for instance, the IEEE 802.11 security framework or for the

IPSec authentication method [3].
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The implementation of strong and resource demanding security often im-

plies more than a secure system; it may deteriorate the performance of a

device with limited resources and pave the way for new threats such as re-

source exhaustion. In general, strong security is added even if there is no

attack. Thus, it is unwise to use strong cryptographic algorithms for devices

with limited resources, in the absence of an adversary. It is more efficient

to begin with lightweight security, taking further measures when an attack is

detected.

There is an increasing need for a finer-grained access control as compared

to contemporary solutions without increasing the processing requirements and

complexity [113]. Therefore, we propose a practical and useful access control

method in the form of a hierarchical defense structure. This hierarchical de-

fense structure provides a convenient first level barrier, based on the proposed

lightweight authentication protocols in Chapter 5.

As opposed to other, reactive [125, 126, 127, 128] approaches, the proposed

hierarchical approach is proactive. This means that the target is protected

in advance by a filtering mechanism in order to block unapproved incoming

malicious traffic. We observe that, in practice, it is not absolutely necessary to

prevent every invalid packet from entering the security service. By trading off

overhead with security (in the sense of access control and not confidentiality

or integrity, which should be protected in an end-to-end fashion) it might be

practically acceptable to have at most a predefined percentage of bad packets

being allowed to access the service without causing a resource exhaustion

attack. Furthermore, if an adversary tries to aggressively and maliciously

gain service access, the system is able to detect such an intention and take

countermeasures based on a predefined security policy.

The remainder of this chapter is organized as follows: Section 7.2 presents

the attack model and Section 7.3 gives the system architecture of the defense

structure with a high- and low-level design description. The performance

evaluation of the hierarchical design is presented in Section 7.4 with empiri-

cal results from a prototype implementation. Finally, Section 7.5 provides a

conclusion of the chapter.
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7.2 Attack Model

The hypothesis for this chapter assumes that an adversary has access to a LAN

or WLAN and that the target has bounded resources which can be exhausted

by a clever adversary. Further, the adversary has bounded resources which

may or may not be greater than or equal to those of the target. The target

system of interest is an IPSec gateway for the low-end market, since the

number of do-it-yourself VPNs increases [75, 76]. The target site could also

contain security services and protocols such as Secure Socket Layer/Transport

Layer Security (SSL/TLS) [72, 73], or Secure Shell (SSH) [74].

The objective with the system under study is to allow communication be-

tween a confirmed user and the target site. This means that a user’s packet

must first be authenticated and allowed access to the target site, e.g., a secu-

rity gateway running an enabled security service.

The attack model described in Chapter 4 by Figure 4.1 is used to reflect a

major security concern, namely, a scenario in which a flooding attack against

an IPSec gateway is performed in order to exhaust the available resources.

7.3 System Architecture

With the development of new access control methods, it is possible to design a

hierarchical defense structure at the edge of the public network with the task

to mitigate a DoS attack. Such a structure provides the following benefits:

• Prevention of illegal activities by implementing a multilayer security

system;

• Detection of an ongoing attack with a fast and mission-critical response

time to counteract the attack;

• Reduction of the risk of downtime by protecting the security service.

In order for a defense system’s architecture to be characterized as efficient

and useful, it requires a number of desirable properties. In particular, the

defense architecture should:
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• not be the target itself for new attacks;

• be easy to employ and simple to operate. Therefore, any major exten-

sions to the existing architecture should not be required;

• be able to monitor, record and report an ongoing attack;

• not generate additional traffic, thus increasing the load during attack

periods;

• improve the performance of the security service and enhance network

security.

The hierarchical authentication architecture falls into two categories, the

lightweight classifier function that aggressively filters incoming packets, and

the security service. The filtering function will take the role of a moat defense

structure, in which the first line of defense (the moat) is the ’weak’ authen-

tication used to protect the ’strong’ security mechanism from a DoS attack.

The first line of defense is used to deny access to all but authorized users

with a certain probability. Once access is gained by either a legitimate or an

illegitimate packet, the second line of defense (the strong security service) fi-

nally analyzes the packets in an attempt to detect the presence of illegitimate

packets.

The lightweight classifier function and the security services can be located

at different positions in a WLAN or LAN environment. They can either be

physically separated or they can be integrated in the same device. Figure 7.1

depicts the WLAN scenario and illustrates the scenario in which the classifier

is integrated in the Access Point (AP). However, it is fully possible to integrate

the classifier in the gateway or put it into a stand-alone device before the

gateway. It is necessary to consider the increased cost that the extra device

results in. Figure 7.2 demonstrates the high-level design for the LAN scenario,

in which the classifier could either be integrated or put in front of the gateway

(as for the WLAN).
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Figure 7.1: Hierarchical defense structure for WLAN.
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Figure 7.2: Hierarchical defense structure for LAN.

7.4 Performance Evaluation

This section conducts a performance evaluation on the hierarchical defense

structure. In order to evaluate and validate the proposed structure, two test

beds are used and configured (as illustrated by Figure 7.1 and Figure 7.2).

The aim of the tests is to provide an awareness of the possibility to launch

a DoS attack against a security service like IPSec over a LAN or WLAN

environment. In addition, the tests evaluate the efficiency of the developed

and novel defense structure with regards to mitigating an aggressive flooding

attack. In the WLAN test bed, the classifier is implemented in a separate
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device just in front of the IPSec gateway and not integrated in the AP.

7.4.1 Test Bed Configurations

The following section contains a description of the configurations of the test

beds. The hardware and software used is described by Table 7.1 for LAN and

Table 7.2 for WLAN. The network environment is based on the IPv4 proto-

col. The LAN environment is a 100 Mbps network while the WLAN consists

of the IEEE 802.11g standard based on 3Com equipment (WLAN card and

OfficeConnect gateway [129]).

Host or Gateway CPU RAM Operating System

Adversary
(Toshiba Sat. A20x) 2.4 GHz 256 MB Linux/Debian (kernel 2.4.6)

FTP Client
(Dell Latitude CPx) 750 MHz 128 MB Windows XP

FTP Server 2 GHz 512 MB Windows XP
Classifier 2 GHz 512 MB Linux/Debian (kernel 2.4.6)

IPSec GW1 2 GHz 512 MB Windows XP
IPSec GW2 1 GHz 256 MB Windows XP

Table 7.1: WLAN test bed configuration.

Host or Gateway CPU RAM Operating System

Adversary 2 GHz 512 MB Linux/Debian (kernel 2.4.6)
FTP Client 2 GHz 512 MB Windows XP
FTP Server 2 GHz 512 MB Windows XP
Classifier 2 GHz 512 MB Linux/Debian (kernel 2.4.6)

IPSec GW1 2 GHz 512 MB Windows XP
IPSec GW2 1 GHz 256 MB Windows XP

Table 7.2: LAN test bed configuration.
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7.4.2 Implementation

The main design objective is modularity. Another concern is to ensure that

the classifier is lightweight in terms of processing packets, such that it does

not become a bottleneck itself in case of an attack. Therefore, the main task

of the classifier is to classify every incoming packet as good or bad. It is the

responsibility of the predefined policy to make a decision about the packet,

i.e., either to drop it or accept it. The policy of dropping the packet is applied

for bad packets and an accepting policy is applied for the good packets.

The software implementation consists of two different packages, a classi-

fier package and a client package. Both of these packages are developed on

top of Netfilter/libipq [130] and use the same code for the generation of the

authentication bit streams.

Protocol Implementation

There are three main phases in the implementation of the authentication

protocol.

• Phase 1: The classifier authenticates the client. The client generates a

random initial authentication bit stream from a secret key. The initial

authentication stream is appended in the Type of Service (TOS) field

and sent to the classifier. The classifier checks these bits and compares

with its own generated bits. If the initial authentication is successful,

the server allocates memory resources for that client and the client and

server move on to phase 2. This prevents memory exhaustion attacks.

• Phase 2: The client and the classifier both generate random authentica-

tion bit streams from an ASG. This stream is generated using the same

secret key on both sides.

• Phase 3: The client and the classifier start the per-packet lightweight

authentication. The lightweight authentication protocol implemented

as a first line of defense is the network layer RBWA protocol presented

by Chapter 5 and [117]. Other lightweight authentication protocols like

the blind and non-blind protocol can, however, also be used. The client
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appends the authentication bits from the ASG to the outgoing packet in

the 8 bit TOS field in the IP header. The number of random authentica-

tion bits appended (k ∈ {1, . . . , 8}) depends on the authentication level.

As described in the design of the RBWA protocol there are other imple-

mentation alternatives of where to put the authentication bits. Every

packet is appended with a sequence number that locates the authenti-

cation bits in the stream. This sequence number is incremented with

every outgoing packet in the client and every incoming packet in the

classifier.

These steps for client implementation are illustrated by the flow chart in

Figure 7.3.

Generate

authentication

bits

Generate initial

authentication

bits

First packet?

Append

authentication

bits to packet

YESNO

Append initial

authentication

bits to packet

Figure 7.3: The client’s flow chart.

Software Implementation

The classifier is implemented on the Linux 2.4.6 Kernel with IP forwarding

enabled. Because the software is implemented on top of Netfilter/libipq, the

packets are available in different queues (INPUT, OUTPUT or FORWARD).

The classifier is placed in between the security gateway and the access network,

therefore the classifier takes on the role of a routing device with a filtering

capability. Therefore, packets going through the FORWARD chain can be

queued for future processing. Netfilter forwards this packet to a userspace
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application (the implemented classifier software). On the client’s side the

packets are queued for processing from the OUTPUT queue.

Once the classifier is enabled, it waits for packets from the clients. As

soon as the first packet arrives in the classifier, the TOS field is checked.

Since there is no ASG assigned with that client, the classifier checks the initial

authentication stream. If the client is authenticated, the server allocates one

ASG to it and generates a random bit stream for that client. This mapping,

which occurs between the client and the ASG, is performed using the client’s

IP address. In essence, each ASG is assigned to an IPv4 address.

After the initial authentication phase, the client inserts the bits from the

ASG into every packet. The client’s counter determines the index of the bits

to insert. For every incoming packet, the classifier first checks the ASG as-

signed to this client. It then extracts the IP identification field and determines

the bits’ position specified by the IP identification field. The classifier’s au-

thentication bits are compared to the bits extracted from the TOS field in the

incoming packet. If they are equal, the packet is accepted and the accept flag

is set. Otherwise, its drop flag is set and the packet is sent back to the kernel.

The flow chart for the classifier implementation is depicted by Figure 7.4.

7.4.3 Test Methodology

The tests are based on realistic usage scenarios. A file is transferred from the

FTP client to the FTP server and during the transfer a DoS attack is launched

against the IPSec GW1 in order to illustrate the influence of the attack on the

FTP session. These scenarios are illustrated by Figure 7.1 and Figure 7.2. The

same scenario is performed for both WLAN and LAN. However, the IPSec

configurations of the WLAN and LAN test beds differ. The IPSec tunnel is

configured with the 3DES-SHA1 algorithms for the WLAN test bed. Due to

complete resource exhaustion, it is not possible to perform the evaluation for

LAN based on 3DES-SHA1. Instead, MD5 is selected.

The following tests are completed for the performance evaluation:

1. In the first test, IPSec is enabled for tunneling the FTP traffic. However,

the classifier is not installed in the test bed to filter incoming packets.



Hierarchical Defense Structure 143

Wait for

incoming

packets

Is an ASG

assigned to this

client?

Are the

authentication bits

correct?

Drop flag

Accept flag Send to Kernel

NO

YES

NO

YES

Are the initial

authentication bits

correct?

YES

NO

Generate

authentication

bits

Allocate an

ASG to client

Figure 7.4: The Classifier’s flow chart.

2. In the second test, both IPSec and the classifier for filtering incoming

packets to the IPSec GW1 are enabled.

In a comparison of the first and second test (when the classifier is enabled)

the impact of the hierarchical defense structure becomes evident.

The total time for each test is 45 seconds, and during this time FTP

traffic is transferred. After about 15 seconds the DoS attack starts and lasts

for about 15 seconds. The performance parameters of interests are:

• Throughput;

• Increments of packet sequence numbers;



144 Chapter 7

• CPU utilization.

During the 45 seconds, data is captured for further analysis. The through-

put is determined for FTP traffic which is received on the incoming network

interface to the IPSec GW1, i.e., the filtered traffic after the classifier. The

increments of sequence number is determined based on the captured traffic. In

order to capture the traffic, a passive measurement point is placed before the

IPSec GW1 which has no impact on the measured traffic performance. The

measurement point contained Windows XP Professional, and Ethereal [101]

is used to analyse the traffic. The CPU utilization is measured on the IPSec

GW1 using Windows XP Professional’s performance monitor. The CPU uti-

lization is also measured on the classifier to ensure that the classifier itself did

not become the target for a new DoS attack. In this regard, the proposed

hierarchical defense structure is beneficial as it pre-empts this problem.

The DoS attack is initiated by flooding the IPSec GW1 with ICMP pack-

ets. There are several reasons for choosing ICMP packets: First, it is a

simple method that uses the common diagnostic tool ”Ping”. Second, the

UNIX based ping command supports the -f parameter, flood ping, in which

the attack can be launched by one command (ping -f IP-address). Third,

by sending an ICMP echo request to a destination address behind the IPSec

GW1 an ICMP echo reply packet is returned which ”hits” GW1 from the

IPSec tunnel side as well. By sending one ICMP packet, one obtains a traffic

multiplication by a factor of two. Such a multiplication effect is not obtained

by sending a UDP packet flood.

7.4.4 Results

The results are focused on evaluating the proposed hierarchical defense struc-

ture and the performance behavior of the implemented classifier.

The throughput obtained for the LAN and WLAN is reported by Fig-

ure 7.5 and Figure 7.6, while in Figure 7.7 and Figure 7.8, the corresponding

received packet sequence numbers are illustrated as functions of time. The

throughput is measured based on the numbers of bits collected by Ethereal

during each second.
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An analysis of the results reveals a number of interesting observations.

The first 15 seconds before the attack begins, the FTP experiences no dif-

ficulties in transferring the traffic. However, at about 15 seconds, the DoS

attack begins with an average throughput of about 35 Mbps for LAN and 9

Mbps for WLAN and exhausts the IPSec GW1. When no classifier is installed

as a first line of defense, this results in a severe downgrade of the throughput.

This performance deadlock is tangible and unacceptable during the attack, yet

when the attack stops the FTP traffic continues as normal. However, when

the classifier is installed and the RBWA is configured for different numbers

of authentication bits used for each packet (k = 1, 4 and 8), the throughput

behavior is more promising since the classifier filters malicious packets from

reaching the target, e.g., about 50 % in case of k = 1. Moreover, the im-

plemented prototype classifier has an impact on the throughput during times

when no attack is taking place, since each packet is investigated individually.

This investigation entails a performance cost of about 10 % throughput reduc-

tion for the LAN environment. However, there is still room to implement the

prototype classifier in a more efficient way in order to improve performance.

With regards to the WLAN results depicted by Figure 7.6, the throughput be-

havior is similar to that of the LAN. The WLAN throughput oscillation occurs

due to Carrier-Sense-Multiple-Access with Collision-Avoidance (CSMA/CA)

behavior. In the WLAN test, the attack stops at about 30 seconds, but (as

illustrated by Figure 7.6) the FTP traffic throughput starts to increase after

about 33 seconds, i.e., the WLAN test bed needs about 3 seconds to recover

from the aggressive flooding attack.

The increments of the packet sequence numbers in Figure 7.7 and Fig-

ure 7.8 clearly indicate the attack and further clarify the throughput perfor-

mance. During the attack period, hardly any FTP packets are received at the

IPSec GW1. However, when the classifier is enabled it is possible to see the

increment in the packet sequence numbers and how the parameter k influences

the results.

We observe that the increments of the packets’ sequence number at a

specific time can be estimated with
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n̂seq =
R̄

P̄
(Tt − Ta · 2−k), (7.1)

in which R̄ is the average bit rate whilst there is no attack, P̄ is the average

packet size in bits, and Tt is the total time and also the time of which the

estimated packet sequence number is predicted. Ta is the attack time period.

For example, Equation 7.1 is used to predict the received packet sequence

number for k = 1 after Tt = 45 seconds, an attack period Ta = 15 seconds,

and an average bit rate R̄ ≃ 35 Mbps in the undisturbed case. The average

packet size is 1470 · 8 bits (obtained from the captured traffic). According

to Equation 7.1, this gives an estimated packet sequence number of 111607,

which is roughly the same as illustrated by Figure 7.7.

The network capacity is the limiting factor for the network throughput

before the attack. During the attack the CPU becomes the limiting factor

as soon as the flooding traffic reaches the IPSec GW1. The CPU utilization

for GW1 is depicted by Figure 7.9 for LAN and by Figure 7.10 for WLAN.

The CPU utilization before and after the attack is acceptable for both LAN

(MD5) and WLAN (3DES-SHA1). However, during the attack, the CPU

reaches 100 % when the classifier is disabled, which is devastating for the

throughput performance. When the classifier is enabled the CPU utilization

is kept on an acceptable level, and no resource exhaustion problem appears.

With regard to the hierarchical defense scheme, it is of importance not to

move the DoS property to the classifier itself. Therefore, during the attack the

CPU utilization of the classifier device for the LAN environment is measured

and presented by Figure 7.11. As illustrated, the CPU utilization is on a

tolerable level and an increase in the number of authentication bits used has

only a minor effect on the CPU utilization.
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Figure 7.5: Throughput performance for the FTP traffic over LAN with a
launched DoS attack between 15 to 30 seconds.
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Figure 7.6: Throughput performance for the FTP traffic over WLAN with a
launched DoS attack between 15 to 30 seconds.
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Figure 7.7: The increment of the packet sequence numbers for the LAN envi-
ronment with a launched DoS attack between 15 to 30 seconds.
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Figure 7.8: The increment of the packet sequence numbers for the WLAN
environment with a launched DoS attack between 15 to 30 seconds.
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Figure 7.9: CPU utilization of the IPSec GW1 in the LAN environment with
MD5 enabled and a DoS attack between 15 to 30 seconds.
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Figure 7.10: CPU utilization of the IPSec GW1 in the WLAN with 3DES-
SHA1 enabled and a DoS attack between 15 to 30 seconds.
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Figure 7.11: CPU utilization of the classifier in the LAN environment with a
launched DoS attack between 15 to 30 seconds.

Optimal Number of Authentication Bits

In order to determine the optimal number k of authentication bits to use,

Equation 7.1 (together with the results from the implemented hierarchical test

scenarios and the simulation results from Chapter 6) is used. Equation 7.1

is further illustrated by Figure 7.12, in which the predicted packet sequence

number decreases when Ta increases for k < 5. However, for k > 5 the packet

sequence number is not a pronounced function of Ta anymore. The results

from Figure 7.5 to Figure 7.11 further indicate that for k = 4 the optimal

level is about to be reached since a DoS attack will have little impact on the

security service performance while k > 4. The classifier is able to filter at

least 94 % of the malicious packets when k ≥ 4. It thus efficiently defends

the target and defeats the DoS attack. Moreover, if k < 4 the incoming

malicious packets still have an affect on the performance (throughput and

CPU) since at least (for k = 3) about 13 % of the malicious packets will

pass the classifier. By combining the simulation results (Chapter 6) with the

results from Figure 7.5 to 7.12 the optimal number of k is obtained: k = 5
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appears to be the optimal number of authentication bits, achieving the best

compromise between performance and security.
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Figure 7.12: Estimated packet sequence number versus the k and Ta parameter.

7.5 Summary

In this chapter, a hierarchical defense structure was developed and evaluated

aimed at preventing DoS attacks against a strong security service. Perfor-

mance results, in terms of throughput and increments of packet sequence

numbers as well as the CPU utilization of a IPSec gateway, were obtained

by real measurements in LAN and WLAN environments. A filtering func-

tionality was implemented in a classifier, classifying packets into good and

bad ones and dropping the latter. Without using the first line of defense

provided by the classifier, the results of the attack proved to be devastat-

ing and illustrated the heavy burden put on the IPSec gateway because of
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the cryptographic functions used. The hierarchical defense structure, based

on the RBWA [117] authentication protocol, proved to be able to decrease

the amount of malicious traffic and to remove the DoS threat against the

IPSec service itself. This was performed without introducing a new availabil-

ity problem in the defense structure, which is due to the rather small amount

of resources needed to authenticate the users on a per-packet level. From the

results, the optimal number of additional authentication bits was determined

to be as little as five.
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A Decision Model for

Adequate Authentication

This chapter presents a practical decision model developed for finding the

adequate authentication level based on desirable security criteria and alter-

natives. In the model, the Analytic Hierarchy Process (AHP) is used in the

process of decision making.

8.1 Introduction

Much work has been put into the proposal and implementation of new and

stronger security solutions. However, less effort has been directed towards

the actual act of determining a sufficient security level with respect to differ-

ent criteria. There are concerns when strong security is unnecessarily used,

since the load on the processor and the power consumption is increased (even

though we believe that the processing overhead is of greater concern than the

power consumption). By offering security based on a need determined by a

decision model it is possible to optimize security such as to reduce the cost.

Performance and efficiency issues are particularly important in environments

with constrained capacity.

153
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The complexity of several authentication mechanisms coupled with the

need to integrate authentication into environments with limited resources can

make the selection of an adequate authentication level difficult. Therefore, it

is necessary to develop a decision model which takes into consideration a wide

range of factors; including objective and subjective aspects. In this chapter,

a decision model is developed to improve the efficiency of security and to de-

termine the most suitable authentication mechanism. The proposed decision

model effectively reduces the range of available authentication solutions to the

most appropriate alternative. Moreover, the model minimizes the impact of

authentication algorithms while maintaining the specifically required level of

authentication.

This research is not limited to a single operating system, hardware plat-

form, or to a specific device. Furthermore, the model is not restricted to

authentication only; it is also suitable for confidentiality or integrity.

The organization of this chapter is as follows. Section 8.2 describes the

problem addressed in this chapter. Section 8.3 presents the idea of Always

Best Security (ABS) in addition to a description of the system model in Sec-

tion 8.4. Section 8.5 explains the fundamental of the AHP. Section 8.6 presents

a case study outlining the selection of an adequate authentication level, includ-

ing a definition of several criteria for two authentication alternatives. Finally,

in Section 8.7 a summary concludes the chapter.

8.2 Problem Description

The selection of an adequate authentication level tends to be a complex

process and depends upon a whole range of criteria. We define a criteria

as an element on which measurements can be made. Examples of criteria are

residual battery life and threat level. Normally, the criteria are difficult to

quantify, meaning that defining and evaluating said criteria can be demand-

ing. The criteria has to be measurable and also ranked in terms of a value

for the decision model. With this in mind, the following problem is addressed

and further illustrated by Figure 8.1:
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Given a set of criteria regarding security attributes, for a set of se-

curity level alternatives, which is the best alternative for obtaining

the overall goal of adequate authentication?

Security

Alternative

Criteria

Decision
Process to

obtain the goal

Selected
Security

Alternative

Figure 8.1: Problem description.

8.3 Always Best Security

The range of security mechanisms available today differ significantly in terms

of complexity of cryptographic algorithms, algorithmic delay and speed, re-

quired resources (CPU and battery), key length, patents, etc. Also, security

services may differ in terms of authentication, confidentiality, integrity, and

nonrepudiation.

A decision making model allows us to collect information from the en-

vironment and effectively determine which security alternative best satisfies

requirements according to a set of given demands. With the demand on

low-power computing it is desirable to efficiently utilize available resources.

Thus emerges the concept of Always Best Security (ABS). The term ”best”

is traditionally associated with strong security (which has a low probabil-

ity of breaking a system and the use of long keys). It is not necessarily

the strongest security mechanism which is the most appropriate for a certain

device or network. Instead, the basic idea is to optimally combine various

criteria, including: QoS parameters, personal preferences, device capabilities,

application requirements, and available network resources.
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8.4 System Model

This section describes a system model used to obtain the concept of ABS

with different modules as illustrated by Figure 8.2. The model includes three

modules. These are responsible for information collection, decision making,

and adequate authentication establishment.

The objective is to supply devices in a constrained environment, whilst

offering better resource utilization and maintaining adequate levels of au-

thentication. The selection of an adequate authentication method is derived

from several parameters collected from device and user preferences. If the

collected information content is changed, the decision making process causes

the system to select a different authentication method.

As depicted by Figure 8.2, the system model works as follows: initially, the

criteria and alternatives need to be defined. Information is monitored and col-

lected from predefined criteria. If any values have changed, the information is

sent to the decision module. Otherwise, the model returns to the information

collection module. When the decision module receives the values from the

collection module, it determines whether a change of authentication level is

necessary. If needed, the establishment module is informed and subsequently

takes further measures. If the current authentication level is adequate, or a

new authentication level is established, the model returns to the information

collection module.

8.4.1 Information Collection Module

The information collection module receives valuable information from the cri-

teria and updates the decision making module with new information, if nec-

essary. The information contains a value between 1 − 9 and quantitatively

denotes the status of the defined criteria. The selection of the number scale

is explained and motivated in [131]. How the collection and the translation

from the measured value to the 1 − 9 scale is performed depends upon the

monitored criteria. This chapter does not, in detail, discuss the translation

procedure. Additional work is needed to develop such a procedure, which is

beyond the scope of this thesis.
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Start
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Initial phase

Figure 8.2: System model.
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The information collection can be made either periodically or on demand.

The periodic method may prove resource consuming if the resources of a device

are limited, i.e., information might be collected unnecessarily when no change

has occurred. Therefore, there is a tradeoff between collecting the informa-

tion when required, and periodically collecting the information regardless of

requirement. If resources are restrained, the periodic intervals should be care-

fully determined, since acquiring information results in processing delay or

reduced battery life.

8.4.2 Decision Making Module

The decision module determines which authentication alternative best bal-

ances the tradeoff between security and performance and follows the concept

of ABS. This is based on the incoming numeric data from the information

collection module. The decision module contains any eligible decision process

and outputs the most appropriate authentication method. The result is sent

as input to the authentication establishment module. The decision module in

this chapter relies on the AHP described in the following section.

8.5 The Analytic Hierarchy Process

The Multi-Criteria Decision Making (MCDM) methods form a well known

branch of decision making, in which the AHP [4] is included. It is a general

class of models which deal with decision problems in the presence of a number

of criteria.

The AHP is a flexible decision process which is capable to formalize the

process from quantitative and qualitative considerations of defined criteria.

The developed system model uses AHP in the decision module to select the

best security alternative with authentication in mind. The AHP was originally

proposed by Saaty in [4] to support decision in management science [132].

Further publications of the AHP method include [133, 134, 135, 136, 137].

Using the AHP method in solving decision problems involves five major

steps:
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• Step 1: Construct the hierarchical structure by breaking down and de-

composing the decision problem into several decision elements.

• Step 2: Create the input values by pair-wise comparisons of decision

elements.

• Step 3: Estimate the relative weights of the decision elements.

• Step 4: Check for consistency.

• Step 5: Synthesize the priorities and combine the relative weights to

determine the final set of ratings for the different decision alternatives.

Building a hierarchy (step 1) is as much an art as it is a science and the

most inventive part of decision making involves the structuring of the decision

as a hierarchy. This involves the decomposition of the problem into several

elements according to their characteristics. In order to correctly and efficiently

model complex decisions the following guidelines are followed:

1. A maximum number of nine elements are included in any set because

experiments have shown that it is challenging for human beings to deal

with more than nine factors at one time and this may result in less

accurate priorities [131]. Moreover, as the number of elements being

compared is increased, the measure of inconsistency decreases so slowly

that there is insufficient space for improving the assessment as well as

consistency.

2. Elements are clustered so that the clusters include comparable elements

that do not differ too much from each other. Also, it is of importance

that the elements on a lower level are comparable with the elements on

the next higher level.

The basic form consists of a hierarchy structure with the goal at the top

level. The second level holds the criteria, followed by the alternatives at level

three, as illustrated by Figure 8.3.

In the second step, the judgements in the AHP are made in pairs. The scale

used is represented by the intensity of importance between the criteria accord-

ing to the fundamental scale, as illustrated by Table 8.1. The fundamental
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Goal

Criteria 1 Criteria 2 Criteria N

Alternative 1 Alternative N

  . . .

     . . .

Figure 8.3: A decomposition of the AHP goal.

scale is validated according to effectiveness and theoretical justifications [4].

The scale consists of nine levels. To make it even more easy to judge a more

restricted scale with five levels can be used; 1 is equal, 3 indicates moderately

more, 5 strongly more, 7 very strongly more and 9 extremely more. A more

refined scale is using all nine levels.

First, the criteria are compared pair-wise with respect to the goal. A

n × n matrix, denoted as A, is created using the comparisons with elements

aij , indicating the value of criteria i relative to criteria j, then

A =













a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n

...

an1 an2 an3 · · · ann













(8.1)

The values in aij are then formed by the following rules: aii = 1, aij =

1/aji, aij > 0, ∀ i. Therefore, if activity i has one of the above numbers

assigned to it when compared with activity j, then j has the reciprocal value

when compared with i.

After constructing the matrix of comparison, the next step is to determine

the weights of the criteria, in which wi is the weight of objective i in the
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Intensity of Definition Explanation

importance

1 Equal importance Two activities contribute equally to

the object

2 Weak Between Equal and Moderate

3 Moderate importance Experience and judgment slightly

favor one activity over another

4 Moderate plus Between Moderate and Strong

5 Strong importance Experience and judgment strongly

favor one activity over another

6 Strong plus Between Strong and Very Strong

7 Very strong or demonstrated An activity is favored very strongly

importance over another; its dominance

demonstrated in practice

8 Very, very strong Between Very Strong and Extreme

9 Extreme importance The evidence favoring one activity

over another is of the highest

possible order of affirmation

Table 8.1: The Fundamental Scale for AHP [4].

weight vector w = [w1, w1, · · · , wn] for n criteria. The objective is to obtain

w from matrix A by finding the solution for some eigenvalue λ, in which

A ·wT = λ ·wT . (8.2)

In order to determine wi an approximate solution is used that normalizes each

column j in A such that

∑

i

aij = 1. (8.3)

We denote the resulting normalized pair-wise matrix by A’. For each row i in

A’, compute the average value
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wi =
1

n

∑

j

a′ij (8.4)

where wi is the weight of criteria i in the weight vector.

The next step is to check for consistency in order to trust the results.

According to [4], three procedures are used, as follows:

1. Compute λmax, which is the largest eigenvalue of matrix A

2. Compute the Consistency Index (CI), CI = λmax − n
n − 1

3. Compute the Consistency Ratio (CR), CR = CI/RI

• If CI = 0 then A is consistent

• If CI/RI ≤ 0.10 then A is consistent enough

• If CI/RI > 0.10 then A is not consistent

RI is the average value of CI for randomly chosen entries in A, and it is

obtained from Table 8.2 [4].

n 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.52 0.89 1.11 1.25 1.35 1.40 1.45 1.49

Table 8.2: The RI values.

The next step is to compare the alternatives to investigate which is more

effective in satisfying each criteria on the level above. There are n matrices

of judgements since there are n criteria and each matrix contains the weight

for each alternative. The matrix is determined in a similar way as described

above for wi in Equation 8.4.

Finally, the last step is to select the alternative that best satisfies the goal

by synthesizing the priorities. In the case of n criteria and m alternatives a

matrix B of size n×m is created which contains the weight results bij for the

alternative with respect to the criteria. For each j compute the overall weight

or score si for each alternative by
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si =
∑

i

wi · bij . (8.5)

The alternative with the largest sij is selected. This way of synthesizing the

priorities is known as the distributive mode [4].

8.6 Case Study

To exemplify the proposed system model we consider the following case study,

in which two scenarios are presented. In the case study, six criteria and two

alternatives are identified, as illustrated by Figure 8.4.

Adequate

Security

Threat Level Resources

Strong

Authentication

Lightweight

Authentication

Goal

Alternatives

Position Throughput
User’s

Assessment
Content

Figure 8.4: AHP model for the case study.

The decision process is further divided into the following steps:

• Define the Overall Goal: The objective is to find the adequate se-

curity level which is most appropriate to the requirements and the re-

sources available. The definition of security is in this case only related

to the authentication of a user.

• Define the criteria: To determine the preferred authentication level

six criteria are considered for evaluation. The criteria are compared
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against each other and against each alternative with regards to the

overall goal. The criteria utilized by the information collection mod-

ule could include any desired criteria defined by the user. The criteria

used in this case study include threat level, resources, data content, po-

sition, throughput, and user’s assessment.

Threat level (TL): The threat level element is utilized in order to detect

threats and attacks and acts as an Intrusion Detection System (IDS). If

the information from the threat level component indicates an ongoing

attack, the decision making process will most likely select a stronger

authentication method, provided that enough resources are available. A

high threat value (within the 1− 9 scale) indicates a high probability of

malicious activity.

Resources (RE): The resource element could be a combination of many

components. For instance, it can include energy components such as

remaining battery capacity or processing resources. If the resources

consumed per packet is minimized, then the total resource consumption

is also minimized. A high value means that the current resources are

good and that the remaining battery time and the available processing

capacity is satisfactory.

Position (PO): The location of the device is an important consideration

when trust is involved. An unknown area could indicate that the device

is in an insecure environment. The position is possible to determine, for

example, with the help of the Global Positioning System (GPS) which

provides the longitude and latitude coordinates. This information is,

of itself, not of any help with respect to security. However, when the

coordinates are appended with other information such as, ”at home”,

”in the lab”, or ”at the airport”, the position may prove valuable in

terms of authentication and access control. In a WLAN environment,

the SSID can be used to indicate the location, if GPS equipment is not

available. The SSID information is not as accurate as GPS but could
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still be very useful. A position with a high value sent to the decision

module indicates that the device is in an insecure area.

Content (CO): Depending on the sensitivity of the content, it is possi-

ble to provide different levels of authentication strength. For instance,

a video stream might not need a strong authentication method in com-

parison to a FTP session transferring a classified file. A content that

sends a high value to the decision module indicates that the content is

sensitive and needs strong authentication.

Throughput (TH): With regard to certain applications, the amounts of

data transmitted to and from the device are very important. There-

fore, adding extra traffic overhead for authentication purposes might

be a burden. On the other hand, if throughput is not an issue, more

authentication bits can be added to every outgoing packet. If a high

value is presented to the decision module, high throughput is an issue

and insufficient throughput might cause performance degradation.

User’s Assessment (UA): The user’s assessment of a situation could be

very valuable when determining whether suspicious activity is going on

in the environment. With this criteria the user of a device is able to

add an extra, human dimension to the threat level assessment. Even

though the IDS system is not able to detect an attack, the user might

determine the presence of malicious activity. A passive attack is diffi-

cult to detect but with the human perspective involved, the chance to

thwart such an attack increases. At the same time, the user should not

panic and raise too many unnecessary alarms, which might be the result

of such an enabled element. If the user determines that he or she does

not want to interfere, the threat level value could be used as the default

value sent to the decision making module. If the user believes there is

an increasing threat in the environment, the value sent to the decision

making module is set to a high number.



166 Chapter 8

In addition, there might be other criteria that could be addressed. The

proposed model makes it simple to extend and include more criteria and

alternatives. Examples of other criteria are as follows:

– Administration: How user-friendly is the configuration and opera-

tion of the security system?

– Reliability: System development (design, implementation, etc.)

should attempt to minimize the likelihood of accidental system

bugs and malicious code. This may be accomplished by, for in-

stance, reducing the complexity. Therefore, how strong is the reli-

ability of the system?

– Scalability: What is the ability of a hardware or software system

to adapt to new demands, i.e., how scalable is the system?

– Availability: A system should not be sensitive to the loss of, or re-

duction in, availability when, for instance, a DoS attack is launched.

This also includes the terms robustness, fault-tolerance, and the

ability of a system to function correctly in the presence of invalid

inputs or stressful environmental conditions like packet loss. The

potential of a system to detect the presence of an ongoing attack

and the attempt to minimize the likelihood of accidental system

bugs and malicious code are also important factors.

• Define the Alternatives: This step involves the array of possible al-

ternatives which will satisfy the goal. It also forms the lowest level of

the hierarchy structure. Two alternatives are defined with respect to

the overall goal, namely strong authentication and lightweight authenti-

cation. The definition of the two alternatives are as follows:

– Strong authentication: This is a process controlling the authentic-

ity of the user’s identity and the ability of a system to differentiate

among people who do or do not have access. The process of gen-

erating and verifying the authentication bits is more complex than

for the lightweight authentication process, i.e., the authentication

bits are normally payload dependent, with the payload used as an

input to a cryptographic function.
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– Lightweight authentication: This process serves the same purpose

as the strong authentication process but generates the authenti-

cation information in a less complex fashion and uses fewer au-

thentication bits for each packet, as described in Chapter 5 and

[2, 114, 117].

• Perform Pair-wise Comparison of Criteria: When the hierarchical

structure is defined, the next step is to determine the relative importance

between the criteria. AHP measures the strength of importance by pair-

wise comparison. This section explains the translation method of how

to transform the values from the collection module so that the AHP

can utilize them to create the comparison matrix of Equation 8.1. The

scale value presented in Table 8.1 is used to make the comparison of how

much more important the ith criteria is compared with the jth criteria.

The comparison and translation method is performed by calculating the

difference between the collected information values of criteria Ci and Cj

as determined by Equation 8.6 and Equation 8.7:

Ci − Cj + 1 for Ci ≥ Cj (8.6)

1

|Ci − Cj − 1| for Ci < Cj (8.7)

Equation 8.6 and Equation 8.7 follow Theorem 1 with corresponding

proof:

Theorem 1: In order to obtain a comparison value between

two criteria which represent the intensity of importance, ad-

dition by 1 (according to Equation 8.6) and subtraction by 1

(according to Equation 8.7) is needed.

Proof: The addition and subtraction by 1 is motivated by the

use of Table 8.1, which declares that the intensity of impor-

tance is 1 when two criteria contribute equally to the object.

Then, for Ci = Cj the difference is equal to 0. In Table 8.1,
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the equality value of 0 is represented by 1 and, therefore, ad-

dition and subtraction by 1 is performed. This also holds for

Ci �= Cj .

This is further clarified with an example, in which Ci = 2 and Cj = 1.

According to Table 8.1, Ci has moderate or weak importance compared

to Cj . By using Equation 8.6, in which Ci − Cj + 1 = 2, the pair-wise

comparison value is calculated which is similar to the original definitions

of importance for each criteria. Moreover, if the collected value for

Ci = 1 and the value for Cj = 7, this results in a pair-wise comparison of

1/7. Since the difference between the criteria are negative the reciprocal

value is used as in Equation 8.7.

After the pair-wise matrix is calculated, each entry in column i is divided

by the sum of the entries in column i. This produces a normalized

matrix, in which the sum of each column is equal to 1. By computing

the average for each row i (according to Equation 8.4), the weights of

the criteria and their relative degrees of importance are determined.

In the first scenario, the six criteria are numbered by the following in-

vented values that are supposed to be gathered and determined by the

collection module: TL = 7, RE = 7, PO = 3, CO = 2, TH = 7, and UA

= 7. The translation of these values is performed and the pair-wise com-

parison matrix is constructed as presented in Table 8.3. The normalized

matrix is presented in Table 8.4 with the sum of each column.

The second scenario is performed in a similar way as in the first scenario.

The only difference is the threat level which is decreased from 7 to 2 and

users’s assessment from 7 to 4. The pair-wise comparison matrix of the

criteria is then constructed as shown in Table 8.5 with its normalized

matrix in Table 8.6.
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TL RE PO CO TH UA

TL 1 1 6 5 1 1

RE 1 1 5 6 1 1

PO 1/6 1/5 1 2 1/5 1/5

CO 1/5 1/6 1/2 1 1/6 1/6

TH 1 1 5 6 1 1

UA 1 1 5 6 1 1

Sum 4.367 4.367 22.500 26.000 4.367 4.367

λmax = 6.049, CI = 0.010, RI = 1.250, CR = 0.008

Table 8.3: Pair-wise comparison matrix for the first scenario.

TL RE PO CO TH UA Weights

TL 0.229 0.229 0.267 0.192 0.229 0.229 0.229

RE 0.229 0.229 0.222 0.231 0.229 0.229 0.228

PO 0.038 0.046 0.044 0.077 0.046 0.046 0.050

CO 0.046 0.038 0.022 0.039 0.038 0.038 0.037

TH 0.229 0.229 0.222 0.231 0.229 0.229 0.228

UA 0.229 0.229 0.222 0.231 0.229 0.229 0.228

Sum 1 1 1 1 1 1 1

Table 8.4: Normalized pair-wise comparison matrix with corresponding weights
for the first scenario.

• Check for Consistency in the Pair-wise Comparison of Criteria:
It is possible that the construction of the pair-wise matrix is inconsis-

tent. This is especially true for high-order matrices [4]. To improve an

inconsistent matrix, one may be forced to reconsider pair-wise compari-

son until the consistency measure proves to be satisfactory [138]. If the

CR is less than 0.10, the degree of consistency is satisfactory. However,

if it is larger, inconsistencies may exist in the matrix and the results

might not be valid. For scenario 1, the degree of consistency is satisfac-

tory because of CR = 0.008, as shown in Table 8.3. The CR of 0.030

(Table 8.5) for scenario 2 is also satisfactory.
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TL RE PO CO TH UA

TL 1 1/6 1 1/2 1/6 1/2

RE 6 1 5 6 1 4

PO 1 1/5 1 2 1/5 1/2

CO 2 1/6 1/2 1 1/6 1/3

TH 6 1 5 6 1 4

UA 2 1/4 2 3 1/4 1

Sum 18.0000 2.7833 14.5000 18.5000 2.7833 10.3333

λmax = 6.181, CI = 0.037, RI = 1.250, CR = 0.030

Table 8.5: Pair-wise comparison matrix for the second scenario.

TL RE PO CO TH UA Weights

TL 0.056 0.060 0.069 0.027 0.060 0.048 0.053

RE 0.333 0.359 0.345 0.324 0.359 0.387 0.351

PO 0.056 0.072 0.069 0.108 0.072 0.048 0.071

CO 0.111 0.060 0.035 0.054 0.060 0.032 0.059

TH 0.333 0.360 0.345 0.324 0.359 0.387 0.351

UA 0.111 0.090 0.138 0.162 0.090 0.097 0.115

Sum 1 1 1 1 1 1 1

Table 8.6: Normalized pair-wise comparison matrix with corresponding weights
for the second scenario.

• Perform Pair-wise Comparison of Alternatives: A pair-wise com-

parison of the different alternatives with respect to the criteria and their

local priorities are performed, in which each alternative needs to be com-

pared with every criteria, forming a pair-wise comparison matrix. Table

8.7 illustrates the pair-wise comparison of the alternatives for the two

scenarios. Once decided, these priorities are normally fixed values but

can, if necessary, be modified. Table 8.7 is used for both scenarios, i.e.,

the priorities are not changed.

• Decide what Alternative to Use: The final step is to synthesize the
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TL S. Au. L. Au. Weights RE S. Au. L. Au. Weights

S. Au. 1 9 0.900 S. Au. 1 1/7 0.125

L. Au. 1/9 1 0.100 L. Au. 7 1 0.875

PO S. Au. L. Au. Weights CO S. Au. L. Au. Weights

S. Au. 1 5 0.833 S. Au. 1 4 0.800

L. Au. 1/5 1 0.167 L. Au. 1/4 1 0.200

TH S. Au. L. Au. Weights UA S. Au. L. Au. Weights

S. Au. 1 1/2 0.333 S. Au. 1 4 0.800

L. Au. 2 1 0.667 L. Au. 1/4 1 0.200

Table 8.7: Pair-wise comparison matrix of alternatives with Strong Authenti-
cation (S. Au.) and Lightweight Authentication (L. Au.). For all the criteria
λmax = 2, CI = 0 and CR = 0.

priorities and select the most desirable alternative. This involves creat-

ing a matrix which contains the weights of the alternatives with respect

to each criteria, multiplying each column of the matrix by the weights of

the corresponding criteria and adding across each row, as described in

Equation 8.5. As a result, the strong authentication alternative, which

has the largest priority (0.564), as illustrated by Table 8.8, is the selected

and preferred authentication alternative for scenario 1. For scenario 2,

the synthesis of the priorities results in Table 8.9 with a selected alter-

native of lightweight authentication (0.593). As noticed, the reduction

of the threat level and user’s assessment affect the final outcome. Even

though the threat level and user’s assessment is decreased, the priority

result for the alternatives does not change much. The expectation is, of

course, that the lightweight authentication alternative will be selected.

However, the small difference between the final priority results further

motivates the need for a practical decision model since the final outcome

is not obvious. Decision making is a complex problem and, therefore, the

selection of an adequate authentication level is difficult to make without

the help of a decision model.



172 Chapter 8

TL RE PO CO TH UA

Weights 0.229 0.228 0.050 0.037 0.228 0.228

S. Au. 0.900 0.125 0.833 0.800 0.333 0.800 0.564

L. Au. 0.100 0.875 0.167 0.200 0.667 0.200 0.436

Table 8.8: Synthesis for the first scenario.

TL RE PO CO TH UA

Weights 0.053 0.351 0.071 0.059 0.351 0.115

S. Au. 0.900 0.125 0.833 0.800 0.333 0.800 0.407

L. Au. 0.100 0.875 0.167 0.200 0.667 0.200 0.593

Table 8.9: Synthesis for the second scenario.

8.7 Summary

This chapter has reported on a system model to determine the adequate au-

thentication level based on the necessary tradeoff between security and per-

formance. The concept of ABS was introduced and a flexible system model

was presented, containing three modules that are responsible for information

collection, decision making and establishment. The decision module was based

on a MCDM method, namely the AHP. From the outcome of the model it

is possible to offer necessary security and to help users to choose the most

efficient authentication strength based on desirable functionality and given

circumstances.

To exemplify the proposed decision model a case study has been reported

with two alternatives: strong authentication and lightweight authentication.

The case study further outlined six criteria which were, in turn, weighted

against the alternatives and prioritized with respect to the overall goal of

adequate authentication.

The described decision making model is normally used for management

and business related decisions in which the human aspect is involved to deter-

mine the importance between different criteria and alternatives. However, we
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have shown that the decision method is useful even for a technical application

in the security area to determine the appropriate authentication level between

alternatives.

The proposed model is a step towards quantifying security based on quali-

tative measurements with judgement comparisons. Security has to be treated

as a QoS attribute; with the possibility to decide between adequate security

levels comes the possibility to trade it against other attributes. Additional

work remains to be done in order to arrive to a comprehensive decision model.

However, this work is an important first step towards selectable and adjustable

security with QoS in mind.





Chapter 9

Concluding Remarks

The use of strong and sophisticated cryptographic protocols is a heavy burden

on a device with constrained resources. Due to the fact that, most of the time,

a network is not under attack, one may view the application of stronger se-

curity as an unnecessary deterioration of performance. Therefore, a desirable

practice for forthcoming systems would involve the application of a fundament

of lightweight security, which is able to detect an attack and increase the num-

ber of authentication bits or change the authentication protocol according to

the threat level. Moreover, security is a complex issue that needs to consider

packet loss, packet reordering and attacks. Additionally, security services can

decrease the performance of an application due to resource limitation.

Another issue closely connected with security is the QoS. The notion of

QoS has been expanded to include the level of authentication that can be

offered in the presence of resource-constrained settings. Security procedures

can be omitted in the interest of performance. However, this solution may

not be acceptable where access control is required.

The next section provides a summary of the research conducted and ad-

dresses the issue of adjustable and lightweight authentication for network

access control.
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9.1 Summary of the Thesis

Lightweight Authentication: Novel link and network layer authentica-

tion protocols have been designed and evaluated. These protocols further

contributed to the understanding of the tradeoff between performance and

security. The protocols are resource efficient, able to handle per-packet au-

thentication, robust in terms of handling packet loss, payload independent

and adjustable due to a flexible number of authentication bits. Even though

the protocols are lightweight, the probability of detecting an ongoing attack is

high, which makes it possible to take countermeasures based on a predefined

security policy.

Performance Measurement and Redundant Authentication: The mo-

tivation for this research was outlined and identified by IPSec performance

degradation. The degradation was visually illustrated by throughput statis-

tics, in which a devastating and saturated bottleneck behavior emerged if

the traffic exceeded the capacity of the IPSec gateway. The target systems

used in the tests were VPN tunnels with IPSec gateways for a low-end mar-

ket. Further, this thesis discussed and presented the redundant authentication

performed over IEEE 802.11, in combination with end-to-end security. The

combination of first-hop (802.11i) and end-to-end (IPSec) security was applied

due to privacy, access control, or accounting concerns. The disadvantage of a

resource-constrained device is that the packets must be authenticated twice

over the wireless link. Therefore, the developed authentication protocols have

been presented as options for lightweight access control.

Hierarchical Authentication Structure: A hierarchical authentication

structure has been developed and implemented in response to the possibility

to launch a resource exhaustion attack against a security service with strong

and resource-demanding cryptographic mechanisms. The implementation was

performed, with the novel authentication protocols, as a classifier function in

order to determine the legitimacy of incoming packets to the security service.

IPSec was used as the security service and a laboratory test bed environment

was built up. The results have clearly indicated the possibility to perform a
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DoS attack against an IPSec gateway. The tests have also demonstrated the

benefit of the hierarchical structure when it comes to mitigating the attack

and relieving the pressure from the incoming and aggressive traffic flow. An

important result of these tests was that the proposed hierarchical architecture

was not sensitive itself to the flooding traffic generated by the adversary.

Decision Making: Finally, this thesis also presented the concept of Always

Best Security (ABS), alongside a practical decision making model based on

the Analytic Hierarchy Process (AHP). The decision making model takes into

account a range of factors, including objective and subjective considerations,

before selecting an adequate authentication level. It is a flexible model which

is capable of formalizing quantitative and qualitative considerations of defined

criteria with regards to QoS and security.

9.2 Future Work

Much of the research conducted in this thesis could be extended in order to

constitute a number of interesting future research projects. Some suggestions

include:

• Currently no mechanism has been developed to adaptively change the

number of authentication bits. Such a mechanism would be of interest

and also of practical importance if the research presented in the thesis is

marketable. As a result of this thesis, a product is envisioned which may

benefit companies and end users. However, although security is rather

a process than a product, there is a demand for efficient and reliable

security products which improve security in real time.

• A further step would involve the development of a type of cognitive

security, not in the psychological sense, but as a notion of cognitive

technology [22, 139, 140]. Cognition refers to the act of processing or

knowing, including awareness, recognition, judgment, and reasoning.

In this specific case, the envisioned system would be able to sense the
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environment, learn how to handle threats and then take countermeasures

to improve the overall security.

• To define a policy, including a threshold for the observed failure ratio,

in order to take countermeasures when suspicious activity is detected.

The challenge is to differ between malicious packets and valid packets,

in order to lower the amount of false negatives and false positives. For

instance, when a LAC is verified as incorrect, how do we know that

this was caused by an adversary who guessed the authentication bits or

caused by unsynchronized bit pointers?

• Quantitative measures of security constitute an important aspect of QoS

for end users, and additional work in this field is needed. The challenge

is to define useful methods of determining quantitative values in the

security field, which are valuable and serve as an acceptable QoS para-

meter. Quantitative security is also related to the decision making area

and it is of importance when selecting the adequate authentication level.

• Further research is needed to find an interface between the measured

data and the Multi-Criteria Decision Making (MCDM) method consid-

ered by the decision model. Fuzzy set theory [141] and rough set theory

[142] are two alternative tools used to classify a set of data. Is it possi-

ble to use fuzzy modeling in the preprocessing and classification of the

measured data from the collection module?

• Authenticating and counting packets is critical to guarantee account-

ing correctness and prevent resource stealing. Usage-based accounting

requires that the packets are examined and that the cost in terms of

accounting overhead is reduced. Therefore, the presented lightweight

authentication protocols are effective for secure usage-based account-

ing.

• In a WLAN, both reliable user authentication and mobility support are

essential issues. However, re-authentication during handoff between two

Access Points (APs) causes handoff latency, which affects the QoS for

real time applications. Generally, user authentication is performed at
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each AP and when a mobile station moves into the coverage area of an

adjacent AP. Mobile stations need to be authenticated during and after

handoff. During handoff, the mobile station performs a new user authen-

tication procedure and receives a new key to secure the data over the

wireless link. A critical issue is that the authentication mechanisms need

to be responsive to the handoff time-scale required in micro-mobility

environments [143]. It is, therefore, important to apply the proposed

lightweight authentication protocols and investigate whether it is pos-

sible to minimize the authentication latency and obtain a less complex

authentication procedure at the adjacent AP.





Appendix A

Latency Test Results

In Section 4.4, a measurement test is performed as configured in Figure 4.4.

The objective is to examine the latency effect of IPSec over a wired link. The

response times are presented in Table A.1 and Table A.2 for the different

cryptographic algorithms (3DES-SHA1, 3DES-MD5, DES-SHA1, DES-MD5,

SHA1 and MD5) with 95% confidence intervals. The results are further illus-

trated by Figure 4.5 and Figure 4.6.
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No IPSec
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 0.7865 0.0012
1024 1.1342 0.0004
4096 1.8678 0.0011
8192 2.8591 0.0014

3DES-SHA1
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 1.3912 0.0006
1024 2.0745 0.0012
4096 4.5746 0.0163
8192 7.6132 0.5538

3DES-MD5
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 1.3489 0.0005
1024 2.0183 0.0011
4096 4.4199 0.0243
8192 7.3623 0.2528

DES-SHA1
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 1.1943 0.0004
1024 1.6953 0.0006
4096 3.2714 0.0233
8192 5.2397 0.0035

DES-MD5
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 1.1566 0.0027
1024 1.6456 0.0341
4096 3.1400 0.0238
8192 4.9845 0.0084

SHA1
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 1.0159 0.0021
1024 1.4081 0.0203
4096 2.4526 0.0012
8192 3.6888 0.0003

MD5
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 0.9597 0.0012
1024 1.3504 0.0041
4096 2.3384 0.0122
8192 3.5120 0.0425

Table A.1: The 95% confidence intervals for the 2GHz IPSec gateway.
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No IPSec
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 0.7249 0.0023
1024 1.0803 0.0003
4096 2.1682 0.0018
8192 3.2166 0.0024

3DES-SHA1
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 2.2755 0.0011
1024 3.6512 0.0014
4096 10.4356 0.0148
8192 19.0179 0.8568

3DES-MD5
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 2.1548 0.0011
1024 3.4742 0.0031
4096 9.8009 0.0243
8192 17.8186 0.7568

DES-SHA1
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 1.6480 0.0051
1024 2.4685 0.0097
4096 6.1377 0.0129
8192 10.6154 0.0000

DES-MD5
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 1.5332 0.0157
1024 2.2842 0.0881
4096 5.5025 0.0148
8192 9.4317 0.0085

SHA1
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 1.1891 0.0052
1024 1.7776 0.0180
4096 3.6779 0.0033
8192 5.4238 0.0089

MD5
Packet Size [bytes] Response Time [ms] 95% Confidence Interval [ms]

512 1.0406 0.0072
1024 1.4601 0.0048
4096 2.8053 0.0292
8192 4.2668 0.0402

Table A.2: The 95% confidence intervals for the 300MHz IPSec gateway.
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Histogram Difference

Parameters

In Section 4.4.4, the following parameters characterize the histogram differ-

ence plots:

• peak-to-peak value = max{∆hi} + |min{∆hi}| ∈ [0, 2];

• width = ∆R (max{i|∆hi �= 0} - min{i|∆hi �= 0}).

The results in Table B.1 and Table B.2 describe the peak-to-peak and width

values for the measurement performed in section 4.4.4. The algorithms used in

the tests are 3DES-SHA1, 3DES-MD5, DES-SHA1, DES-MD5, AES-SHA1,

and AES-MD5. Both Windows XP Professional Edition and Linux/Debian

kernel 2.4.6 were used in the IPSec gateways. Moreover, the relative parameter

σ =
δout − δin

δin
(σ ≥ −1) (B.1)

for the measurements is determined from the results in Table 4.1 and Table 4.2

and is illustrated by Figure B.1, Figure B.2 and Figure B.3.
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UDP Traffic Width Peak-to-peak

(Rin

s
) [Mbps] [Mbps]

No IPSec, Windows XP
10.25 0 0
20.44 0 0
30.05 0 0
41.01 1 0.13
50.65 0 0
61.37 0 0
70.40 0 0
81.74 0 0
90.22 0 0
98.02 4 1.68

3DES-SHA1, Windows XP
10.35 0 0
20.35 0 0
30.05 1 0.43
41.05 25 1.03
50.65 50 1.95
60.31 60 1.95
71.42 71 1.93
80.45 80 1.93
90.56 90 1.93
98.13 98 1.95

3DES-MD5, Windows XP
10.59 0 0
20.63 0 0
30.43 0 0
40.69 2 0.90
50.42 50 1.75
61.02 61 1.85
70.05 72 1.83
81.69 81 1.95
91.24 91 1.95
96.49 98 1.90

UDP Traffic Width Peak-to-peak

(Rin

s
) [Mbps] [Mbps]

No IPSec, Linux
10.23 0 0
20.43 0 0
30.04 0 0
40.81 0 0
50.35 0 0
61.24 0 0
70.33 0 0
81.03 0 0
90.03 0 0
98.01 4 1.93

3DES-SHA1, Linux
10.23 0 0
20.22 0 0
30.60 0 0
40.66 1 0.017
50.93 45 1.95
60.72 55 1.93
71.68 64 1.93
80.47 72 1.95
91.46 83 1.92
98.13 90 1.97

3DES-MD5, Linux
10.10 0 0
20.42 0 0
30.15 0 0
40.36 0 0
51.20 0 0
60.71 9 1.90
70.81 19 1.83
80.94 31 1.78
91.43 41 1.85
98.03 98 1.55

Table B.1: The width and peak-to-peak values for the measurement performed
in section 4.4.4.
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UDP Traffic Width Peak-to-peak

(Rin

s
) [Mbps] [Mbps]

DES-SHA1, Windows XP
10.59 0 0
20.63 0 0
30.43 0 0
40.69 0 0
50.42 1 0.033
61.08 41 0.8
70.41 62 1.5
80.28 80 1.65
91.24 89 1.92
94.80 98 1.82

DES-MD5, Windows XP
10.60 0 0
20.63 0 0
30.43 0 0
40.71 1 0.033
50.42 2 0.17
61.08 4 0.7
70.91 49 1.17
80.48 71 1.32
91.29 89 1.88
96.50 98 1.84

AES-SHA1, Linux
10.47 0 0
20.63 0 0
30.43 0 0
41.01 0 0
51.19 0 0
61.10 0 0
71.40 0 0
81.10 1 0.33
91.48 82 1.62
94.86 95 1.27

UDP Traffic Width Peak-to-peak

(Rin

s
) [Mbps] [Mbps]

DES-SHA1, Linux
10.59 0 0
20.63 0 0
30.43 0 0
40.69 0 0
51.19 0 0
61.11 1 0.068
71.44 0 0
81.11 1 0.37
91.40 14 1.45
98.13 69 1.13

DES-MD5, Linux
10.60 0 0
20.63 0 0
30.43 0 0
40.69 0 0
51.18 0 0
60.33 1 0.033
70.42 2 0.1
81.01 1 0.5
91.44 1 0.1
96.50 81 1.62

AES-MD5, Linux
10.35 0 0
20.44 0 0
30.53 0 0
40.02 0 0
50.42 0 0
61.08 1 0.033
70.42 0 0
81.14 1 0.37
91.46 2 0.32
96.49 90 1.63

Table B.2: The width and peak-to-peak values for the measurement performed
in section 4.4.4.
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Figure B.1: UDP traffic versus σ for 3DES-SHA1 and without IPSec using
both Windows XP professional Edition and Linux/Debian.
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(a) 3DES-MD5 using Windows XP
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Figure B.2: UDP traffic versus σ for 3DES-MD5 and DES-SHA1 using both
Windows XP professional Edition and Linux/Debian.
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(b) DES-MD5 using Linux
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(c) AES-SHA1 using Windows XP
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Figure B.3: UDP traffic versus σ for DES-MD5, AES-SHA1 and AES-MD5
using both Windows XP professional Edition and Linux/Debian.
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The฀ increasing฀ use฀ of฀ Internet฀ access฀ networks฀
raises฀ the฀ demand฀ for฀ secure฀ and฀ reliable฀ com-
munication฀ for฀both฀users฀and฀businesses.฀Tradi-
tionally,฀the฀aim฀has฀been฀to฀provide฀the฀strongest฀
possible฀ security.฀However,฀with฀ the฀demand฀ for฀
low-power฀ computing฀ it฀ has฀ become฀ desirable฀
to฀develop฀security฀mechanisms฀which฀effi฀ciently฀
utilize฀ available฀ resources.฀The฀ tradeoff฀ between฀
performance฀and฀security฀plays฀an฀important฀role.฀
In฀general,฀strong฀security฀ is฀added฀even฀if฀there฀
is฀ no฀ attack.฀The฀ implementation฀ of฀ strong฀ and฀
resource฀demanding฀security฀often฀implies฀more฀
than฀a฀secure฀system;฀it฀may฀deteriorate฀the฀per-
formance฀of฀a฀device฀with฀limited฀resources฀and฀
pave฀ the฀ way฀ for฀ new฀ threats฀ such฀ as฀ resource฀
exhaustion.฀ It฀ is,฀ therefore,฀unwise฀to฀use฀strong฀
cryptographic฀algorithms฀for฀devices฀with฀limited฀
resources฀in฀the฀absence฀of฀an฀adversary.฀It฀is฀more฀
effi฀cient฀to฀begin฀with฀lightweight฀security,฀taking฀
further฀measures฀when฀an฀attack฀is฀detected.฀

The฀ overall฀ focus฀ of฀ this฀ thesis฀ is฀ on฀ adjustable฀
and฀lightweight฀authentication฀protocols฀for฀net-
work฀access฀control.฀The฀ thesis฀ studies฀ the฀per-
formance฀ degradation฀ of฀ strong฀ security฀ using฀
empirical฀tests฀on฀IP฀security฀(IPSec)฀with฀a฀visual฀
bottleneck฀ indicator฀ based฀ on฀ the฀ time-discrete฀

fl฀uid฀fl฀ow฀model฀and฀throughput฀histogram฀diffe-
rences.฀The฀results฀emphasize฀the฀possibility฀of฀a฀
Denial฀of฀Service฀(DoS)฀attack฀against฀IPSec฀itself.฀

The฀ redundant฀ authentication฀ performed฀ in฀ a฀
Wireless฀Local฀Area฀Network฀(WLAN)฀also฀mo-
tivates฀ the฀development฀ and฀evaluation฀of฀novel฀
lightweight฀ authentication฀ protocols฀ for฀ the฀ link฀
and฀network฀ layer.฀The฀developed฀authentication฀
protocols฀are฀resource฀effi฀cient,฀per-packet฀based,฀
and฀robust฀ in฀terms฀of฀handling฀packet฀ loss.฀The฀
protocols฀are฀further฀used฀as฀part฀of฀a฀hierarchi-
cal฀defense฀structure,฀which฀has฀been฀implemen-
ted฀and฀evaluated,฀ in฀order฀ to฀mitigate฀protocol฀
based฀DoS฀attacks.

Finally,฀this฀thesis฀presents฀the฀concept฀of฀Always฀
Best฀Security฀(ABS)฀and฀a฀practical฀decision฀ma-
king฀model฀based฀on฀the฀Analytic฀Hierarchy฀Pro-
cess.฀The฀ model฀ takes฀ a฀ number฀ of฀ factors฀ into฀
consideration,฀ including฀ subjective฀ and฀ objective฀
aspects฀of฀security฀in฀order฀to฀select฀an฀adequate฀
authentication฀ level.฀ It฀ is฀ a฀ fl฀exible฀model฀which฀
formalizes฀quantitative฀and฀qualitative฀considera-
tions฀of฀a฀defi฀ned฀set฀of฀criteria,฀keeping฀Quality฀
of฀Service฀in฀mind.
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