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ABSTRACT
With the aid of the newly developed ‘Sunway’ heterogeneous-architecture supercomputer, which has
world-leading HPC (high-performance computer) capability, a series of high-resolution coupled Earth
systemmodels (SW-HRESMs) with up to 5 km of atmosphere and 3 km of ocean have been developed.
These models can meet the needs of multiscale interaction studies with different computational costs. Here
we describe the progress of SW-HRESMs development, with an overview of the major advancements made
by the international Earth science community in HR-ESMs. We also show the preliminary results of
SW-HRESMs with regard to capturing major weather-climate extremes in the atmosphere and ocean,
stressing the importance of permitted clouds and ocean submesoscale eddies in modeling tropical cyclones
and eddy-mean flow interactions, and paving the way for further model development to resolve finer scales
with even higher resolution and more realistic physics. Finally, in addition to increasing model resolution,
the development procedure for a non-hydrostatic cloud and ocean submesoscale resolved ESM is
discussed, laying out the major scientific directions of such a huge modeling advancement.

Keywords: high-resolution Earth systemmodels, heterogeneous supercomputer, cloud and submesoscale
resolving, weather-climate extremes, finer cross-scale interactions

INTRODUCTION
A coupled Earth systemmodel (ESM) simulates the
interactions of atmosphere, ocean, sea-ice and land
processes, and derives the variations of the Earth
system through combining these component fluids
together [1]. An ESM is an important tool to ad-
vance the understanding of the mechanisms of vari-
ability and change in the Earth climate system [2,3].
Combinedwith theEarth observing system, coupled
ESMs can be used to more accurately predict future
states of the Earth system [4]. Nowadays, develop-

ing high-precision coupled ESMs has become an in-
dispensable part of Earth science advancement.

Due to the existence of multiscale processes in
component fluids and interactions among them, the
energies cascading (from larger scales to smaller
scales) and invert cascading (from small scales to
larger scales) are fundamental features in the evo-
lution of Earth system states through interactions
of scales [5]. This means that enhanced modeling
of the Earth system shall resolve on scales as fine as
possible, within the availability of high-performance
computing (HPC) resources. Therefore, the
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development of high-resolution (HR) coupled
ESMs is a major direction for the advancement of
Earth climate sciences and for linking fundamental
research and applications for societal services. An
outstanding example is the U.S. Energy Exascale
Earth System Model (E3SM) project (https://
climatemodeling.science.energy.gov/projects/
energy-exascale-earth-system-model-e3sm), which
pursues a new ESM consisting of a very fine res-
olution and non-hydrostatic atmosphere [6] and
ocean components based on new unstructured
mesh systems.

The development of coupled ESMs is considered
one of the greatest scientific achievements of the
20th century as it brings deep understanding of the
various complex processes of the Earth climate sys-
tem and realizes robust numerical weather predic-
tions [7] and reliable long-time climate assessment
(Coupled Model Intercomparison Project, CMIP
3-6) [1,2,8,9]. However, the efforts of model de-
velopment are confronted with serious challenges
on different fronts. On the one hand, the tradi-
tional homogeneous-architecture multi-core HPC
on which ESMs used to rely has reached a phys-
ical ceiling, along with the need for an HR ESM,
and a transition to new heterogeneous-architecture
many-core systems is needed to continuously in-
crease computing power with reduced unit power
consumption [10]. On the other hand, many sci-
entific issues have arisen on the development fron-
tier [11]. The major ones include: (i) the atmo-
sphere and ocean components in most ESMs are
based on the hydrostatic balance, which has limita-
tions with regard to accurately describingmeso- and
small-scale processes [12–15]; (ii) sea-ice modeling
has many uncertainties, thus adversely impacting on
climate assessment and future projections [16–19];
(iii)modelingof biogeochemical processes and their
interactions with oceanic and atmospheric environ-
ments contains uncertainties [20–23]. Once the
HPC capability allows scientists to address these
challenges, HR coupled Earth system model (HR-
ESM) development will be so important that as well
as advancing Earth sciences and promoting societal
services, it will also drive the birth of new HPC sys-
tems that have more computing power and less en-
ergy consumption.

Making full use of the newly developed ‘Sunway’
heterogeneous supercomputer in China, which
has a world-leading HPC capability, the Laoshan
Laboratory (LaoshanLab) is making great efforts
to organize a large group of domestic scientists to
overcome these challenges in the development of
SW-HRESMs, based on the earlier effort of the
International Laboratory for High-Resolution Earth
System Prediction (iHESP). While reviewing the

major advancement of the international Earth
science community in these relevant fields, this
study describes the process and progress of the
LaoshanLab-led large group in the development
of SW-HRESMs. Finally, after describing ongoing
development, the study also lays out the major
directions of future studies that are looking to
pursue advances in fundamental Earth climate
science: how do fine cross-scale interactions impact
on the predictability of the Earth system?

DEVELOPMENT OF COUPLED ESMS AT
DIFFERENT GRID SPACINGS
Based on the powerful newly developed heteroge-
nous SunwayHPCplatform(seeMethods), we con-
struct the SW-HRESM framework based onCESM-
HR sw1.0 and CESM2 (seeMethods and Text S2).
Then we establish four ocean-ice models with nom-
inal resolutions of 0.15◦ (∼15 km), 0.1◦ (∼10 km),
0.05◦(∼5 km) and 0.03◦ (∼3 km) on the new
TS (Tripolar ocean/sea-ice grid based on Schwarz-
Christoffel conformal mapping) grid system, re-
ferred to as TS015, TS010, TS005 and TS003 (see
Table S1 for detailed features), respectively, with en-
hanced delineation of detailed features of submarine
topography (Figs S2 and S3), and three atmosphere
(land) models with nominal resolutions of∼12 km,
9 km and 5 km on the cubic-spheremesh system, re-
ferred to as ne240, ne360 and ne480, respectively.
It is worth mentioning that the CESM2 land model
includes biogeochemical processes such as plant
nitrogen and carbon cycling as well as plant photo-
synthesis, which enable studies on the cycles of car-
bon, nitrogen, phosphorus, etc. of the land ecosys-
tem. With these atmosphere and ocean models,
we develop a series of coupled SW-HRESMs to
meet the needs of multiscale studies in the weather-
climate sciences as well as studies on the carbon cy-
cling of the Earth system that have different compu-
tational costs.

Aquaplanet experiments for the
HR-atmosphere models and the AMIP
configuration
We first conduct the aquaplanet experiments using
the series of HR-atmosphere models to understand
the fundamental behaviors of these HR-atmosphere
models. Once reasonable results are gained from
the aquaplanet experiments (see Text S4), based on
the 1 arc-minute ( 1

60
◦) resolution Earth Topogra-

phy and Bathymetry data set ETOPO1 [24], we set
the standard Atmospheric Model Intercomparison
Project (AMIP) configuration [25] for topography
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and land/soil type as well as radiation forcings etc.
Compared to thepreviouslydevelopedne120model
[10,11], the Earth surface terrains in ne240, ne360
and ne480 models are resolved more and more pre-
cisely in the terrain shapes (Fig. S5) and heights
(Fig. S6). Then we establish numerical experiment
cases of the atmosphere for the pre-industrial con-
trol (PIC) simulations.We first integrate the PIC at-
mosphere numerical experiments of ne240, ne360
and ne480 for at least 10 days to ensure the sta-
bility of each HR-atmosphere model so that all of
themare ready for the coupled simulationsdiscussed
later.

Ocean and sea-ice model simulations
at different resolutions
Starting from the Polar Science Center Hydro-
graphic Climatology (PHC) [26] and forced with
the normal-year forcing from Coordinated Ocean-
ice Reference Experiments (CORE) [27], and with
the increase in model resolution producing more
precisely resolved submarine topography features
(Figs S2 and S3), the TS015, TS010, Ts005 and
TS003 models are integrated for three years. The
mean sea surface vorticity on the last day is shown in
Fig. S8.Themajor vorticity distributes over thewest-
ern boundary current (WBC) areas in the western
Pacific and Atlantic as well as Indian Oceans. As the
model resolution increases, the simulatedmesoscale
eddies around the Kuroshio and Kuroshio exten-
sion (KE) andAtlanticWBCareas become stronger,
especially when comparing the simulation at 3 km
resolution (Fig. S8d) with that at 15 km (Fig. S8a).

Eddy kinetic energy and mesoscale and
submesoscale eddies
Themean surface eddy kinetic energy (EKE) in dif-
ferent resolution simulations (Fig. S9) shows that
mesoscale eddies are more energetic in regions with
stronger currents. Consistent with previous studies
[28–30], themagnitude of EKE inWBCs is strongly
dependent on model resolutions. The EKE distri-
butions are also consistent with the distributions of
major eddies (with an amplitude >0.05 m) as the
model resolves finer scales with higher resolution as
shown in Fig. 1, for which an automated eddy detec-
tion algorithm [31] is applied to model outputs. We
see that the count of eddies with a radius of<20 km
significantly increases (Fig. 1c) as themodel resolves
the scales that permit submesoscale activities. The
distribution of mesoscale features in a model mainly
depends on the ratio of the first baroclinic deforma-
tion radius (Rd) to the horizontal grid spacing [32].
When the grid spacing is several times smaller than

Rd, barotropic and baroclinic instability processes
can be properly resolved [33]. As expected, there are
more eddies formed through barotropic and baro-
clinic instabilities as themodel horizontal resolution
is increased. Moreover, previous studies argue that
one actually needs to significantly increase the reso-
lution (∼0.01◦) inorder to resolve the submesoscale
instabilities that can energize themesoscale [34,35].

From further analyses on eddy activities (see
Text S5), we may conclude that the models that
permit ocean submesoscales improve the represen-
tation for multiscale ocean circulations. Elucidating
the interactions between mesoscale eddies and sub-
mesoscale activities is an important step for under-
standing submesoscale-resolvedmodeling. Next, we
will analyze the impact of eddy-mean flow interac-
tions with permitted submesoscales on sea surface
temperature (SST) simulation to further address
this point.

Sea surface temperatures
in submesoscale-permitted models
To understand the response of the ocean model at
different resolutions to climatological atmospheric
forcing, we first use the 38-year (1982–2019)
0.25o resolution Advanced Very-High-Resolution
Radiometer (AVHRR) SST product to establish the
observed SST time mean, and use model data from
the last two years to compute the model SST time
‘mean’, and then we calculate the SST ‘mean’ er-
rors produced by different HR models. Although
three-year model integrations may be too short for
a direct evaluation of SST bias which requires a
long-time integration as in the previous modeling
studies (e.g. [11]), these results play a vital role
in strengthening our understanding of the impacts
of fine-scale eddy activities on SST simulation as
the resolution of models increases. First we found,
as model resolution increases, that the SST errors
in the tropics and subtropics consistently became
smaller, but that large uncertainties exist at high lat-
itudes, especially the high-latitude Southern Ocean
and North Atlantic (Fig. S12). This is consistent
with the change of SST bias when the 25 km res-
olution model is compared with the 100 km res-
olution model [11]. It is interesting that the SST
errors in the region from the Norwegian Sea to
Barents Sea consistently decrease as the model res-
olution increases. From scale separation analyses
(see Text S6), we understand that, in tropical and
subtropical oceans as well as the region from the
Norwegian Sea to Barents Sea, due to the domi-
nant mechanism of eddy-mean flow interactions for
local upper oceans [36–38], well-represented fine-
scale eddies in the HR models improve the SST
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Figure 1. (a and b) Spatial distributions of eddy centroids for anticyclonic eddies (AEs) and cyclonic eddies (CEs) with amplitude >0.05 m, detected
from (a) TS015 and (b) TS003 models. The red boxes denote the regions with SST errors in Fig 3e and f. (c) Histogram of eddy radius constructed from
TS015, TS010 and TS003 for the last year of a three-year model spin-up. The radius range in 50–100 km is zoomed-in in the upper-right corner.

simulation [39,40]. In these regions, submesoscale
eddies and fronts are active because of complex
topography features and the existence of WBCs
[38,41]. Nevertheless, for the Southern Ocean
and North Atlantic, slowly varying processes such
as the interactions between the upper and deep
oceans [42], as well as the global thermohaline
transport [43], play large roles. Although large
SST simulation uncertainties still exist in these
regions within interannual integrations, as such
submesoscale-permitted models have long-time in-
tegrations, globally reduced SST bias can be ex-
pected because of the positive impacts of more
accurate local effects of oceanmixing [44] and eddy-
mean flow interactions [45] on large-scale circu-
lations. It is noteworthy that the three-year inte-
grations are to a certain extent too short for SST
evaluation, and more comparisons are needed in
future once long-time simulations (a few decades,
for instance) are available at such high resolutions.
See more detailed analyses in Text S6, based on
Figs S12–16.

Challenges and issues in the
high-resolution coupling of atmosphere
and ocean
Using the remapping function of the Earth system
modeling framework (ESMF) tool, we prepare the
mapping coefficient matrices of exchange fluxes be-
tween the atmosphere and ocean and then construct
the coupled models. To understand the issues and
detect problems during the development ofHRcou-
pled models, for a fixed-resolution component of
atmosphere or ocean, we set up a series of reso-
lutions in its counterpart of ocean or atmosphere.
For example, we use the ne480 Community Atmo-
sphere Model-Spectral Element (CAM-SE) atmo-

sphere component to couple with ocean compo-
nents at resolutions of 0.15o, 0.1o, 0.05o and 0.03o,
namely 5v15, 5v10, 5v5 and 5v3, respectively. Sim-
ilarly, the ocean component of Parallel Ocean Pro-
gram (POP) at a resolution of 0.05o is applied to
couple with atmospheric components at resolutions
of 25 km, 12 km and 9 km, namely 25v5, 12v5 and
9v5. It is worth emphasizing that such a develop-
ment track with a sequence of grid spacings is very
important to ensure the success of an ultrafine res-
olution of 5v3 (ne480 CAM-SE coupled with 0.03o

resolution POP) HR. For example, we can compare
the new 25v10 coupled model that uses the CESM2
and TS ocean and sea-ice grids with the old 25v10
CESM1.3 that has long-time stable integrations to
ensure everything is comprehensibleduring thegrid-
ding system upgrade. We summarize the challenges
and problems detected and resolved through tests
and examinations of the series of HR coupled mod-
els in the following two ways.

Coupling technical issue: consistent mask
and physical features in exchange flux
remapping
As themodel resolution increases, the detailed struc-
ture of coastal lines can be delineated, and so en-
suring a consistent coastal line between compo-
nents of atmosphere and ocean becomes very im-
portant. In some complex meandering sections, the
water/land mask may not be consistent with the
model physical data due to the existence of the un-
certainty of floating-point if-statements. Usually, the
higher themodel resolution is, themore chance that
the issue will occur. Under the circumstances, we
first need to detect the locations and manually cor-
rect the inconsistence. Most cases can be detected
by the fraction check of remapping coefficients of
exchange fluxes at the model initialization stage.
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However, in some special circumstances, especially
in the 5v3 model, as the geographical locations of
certain atmosphere and ocean grid-points are very
(infinitively) close, although the fraction check is
passed, the inconsistency of the model mask and
physical data still exists. This could cause the model
to be unstable due to the accumulation of exchange
flux interpolation errors. We found a few cases oc-
curring at the coastal line in the north of Europe and
south of Asia for the 5v5 and 5v3 models. It may
take quite a while to locate such a problem since the
cause and effect could be non-synchronous and oc-
cur at different places due to the propagation of er-
rors.Once perfectly consistent numerical expression
of complicatedly meandering coastal lines is estab-
lished in HR coupled models, the correctly calcu-
lated air–sea exchange fluxes are ensured.

Coupling science issue: physical balance of
atmosphere and ocean processes in air–sea
interactions
We usually make an initial condition for a newly
constructed HR coupled model (a 5v3 model in
this case, for instance) by re-gridding the coupled
state of an existing lower-resolution model (i.e.
the old 25v10 grid in this case) that has estab-
lished long-time simulations [11]. If the HR cou-
pled model directly starts from a re-gridded lower-
resolution atmosphere-ocean coupled model state,
numerical instability could develop due to the phys-
ical imbalance of atmosphere and ocean processes
at the air–sea interface because of the very different
spin-up timescales between atmosphere and ocean.
Figure S18 gives an example; as the 5v3model is ini-
tialized from the re-gridded 646th-yr coupled state
of the old 25v10 long-time PIC simulation, it be-
comes unstable over the Davis strait (Fig. S18a).
Specifically, while local atmosphere processes are
quickly developed as a response to the local warm
water, ocean processes are adjusted slowly, espe-
cially when the vertical mixing is involved. Due to
the blocking effects of topography at the west of
the strait, the quickly developed east wind makes
an accumulation of warm water at the west coastal
area, which further strengthens the convection in
the intersection area of red-dotted and black-dotted
channels. Such a coupling feedback effect makes the
model become quickly unstable and blow up. To
fix this issue, the HR ocean and sea-ice components
(e.g. 5v3) are designed to spin up for at least 20 days
with specified surface fluxes (for example, using the
fluxes on 1 January 646-yr of 25v10). After that, the
model becomes stable since a sufficient adjustment
has been gained in the local ocean processes.

PRELIMINARY RESULTS FROM THE
SERIES OF SW-HRESMS
We re-grid the ocean and sea-ice states on 1 January
646-yr of the 25v10 long-time PIC simulations [11],
to form the ocean and sea-ice initial conditions for
ocean and sea-ice coupled models at four different
spatial resolutions (Table S1). Then, we integrate
the ocean and sea-ice models for 20 days using the
instantaneous 25v10 atmospheric fluxes on 1 Jan-
uary 646-yr, and then integrate the newly developed
coupled ESMs 12v5, 9v5, 5v15, 5v10, 5v5 and 5v3
for 6 months. We use these six-month data to con-
duct preliminary evaluations for these models. Our
purpose is to gain preliminary insights into the influ-
ences of model resolutions and computational costs
on simulation features and establish a baseline for
the selection of model resolutions dealing with dif-
ferent weather or scientific climate issues.

Sea surface temperatures and extreme
rainfalls
The SST links the atmosphere, ocean and sea ice
together and exerts an impact on land processes
through an influence on atmosphere, and it is there-
fore a very important physical field in the Earth
system. Through the enhancement of spatial res-
olutions in the ocean component, more meso-
and small-scale activities appeared in the WBC ar-
eas of the northwest Pacific and Atlantic as well
as the Antarctic Circumpolar Current areas (Fig.
S19), where the same resolution atmosphere model
(CAM-SE ne480) was coupled with four different
resolutions in the ocean components to form 5v15,
5v10, 5v5 and 5v3 coupled models. The other dis-
tinctive feature is that a more detailed structure of
tropical instability waves (TIWs) at equatorial areas
is observed along with an increase in ocean resolu-
tion. Defining the extreme rainfall at each grid point
as the average amount of the top 10% of daily pre-
cipitation during the last 90 days of simulations, we
show the distributions of such extreme rainfalls in
Fig. 2.Consistentwith theSST features, even though
we used exactly the same atmosphere model, the ex-
treme rainfalls appear more locally and stronger, es-
pecially over equatorial areas (green ellipses).

The atmospheric resolution of 5 km is close to
convection permitting, which not only improves the
intensity and spatial distribution of extreme pre-
cipitation but can also reduce the source of un-
certainty [46,47]. In addition, for areas rich in
precipitation, such as South America, especially
the abundant Amazon rain forest, a previous study
[11] found that mean precipitation tends to be
underestimated in both ne120 (25v10) and ne30
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Figure 2. The distributions of (a) extreme rainfalls in the 5v3 model, as well as the difference in extreme rainfalls between the (b) 5v15 and 5v3 (5v15-
5v3), (c) 5v10 and 5v3 (5v10-5v3) and (d) 5v5 and 5v3 (5v15-5v3) models. The extreme rainfall at each grid point is defined as the average top 10% daily
precipitation amount during the last 90 days of the half-year model integrations.

(∼1◦ by 1◦ for atmosphere and ocean), but the
negative bias in the higher resolution simulations
(e.g. 25v10) becomes weaker. A consistent phe-
nomenon is discernable based on even higher res-
olution simulations (Fig. 2). Specifically, the inten-
sities of both mean and extreme precipitation grad-
ually strengthen along with an increase of ocean
resolution (5v15, 5v10, 5v5 and 5v3), yielding the
strongest precipitation intensity in 5v3 simulations
and weakest in 5v15 simulations. The enhanced
precipitation along with the improved representa-
tion, such as submesoscale ocean eddies, is possibly
linked to the teleconnection effect between SST in
the Atlantic and Pacific oceans and precipitation in
South America [48,49]. Rainfall in the Amazon re-
gion is crucial to the health of the rainforest as the
‘lungs of the Earth’ [50]. Considering a general neg-
ative bias of precipitation in climate models in this
region [51], the potentially reduced negative pre-
cipitation bias through the increase of ocean spatial
resolution pinpoints the importance of HR-ESMs in
understanding the climate effect on extreme precip-
itation over this area.

Atmospheric circulations and tropical
cyclones
We use the features of atmosphere storm tracks
(ASTs) to show the behavior of atmospheric cir-
culations simulated at different resolutions. ASTs
are defined as the regions where synoptic eddy ac-

tivities are strongest [52], being closely related to
extratropical-cyclone and anticyclone activities that
affect local intense wind or precipitation [53,54].
The Northern Hemisphere ASTs exhibit distinct
seasonal variations, with major interannual variabil-
ity in boreal winter significantly influencing most
of the inhabited environments on Earth [55,56].
The ASTs are the product of the responses of at-
mosphere dynamics to underlying surface condi-
tions [57]. Under better representation of meso-
and small-scale SST structures in the ocean mod-
els, HR models improve the simulation of ASTs
compared to the low-resolution case [58], in which
the resolutions of both the atmosphere and ocean
components are ∼100 km. As shown in Fig. 3,
the simulated results from 5v3 show more cen-
tralized and stronger AST structures compared to
those in 25v10 simulations (compare panel a to
panel b), as well as stronger and more concen-
trated SST gradient norms around the WBCs in the
Kuroshio and Kuroshio extension areas of the West
Pacific (panels c and d), which link to stronger ASTs
over there [59]. It is worth noticing that due to en-
hanced representation for fine-scale eddy activities,
the 5v3 model has significantly reduced SST errors
in this region (see Fig. 3e and f).

For detecting the behavior of the new HR cou-
pled models on tropical cyclones (TCs), we extend
the 5v3 model to the end of October from the half-
year spin-up run to cover major Northern Hemi-
sphereTCmonths [60].Weshowthe5v3modelTC
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Figure 3. The distributions of (a and b) atmosphere storm track indices defined by the standard deviation of surface v-velocity 24-hour variations.
(c and d) Corresponding SST gradient norms, produced by 5v3 (a, c and f) and 25v10 (b, d and e) models, in the last three months of the half year of
spin-up integrations. (e and f) Half-year SST mean errors in the northwest Pacific Ocean in the 25v10 (panel e) and 5v3 (panel f) models.

statistics in these 10months in Fig. 4a and bwith the
646-year 25v10 results in the same period as a ref-
erence. Usually, a low-resolution (e.g. ∼100 km)
model is incapable of representing TC, and usu-
ally underestimates TC count and intensity signif-
icantly [61]. When the resolution is increased to
25 km, which is equivalent to TC-resolving, a signif-
icantly improved performance of TC activities has
been achieved by enhancing both the TC count and
intensity, but the model still tends to overestimate
TC count and underestimate TC intensity, espe-
cially in high categories [62,63], which is primar-
ily attributable to insufficiently resolved cloud struc-
tures and their interactions with the environment
[11,64,65]. Although the comparison here has no
quantitativemeaning,we can still see that thehigher-
resolution model tends to enhance the TC intensity

in higher categories and reduce TC counts in lower
categories.

We choose the C3 (strong) typhoon in theWest
Pacific simulated in both 25v10 and 5v3 models
to see how spatial resolutions in atmosphere-ocean
coupled models may affect the air–sea interaction.
Figure 4c–f displays the atmosphere and ocean con-
ditions on the air–sea interface when the TC passes,
as well as the distributions of 850 hPa relative hu-
midity andwind speed in the tropical area. Although
the locations and intensity of the TC in the 25v10
(panel c) and 5v3 (panel d) models are not iden-
tical, we can still use them to look at the differ-
ence in the resolved coherent vertical structure of at-
mosphere and ocean conditions when a TC passes.
We can see that as cloud is permitted [66], the
5v3 model shows more asymmetric spiral cloud
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Figure 4. (a and b) Distributions of (a) TC counts and (b) meanmaximumwind speed (MMWS) in different categories produced
by the 5v3 model in January–October as the model is initialized from the 25v10 state on 1 January 0646-year, compared with
the results of the 25v10 model in the same period. (c and d) Distributions of 850 hPa relative humidity (shaded) and wind
speed (contours) in the 25v10 model (c) at 00UTC of 2 September, and 5v3 model at 06UTC of 31 August, as the C3 category TC
(marked by the yellow segment in each panel) in both models reaches its maximumwind speed. (e and f) The atmosphere and
ocean conditions at the air–sea interface in the vertical section of the TC marked by the thick yellow segment in panels c (for
25v10) and d (for 5v3). The atmosphere (ocean) relative humidity (%) (temperature: oC) is color shaded, while the atmosphere
(ocean) temperature (unit: oC) (salinity: psu) is contoured, and the vector arrows always represent the atmospheric velocities
(u, w × 10 2) (unit: m/s) (ocean currents: 0.04 m/s). The white-bold line represents the mixing layer depth.

structure than the 25v10 model (panel f vs. e). The
TC simulated by the 5v3 model has a more dis-
tinctive eye-wall structure and the corresponding
upper ocean also shows more detailed structures.
It is very interesting to further examine the per-
formance of such a cloud and ocean mesoscale-
permitted model when it comes to TC genesis pre-
dictability [60], with the aid of HR coupled model
initialization. These preliminary analyses assert that
further studies on cloud-resolving coupled ESMs

are valuable to understand the impact of multi-
scale interactions on the seamless weather-climate
variability.

The polar regions and sea ice
Due to the existence of complex topography struc-
tures and sea-ice modeling uncertainties, the high-
precision simulation of sea-ice and polar-region cli-
mate systems is still very challenging in ESMs [67].
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Figure 5. The distributions of sea-ice (a and c) convergence and (b and d) shear rates in
the 5v3 (a and b) and 5v15 (c and d) models. The sea-ice linear kinematic features (LKFs)
are the results after a 5-day spin-up when the identical atmosphere is still in its valid
predictability as coupled with different-resolution ocean components. The sea-ice con-

vergence and shear rates are defined as (ux + vy) and (
√
(u x − νy )

2 + (u y + νx )
2) re-

spectively, and for visualization convenience, the original dimension (s−1) is converted
to day−1 × 100 (%/day).

Given the important roles of leads and polynyas
in the polar-region climate system [68,69], HR
sea-ice simulation is a critical step towards con-
straining the uncertainties of Earth climate sys-
tem modeling. Figure 5 gives a comparison of the
rates of sea-ice convergence (ux + vy) and shear

[
√
(ux − νy )

2 + (u y + νx)
2] produced by the 5v3

(panels a and b) and 5v15 (panels c and d) mod-
els (where u and v are the zonal and meridional ve-
locity components of ice motion and the subscript
represents the corresponding first-order derivative).
There is a consistency between the large-scale sea-
ice drift and deformation fields as simulated by the
0.15◦, low resolution and its HR counterpart at
0.03◦. The overall features as shown in Fig. 5 in-
clude the shearing across the western Arctic Basin,
as well as the Beaufort Gyre circulation and the
convergence and divergence associated with it. Fur-
thermore, both models simulate multi-fractal sea-
ice deformation properties, which are unique to po-
lar oceans and ice kinematics. At such a resolution,
TS003 simulates much more refined linear kine-
matic features (LKFs) of sea ice than TS015.

The lead networks in the Beaufort Sea and Davis
Strait, as well as the shearing structure across the
basin, are much narrower and more localized with
TS003. Consistently, both models simulate pro-
nounced sea-ice deformation on the ice edge, which
is typical of the ice conditions and the more exten-
sive interactionwith the atmosphere and ocean.This
result indicates that kilometer-scalemodels are capa-
ble of accurately resolving the detailed structures of
sea-ice kinematics, which are key to the air–sea in-
teraction at polar regions. Potential impacts on the
larger-scale climate, and predictability, are a key re-
search issue for future research using the newmodel
system.

NEW DEVELOPMENT OF
NON-HYDROSTATIC AND
CLOUD-RESOLVING ESM
The Sunway 3-km-resolution iAMAS
model based on MPAS-atmosphere
dynamic core
The iAMAS (integrated Atmospheric Model Across
Scales) [70] is a non-hydrostatic atmosphericmodel
that has been developed on the new Sunway
heterogeneous-architecture HPC system based on
the MPAS-atmosphere dynamic core, which uses a
C-grid staggered unstructured Voronoi mesh sys-
tem with finite-volume formation [71]. The devel-
opment of iAMAS includes coding optimization
such as multi-dimension-parallelism structuring, ag-
gressive and finer-grained optimization,manual vec-
torization, and parallelized I/O fragmentation. It
also includes restructuring model’s physical param-
eterizations compatible with the heterogeneous-
architecture HPC environment, and implemen-
tation of an atmospheric chemistry suite [70].
Through these great efforts, the iAMAS model has
been established as a non-hydrostatic, computa-
tional, high-efficiency global uniform 3-km (U3km)
resolution atmospheremodel on theChinese-grown
Sunway HPC platform. Compared to the 60-km
(U60km) resolution version, the U3km resolution
iAMAS has better representation for atmospheric
meso- and small-scale dynamics and physics, char-
acterized by stronger local rainfall, detailed topog-
raphy and land-sea effects, and distinctive Antarc-
tic Circumpolar jet-core (Fig. 6). This development
paves the way for a new atmosphere component to
start next-generation ESM development. It is worth
mentioning that the largest difference between the
U3km and U60km resolution simulations, when it
comes to atmosphere temperatures and winds, is
in the Antarctic area (Fig. 6d and f) because of a
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Figure 6. The global spatial distributions of (a) rainfall, (c) 2-meter temperature and (e) 850-hPa wind speed averaged from
12 June–10 July 2020, produced by the iAMAS with global uniform 3-km resolution starting from the ERA5 reanalysis fields
at UTC 00 : 00 on 10 June 2020. For comparison, we also conduct a global uniform 60-km resolution experiment and show
the corresponding differences between 3-km and 60-km resolution experiments in panels (b), (d) and (f), where both 3-km
and 60-km resolution data are interpolated to 0.25o × 0.25o grids.

stronger polar vortex over theAntarctic in theU3km
simulation (Fig. S20).Whether or not the strong po-
lar vortex of such a fine-scale simulation can relax
the large SST warm bias of the high-latitude South-
ernOcean in coupledESMs [72] is an interesting re-
search topic which deserves further investigation in
the future.

The non-hydrostatic and cloud-resolving
3v3 ESM
To achieve a new-generation coupled ESM
with non-hydrostatic, cloud-resolving [73] and
ocean-submesoscale-eddies-permitting features, we
are working on replacing hydrostatic CAM-SE with
non-hydrostatic iAMAS to establish the 3v3 (3-km-

resolution non-hydrostatic atmosphere coupled
with the 0.03o resolution POP) ESM. As a starting
point, the coupling of a global 60-km-resolution
iAMAS and the TS100 (1o × 1o resolution) POP
(called 60v100) is a feasible way to establish the
coupled model test platform. Then, we gradually
increase the resolutions of iAMAS and POP to
15v10 and 9v3 to gain the knowledge with finer grid
spacings in the coupled models, eventually focusing
on the 3v3 model evaluation and optimization tun-
ing. Once the 3v3 non-hydrostatic ESM is available,
combined with the original hydrostatic version (i.e.
5v3), the impact of non-hydrostatic atmospheric
simulation on synoptic scales, extended-range
scales and climate scales can be more thoroughly
investigated.
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SUMMARY AND DISCUSSIONS
Relying on the powerfulHPCcapability of the newly
developed heterogeneous many-core Sunway sys-
tem, a series ofESMsconsistingof a variety of resolu-
tions∼25-, 12-, 9- and 5-km-resolution atmosphere
and 15-, 10-, 5- and 3-km-resolution ocean models,
namely 25v10, 12v5, 9v5, 5v15, 5v10, 5v5 and 5v3,
briefly referred to as SW-HRESMs, have been de-
veloped. Being convenient and sustainable for HR
coupledmodel development, this series of different-
resolution coupled ESMs can meet the needs of re-
search into different-scale atmosphere and ocean
processes with the availability of computational re-
sources.Theevaluationof preliminary simulation re-
sults shows that enhancing themodel resolution and
resolvingmore detailed dynamical and physical pro-
cesses are critical to advancing the Earth climate sys-
temmodeling that drives Earth science progress and
promoting a level of societal service such as early
warnings for extreme weather and climate events.

Our goal is to establish a numerical study plat-
form for the multiscale Earth system with differ-
ent costs of computational resources available (Text
S7). At present, both the atmosphere and ocean
components in the 5v3 model assume hydrostatic
balance, which has a limited capability in simulat-
ing fluid motions with fine scales in the atmosphere
[15,71], especially in the planetary boundary layer,
and ocean regions with complex topographical fea-
tures [12]. Usually, a numerical model cannot per-
mit any characteristics with a length scale less than
two times the grid-size, while resolving a length
scale requires at least four times grid-size [66]. The
current atmosphere and ocean components in our
5v3 model have horizontal resolutions up to 5 km
and 3 km, respectively. Such resolutions only per-
mit the occurrence of cumulonimbus cloud cells in
the atmosphere and submesoscale activities in the
ocean, for which the characteristic horizontal scales
are roughly 10 km and a few kilometers respectively
[74,75], but do not explicitly resolve them. Seamless
weather-climate studies require anESMto represent
multiscale interactions and, in particular, address the
energy cascade and inverse cascade associated with
finer scales.

Currently, we have the following three projects in
progress.

ESM development
The 3-km-resolution iAMAS is being applied
to replace the 5-km-resolution CAM-SE in the
5v3 model to complete the development of a
3v3 coupled ESM with cloud-resolving and non-
hydrostatic atmospheric simulations [73]. A new
Chinese-grown basic coupler generator (BCGen)

which has more user-friendly coupling interfaces,
is being merged with the 5v3 model and 3v3
development. With the aid of the General Model
and Data Assimilation Development Platform
(GMDADP) described in the following section 3, we
plan to incorporate atmosphere and ocean models,
including the Chinese-grown non-hydrostatic
and unstructured Global-to-Regional Integrated
forecast SysTem (GRIST) atmosphere model
[76] and the Mass Conservation Ocean Model
(MaCOM) (http://macom.oceanguide.org.cn),
into the ESM. At this phase, to increase the rep-
resentation of a coupled model on multiscale
interactions, the parameterization of tropical sub-
diurnal-scale air–sea interactions shall be addressed.
Meanwhile, the parameter-optimized CoSiNE
(Carbon-Silicate-Nitrogen Ecosystem) [20,77,78],
an uncertainty-reduced ecosystem model that
reproduces the global/regional seasonal changes
of phytoplankton, revealing the mechanism of dif-
ferent algae affected by nutrients and zooplankton
[21,22], is being incorporated into the ocean of
new ESMs. Both the atmosphere and ocean in
the new ESMs include biogeochemical processes
that are comprehensive for studies on ecology and
ca rbon cycling as well as their climate impacts.
Considering the need for the biogeochemical cycle
due to influences of atmospheric deposition, as well
as the importance of the effect of aerosol–cloud
interactions on precipitation, and of air quality
on human health, the atmospheric chemistry is
being implemented and tested under a 25v10
framework with different levels of complexity and
will eventually be incorporated into 3v3 km ESMs.
The delay in the inclusion of atmospheric chemistry
is partly attributable to the fact that it is much more
computationally intensive, i.e. a few times slower
with the same computational resources, relative to
the atmospheric physics. With the high-precision
description of Earth physical environmental fields
and biogeochemical processes as well as their
interactions, the new ESM is expected to be a
sound platform to study the evolutions of global
and regional ecosystem environments as well as
carbon cycle changes [79].Then, combinedwith the
coupled data assimilation (CDA) initialization de-
scribed below, taking advantage of the grid-varying
features of both atmosphere and ocean models, a
seamless weather-climate prediction system with
sub-kilometer scales resolved in the Asia-Pacific
area is applicable.

CDA development
The new high-efficiency CDA algorithm [80] was
combined with the CESM-CDA system [81] to
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create an HR-ESM (25v10) CDA system. Once the
25v10 CDA reanalysis data with TCs and ocean
mesoscale eddies resolved are available, we will be
able to do in-depth analysis with regard to under-
standing the importance of incorporating various
observational information from different coupled
components into the HR Earth system. Then we
can re-grid the 25v10 CDA results to initialize the
newmulti-grid unstructured ESM to carry out seam-
less weather-climate predictions and conduct evalu-
ations as an initiative for seamless weather-climate
predictability studies.

Model and Data Assimilation
Development Platform
With the aid of an ESMF (https://www.
ncl.ucar.edu/Applications/ESMF.shtml) and the
framework of BCGen, as well as the strong software
management function of Git (https://github.com),
implemented by the powerful C++ template of
application interfaces (APIs), we are constructing a
platform named GMDADP. Based on the common
logistics of geofluid modeling and data assimilation,
the commonly structured C++ template APIs eas-
ily combine different models and data assimilation
algorithms together, which substantially simplifies
the engineering challenges for scientists who can
then focus on the science. The GMDADP shall be
an excellent platform that makes the scientific de-
velopment highly efficient, which will progressively
advance Earth systemmodeling and predictions.

With the GMDADP, future studies shall address
the following five major challenges:

1. Higher and higher resolution Earth system
modeling demands more accurate, finer cross-
scale interactions in each fluid and amongfluids.

2. Higher and higher resolution Earth system
modeling requires more accurate description
of complex underlying surface conditions and
more representative planetary boundary layer
processes.

3. Higher-precision ESMs require more advanced
ecosystem models that have minimized uncer-
tainties on biogeochemical processes and their
feedbacks that require more precise vertical
mass transport.

4. Higher and higher resolution ESMs demand
more advanced CDA algorithms to create more
coherent and balanced reanalysis and predic-
tion initialization with multiscale activities.

5. Higher and higher resolution simulations
and predictions demand denser and more
frequently observed data for high-precision
initialization and prediction verification.

METHODS
The new Chinese homegrown
heterogeneous many-core HPC capability
Based on the architecture of Sunway TaihuLight
(see Text S1), the new Sunway system is built using
an upgraded heterogeneous many-core processor,
SW26010P, which is similar to SW26010 in terms
of architecture but has more computing cores and
higher overall HPC capability. With the help of the
powerful HPC capability provided by the new Sun-
way system, we develop a sequence of HR coupled
ESMs in which the highest resolution for both the
atmosphere and ocean reaches the kilometer level,
toward establishing the brand-new ESM character-
ized by cloud resolving and the permitting of ocean
submesoscales.

The CESM2-based high-resolution Earth
system modeling framework
Previously, we developed the 25 (10) km atmo-
sphere (ocean) HR-ESM (referred to as CESM-
HR sw1.0) based on CESM1.3 on the Sunway
TaihuLight HPC system with updates of some
dynamic-core and parallelism modules [10,11],
which exhibits substantially improved capability in
reproducing climate extremes such as marine heat-
waves [82], theAtlantic overturning circulation [83]
and middle-high latitude air–sea interactions [84].
Making full use of such experiences and the substan-
tially powerful capability of the new Sunway HPC
system, we develop the kilometer-level HR coupled
model based on CESM version 2 (CESM2) (see
Text S2). Based on theCESM2 framework andpow-
erful new Chinese homegrown heterogenous HPC
platform, we first update the POP grid system to the
new TS system [85], which has a smooth ramping
structure for the tripolar design for higher resolu-
tions, and we configure the ocean and sea-ice mod-
els to four different resolutions as high as nominal
0.15o (TS015), 0.1o (TS010), 0.05o (TS005) and
0.03o (TS003), covering a wide range of climate
modeling and submesoscale-oriented studies (see
Table S1). In Table S1, the horizontal grid scale
[s = (dx2 + dy2)1/2] is a measure of the capability
of resolving submesoscale activities. From the ocean
modeling perspective, the Rossby deformation ra-
dius (R) is used as a proxy for themesoscale [86] and
investigates the capabilities of each grid. Specifically,
the criterion in Hallberg (2013) [32] is adopted to
justify the capability of mesoscale-resolving attained
when s is smaller than half of the local value of R.
The average grid scale in TS003 is roughly 1 km in
the Arctic oceanic regions (north of 65oN) where
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the submesoscales are nearly resolved, and the scale
of TS005 is∼3 km, which permits the submesoscale
activities to occur. Then we follow the cubic sphere
CAM-SEmesh system[87] todevelop a series ofHR
atmosphere models (new ne240, ne360 and ne480)
up to a kilometer-level grid-spacingmodel (see Text
S3). More detailed model properties are listed in
Table S2. For example, a model denoted as ne480
discretizes the global atmosphere into 12441600
grid boxes with a resolution of up to∼5 km.

SUPPLEMENTARY DATA
Supplementary data are available atNSR online.
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8. Nakićenović N, Alcamo J and Davis G et al. Special Report on
Emissions Scenarios: a Special Report of Working Group III of
the Intergovernmental Panel on Climate Change. Cambridge:
Cambridge University Press, 2000.

9. Eyring V, Bony S and Meehl GA et al. Overview of the Cou-
pled model intercomparison project phase 6 (CMIP6) experi-
mental design and organization. Geosci Model Dev 2016; 9:
1937–58.

10. Zhang S, Fu H and Wu L et al. Optimizing high-resolution Com-
munity Earth system model on a heterogeneous many-core su-
percomputing platform. Geosci Model Dev 2020; 13: 4809–29.

11. Chang P, Zhang S and Danabasoglu G et al. An unprecedented
set of high-resolution earth system simulations for understand-
ing multiscale interactions in climate variability and change.
J Adv Model Earth Syst 2020; 12: e2020MS002298.

12. Mahadevan A. Modeling vertical motion at ocean fronts: are
nonhydrostatic effects relevant at submesoscales? Ocean Mod-
ell 2006; 14: 222–40.

13. Putman WM and Lin SJ. Finite-volume transport on various
cubed-sphere grids. J Comput Phys 2007; 227: 55–78.
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69. Diao X, Stössel A and Chang P et al. On the intermittent occurrence of open-
ocean polynyas in a multi-century high-resolution preindustrial earth system
model simulation. J Geophys Res: Oceans 2022; 127: e2021JC017672.

70. Gu J, Feng J and Hao X et al. Establishing a non-hydrostatic global atmospheric
modeling system at 3-km horizontal resolution with aerosol feedbacks on the
Sunway supercomputer of China. Sci Bull 2022; 67: 1170–81.

71. Skamarock WC, Klemp JB and Duda MG et al. A multiscale nonhydrostatic at-
mospheric model using centroidal Voronoi tesselations and C-grid staggering.
Mon Wea Rev 2012; 140: 3090–105.

72. Wang C, Zhang L and Lee SK et al. A global perspective on CMIP5 climate
model biases. Nat Clim Change 2014; 4: 201–5.

73. Lv M, Xu Z and Yang ZL. Cloud resolving WRF simulations of precipitation
and soil moisture over the central Tibetan Plateau: an assessment of various
physics options. Earth Space Sci 2020; 7: e2019EA000865.

74. Thomas LN, Tandon A andMahadevan A. Submesoscale processes and dynam-
ics. In: Hecht MW and Hasumi H (eds.). Ocean Modeling in an Eddying Regime.
Washington: American Geophysical Union, 2008, 17–38.

75. North GR, Pyle J and Zhang F. Encyclopedia of Atmospheric Sciences. London:
Academic Press, an imprint of Elsevier Science, 2015.

76. Zhou Y, Zhang Y and Li J. Configuration and evaluation of a global unstruc-
tured mesh atmospheric model (GRIST-A20.9) based on the variable-resolution
approach. Geosci Model Dev 2020; 13: 6325–48.

77. MaW, Xiu P and Yu Y et al. Production of dissolved organic carbon in the South
China Sea: a modeling study. Sci China Earth Sci 2022; 65: 351–64.

78. Xiu P and Chai F. Impact of atmospheric deposition on carbon export to the
deep ocean in the subtropical Northwest Pacific. Geophys Res Lett 2021; 48:
e2020GL089640.

79. Baldocchi DD. How eddy covariance flux measurements have contributed to our
understanding of global change biology. Glob Change Biol 2020; 26: 242–60.

80. Yu X, Zhang S and Li J et al. Amulti-timescale EnOI-like high-efficiency approx-
imate filter for coupled model data assimilation. J Adv Model Earth Syst 2019;
11: 45–63.

81. Sun J, Jiang Y and Zhang S et al. An online ensemble coupled data assimi-
lation capability for the Community Earth System Model: system design and
evaluation. Geosci Model Dev 2022; 15: 4805–30.

82. Guo X, Gao Y and Zhang S et al. Threat by marine heatwaves to adaptive large
marine ecosystems in an eddy-resolving mode. Nat Clim Chang 2022; 12: 179–
86.

83. Yeager S, Castruccio F and Chang P et al. An outsized role for the Labrador Sea
in the multidecadal variability of the Atlantic overturning circulation. Sci Adv
2021; 7: eabh3592.

84. Tang Z, Zhang RH and Wang H et al.Mesoscale surface wind-SST coupling in
a high-resolution CESM over the KE and ARC regions. J Adv Model Earth Syst
2021; 13: e2021MS002822.

85. Xu S, Ma J and Zhou L et al. Comparison of sea ice kinematics at different res-
olutions modeled with a grid hierarchy in the Community Earth System Model
(version 1.2.1). Geosci Model Dev 2021; 14: 603–28.

86. Chelton DB, deSzoeke RA and Schlax MG et al. Geographical variability of the
first baroclinic Rossby radius of deformation. J Phys Oceanogr 1998; 28: 433–
60.

87. Lauritzen PH, Nair RD and Herrington AR et al. NCAR release of CAM-SE in
CESM2.0: a reformulation of the spectral element dynamical core in dry-mass
vertical coordinates with comprehensive treatment of condensates and energy.
J Adv Model Earth Syst 2018; 10: 1537–70.

Page 15 of 15

D
ow

nloaded from
 https://academ

ic.oup.com
/nsr/article/10/6/nw

ad069/7081329 by guest on 18 Septem
ber 2023

http://dx.doi.org/10.1175/JCLI-D-12-00549.1
http://dx.doi.org/https://doi.org/10.1080/00431672.1974.9931702
http://dx.doi.org/10.1175/BAMS-D-18-0044.1
http://dx.doi.org/10.1175/BAMS-D-16-0133.1
http://dx.doi.org/10.1175/1520-0450(1999)0383c1311:HGSSAI3e2.0.CO;2
http://dx.doi.org/10.1090/noti2171
http://dx.doi.org/10.1090/noti2171
http://dx.doi.org/10.1029/2000JC900050
http://dx.doi.org/10.1029/2021JC017672
http://dx.doi.org/10.1016/j.scib.2022.03.009
http://dx.doi.org/10.1175/MWR-D-11-00215.1
http://dx.doi.org/10.1038/nclimate2118
http://dx.doi.org/10.1029/2019EA000865
http://dx.doi.org/10.5194/gmd-13-6325-2020
http://dx.doi.org/10.1007/s11430-021-9817-2
http://dx.doi.org/10.1029/2020GL089640
http://dx.doi.org/10.1111/gcb.14807
http://dx.doi.org/10.1029/2018MS001504
http://dx.doi.org/10.5194/gmd-15-4805-2022
http://dx.doi.org/10.1038/s41558-021-01266-5
http://dx.doi.org/10.1126/sciadv.abh3592
http://dx.doi.org/10.1029/2021MS002822
http://dx.doi.org/10.5194/gmd-14-603-2021
http://dx.doi.org/10.1175/1520-0485
http://dx.doi.org/10.1029/2017MS001257

