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Abstract— The Internet would be more efficient and robust if splitting between them, protocols can be easily tuned to
routers could flexibly divide traffic over multiple paths. Often, efficiently utilize network resources.

having one or two extra paths is enough for significant gains L ,
in security, performance, and reliability. However, suppat for Past work indicates that the Internet’s network-layer topo

Internet-wide multipath routing faces two significant barriers. 0gy has significant underlying path diversitfach network
First, multipath routing could impose significant computational is a collection of routers and links under the control of one
and storage overheads in a network the size of the Internet. entity, such as amnternet Service Provide(ISP) that offers
Second, the independent networks that comprise the Interrtewill connectivity to other networks or atub networkthat just

not relinquish control over the flow of traffic without approp riate id tivity to it d . In thi
incentives. In this paper, we survey flexible multipath routng provides connectivity 10 Its own users and services. In this

techniques which are both scalable and incentive compatibl Paper, we explore how to give stub networks greater end-to-
Techniques covered include: multihoming, tagging, tunnéhg, end path diversity. Extra end-to-end paths may arise becaus

and extensions to existing Internet routing protocols. a stub network is connected to multiple ISPs, individualdSP
Keywords: Internet, multipath routing, multihoming, tun-ha"e in_tradomai_n path diversity, or ISPs connect to eacéroth
in multiple locations. In fact, a measurement study of adarg
ISP found that almost 90% of Point-of-Presence (PoP) pairs
have at least four link-disjoint paths between them [4]. theo
study showed that, although Internet traffic traverses glein
Most currently deployed routing protocols select only path, 30% to 80% of the time, an alternate path with lower
single path for the traffic between each source-destinatigss or smaller delay exists [3].
pair. In this paper, we explore techniques that allofleaible
division of traffic over multiple paths. That is, we arguetth
an end host or edge network should have access to multiple o ) o
paths through the Internet, and direct control over which Unfortunately much of the existing path diversity in today’

traffic traverses each path. Application requirementsattict INt€rnet is never exploited. The scalability challengesnod-
the granularity of divisione.g, by IP address blocks (i.e., |ptipath routing is one of the reasons. Multipath routing vebul

prefixes), destination host, a Transmission Control Pmtodntroduce extra overhead in both teentrol planeand data
(TCP) flow, or a single packet. plane of the routers. In the control plane, routers exchange

information and compute the forwarding tables that the data
plane then uses to direct incoming packets to outgoing links

neling, scalability.

I. INTRODUCTION

Challenges: Scalability and Incentives

A. Motivation for Flexible Multipath Routing Multipath routing would increase the overhead in both the
Flexible Internet-wide multipath routing would offer manycontrol and data planes:
benefits, including the following: « Control-plane overhead:First, exchanging the extra

« Customizing to application performance requirements: topology or path information required for multipath
Different applications have different needs. If multiple  routing would consume extra bandwidth and processing
paths exist, VoIP and online-gaming traffic can use a resources. Second, storage overhead at each router would
low-delay path, while file-sharing traffic uses a high-  grow with the number of paths. Third, computing multi-
throughput path. In addition, an application can access ple paths would require more computational power.
more bandwidth by using multiple paths simultaneously. « Data-plane overhead:Forwarding traffic on different

« Improving end-to-end reliabilitylf multiple paths exist, paths requires the data packets to carry an extra header
traffic can switch quickly to an alternate path when a link  or label. In addition, forwarding tables need extra entries
or router fails. Similarly, if an adversary drops packets for each destination, thus consuming more memory; in
along a path, the traffic could be moved to an alternate addition, this data-plane memory is expensive, due to the
path to circumvent the adversary [1]. This is particularly — need to forward packets at high speed.
useful if disjoint paths are available. The ultimate flexibility would be for sources to see the entir

« Avoiding congested path¥/hen multiple paths are avail- Internet-wide topology and utilizanypath to each destination.
able, traffic can move to an alternate path to circumvemhis would create a large scaling problem, however, since
congestion. Despite problems with routing oscillation in

the ear|y ARPANET. recent work has shown how to 1in this paper we focus on the path diversity at the networledayhere
; is a large body of research on path diversity at the physagrl which is

dynamica”y Split traﬁi(_: over multiple paths in a Sta.bIQmportant for reliability and security, but the shared siglt the physical layer
fashion [2]. In fact, by just having two paths and flexiblere not visible to the IP routing system.



the Internet has more than 25,000 networks and many maoetwork learn multiple paths to reach a particular dedtinat
paths. Even if the scalability challenges were surmountabénd store all of them in a routing table. From the list of paths
accessingll paths would require many (or even all) networka router then applies a set of policies to selestrayle active
to cooperate, which may be unrealistic. Instead, it is moreute A router optionally advertises the active route to each
likely for ISPs to allow other networks to select from aneighboring network, depending on the business relatipnsh
small set of paths, under a specific business agreement Sidsing a path-vector protocol allows BGP to support flexible
business models in the Internet today bikateral, multipath local policies that give each network control over its indogn
solutions based on cooperation between pairs of networksd outgoing traffic. For example, a stub network, like nekwo
are much more likely to succeed than solutions that requifein Figure 1a, would not advertise routes learned frBnto
widespread cooperation between many (sometimes competi@g(and vice versa) becaude does not wish to carry transit
networks. Fortunately, multipath routing solutions thiatilt traffic between the two neighbors.
the number of additional paths and the coordination betweerToday’s BGP has two limitations as a single-path proto-
different networks are aligned with both goals—scalapilitcol. First, since only the active path is advertised, custom
and business incentives. As such, in this paper, we focus matworks are prevented from seeing alternate paths, imgud
solutions where stub networks select amongst a small setoofes they might prefer. Second, by using only the active,path
paths provided by a limited number of bilateral agreements,network does not have fine-grained control, and can only
rather than techniques that require a stub network to coenpbtlance traffic over multiple paths at the IP address blaek (i
and signal a complete, end-to-end path. prefix) level. Extending BGP to a multipath protocol, howeve
This survey focuses on multipath routing schemes witlequires alignment of economic incentives between netsvork
low overhead and minimal cooperation between networkBhe economic incentives are likely to grow stronger in the
The sections progress from deployed techniques to propos$edire as the demand for performance and robustness iegreas
solutions that are easily deployable, to techniques thigt rend customers are willing to pay for value-added Internet se
on new business models. We start by reviewing how Interngtes. Today, two networks usually have a customer-pravide
routing works today in Section Il, with an eye towards theelationship or a peering relationship. In a peering retehip,
limitations of the existing routing system. End-to-end tiaul two networks could mutually provide additional paths tokeac
path routing relies on two key capabilities: discoveringr&x other without any economic exchange, similar to how they
end-to-end paths and directing packets over them. Sedtiondarry traffic on peering links for free today. In a customer-
covers a range of solutions for flexible forwarding such gsrovider relationship, the provider could offer additibpaths
tunneling and tagging, for directing packets to differeaths, to its customers as a value-added service.
while Sections IV and V describe control-plane extensions One such example is multihoming, where a stub network
that enable networks to learn additional paths. In paw@iGul pays to connect to more than one ISP. The use of multihoming
Section IV discusses techniques for a single network toeaehi has seen a dramatic increase in recent years for two main
multipath routing, without requiring cooperation from eth reasons. First, as more enterprises rely heavily on thenete
networks. The impact of a single network on end-to-end pafibr their business transactions, having a second provisler i
performance is limited, however, and more end-to-end patinsportant to survive a failure of the other provider. Second
would be available if networks cooperated. Section V disess multihoming can be used to drive down the cost of Internet
techniques which only require cooperation between a pair @afcess. For example, the multihomed network can use a

networks. Finally, we conclude in Section VI. cheap ISP for most traffic and an expensive but better ISP
for performance-sensitive traffic. In Figure la, netwatk
Il. INTERNETROUTING TODAY is multihomed to networksB and C. Despite having two

dpstream routes, network can only balance load between

two at the prefix level, and only forwards traffic for each
géstination on a single path. So, while multi-homing presid
additional paths to stub networks, fine-grained controlaies
lisive.

In this section, we introduce the key routing protocol
used in today’s Internet. Routers use the Border Gate
Protocol (BGP) to exchange reachability information wit
neighboring networks. BGP is path-vectorprotocol, where
routing decisions are made based on local policies. Insif
a network, routers communicate using an Interior Gateway
Protocol (IGP). Most ISPs ruink-stateprotocols that perform B |ntra-domain: Link-State Protocol
shortest-path routing based on configurable link weighte T

link weights in IGP and the policies in BGP are configured Unlike the interdomain case, each network has full control
; ; o f its internal network. In addition, a network typically $a
by human operators to satisfy business objectives. 0
4 P bt : just tens or hundreds of routers, much fewer than the 25,000

) _ ) networks in the Internet. Inside a single network, eachewigt
A. Interdomain: Path-Vector Protocol and Multihoming  ¢onfigured with a static integer weight on each of its outgoin
Figure la represents a network-level topology, where edatks, as shown in Figure 1b. The routers flood the link wesght
cloud is a network and each link represents a physical cenndzroughout the network and compute shortest paths as the sum
tion, as well as the existence of a business relationshipd®st of the weights using Dijkstra’s algorithm. Each router uses
two networks. In a path-vector protocol, tlemtire routing information to construct a table that drives the forwardaig
path is exchanged between neighbors. Edge routers in eadth IP packet to the next hop in its path to the destination.



numbers). Packets within the same flow are normally
classified in the same way. One option is to mark the

Link-state protocols offer several advantages. Firstfinguis
based only on a single link metrice. link weights. Second,
to reduce message-passing overhead, routers only disstiemin  Type of Service (ToS) bits in the IP header, and later
information when the topology changes. Finally, by flooding forward the packet using the same bits.
the link-weight information, each router has a completewie « Mapping packets to pathhe edge routers can measure
of the topology and associated link weights. (or infer) path properties, to determine which path is
On the other hand, even though each router can see the best-suited to each class of traffic. By examining the
whole topology, the existing path diversity is under-exeid packet header, a packet can be mapped to an appropriate
[4]. Even when alternative paths have been computed, packet path. Designing a measurement infrastructure to monitor
towards a destination are often forwarded on a single path. path performance is challenging. One reason is that
Equal-cost multipatlis a commonly deployed technique where ~ measurements of path performance can be inherently

the routers keep track of aflhortestpaths, and then evenly
split amongst them. In Figure 1b, we see that routeas two
shortest paths to reach routgr In today’s IGPs, the traffic

would be divided evenly between the two paths. Even this

limited version of multipath routing is useful for fast réian

inaccurate; for example, round-trip time estimation is a
classic challenge. In addition, the inaccuracies can be
even greater in a competitive environment where other
networks may treat probing packets differently than data
packets to make paths look more attractive than they are.

to failures. In fact, some operators tune the link weights ®oth steps incur extra data-plane overhead. Though the over
create equal-cost multipaths [5]. head of marking packets and processing the marked packets
Multiple shortest paths enable the operator to balance logdminimal, the measurement overhead associated with moni-
and react quickly to failures, but does not enable the operaforing path performance can be significant, particularlhi
customize paths for different applications. An existindi@p measurements are fine-grained (e.g., the the destinatidix pr
for operators to customize paths inside their own networyel).
is the Constrained Shortest Path First (CSPF) protocol, anf multiple paths are associated with a particular class
extension of the shortest-path protocol. The path computgfltraffic, the router can send a fraction of the packets on
using CSPF is a shortest path fulfilling a set of constrainigach path, to balance load and circumvent congestion. In
A constraint could be minimum bandwidth required per linkgection I11-A, we survey existing techniques for forwarglin
end-to-end delay or maximum number of links traverse@ackets on alternate paths. In Section III-B, we discuss the
CSPF can be useful for a range of applicatiamsg, picking pros and cons of splitting traffic at different granulastiéVe
a low-delay path for a VoIP call, but cannot pick paths basggcus on existing techniques (round-robin, hashing, ana-flo
on dynamic constraints such as packet loss. cache), but also describe flowlet-cache, a promising tecteni
that is yet to be deployed.

IIl. TOWARDSFLEXIBLE FORWARDING

The most prevalent forwarding mechanism in the Internét Forwarding on Alternate Paths

today isdestination-based hop-by-hop forwardirigach router  Tynnelingis a widely available alternative to destination-
forwards a packet to an outgoing link based on the destimatiggged hop-by-hop forwarding that offers much more flexipili
address from the IP packet header and the corresponditga high level, tunneling establisheslagical link between
longest-prefix match entry in the forwarding table. For examyyo routers (or hosts). Forwarding packets over a tunnel
ple, in Figure 1b, a router will forward a packet destined fqjsyally involves “pushing” a header (or label) at the tunnel
j, independent of where the packet came from. Destinatiomgress and “popping” the header (or label) at the tunnel
based hop-by-hop forwarding leads to small forwardingetabl egress, in a process callezhcapsulation For example, in
but cannot realize flexible forwarding policies. For exaepl Figure 2, a packet going froms to F could be encapsulated
in Figure 1a, if networkd wanted to reactD via (B, C), but g ensure it travels through. At B, an extra header would
B wanted to reachD directly, thenA is forced to use path pe “pushed” on the packet to indicafé is the destination.
(A, B, D). Even when the forwarding table contains multipl@nce the packet reaches routdr the extra header would
next hops for the same destination, common practice wogd “popped” from the packet, the& would forward the
divide the traffic evenly amongst the multiple paths. packet toF hop-by-hop. Encapsulation can be implemented
In this section, we describe alternative schemes which fQﬁTough IP-in-IP tunnels or MultiProtocol Label Switching
ward traffic over multiple paths. This is useful for custoimg (MPLS). MPLS is a label-based forwarding mechanism that
paths for different applications. In order to decide whielttp encapsulates packets using labels. In either case, eratpsu
should carry a packet, an edge router or end host need to fijuires packets to carry an extra label or an extra IP header
classify a packet, and then map the packet to a correspondiRghe case of MPLS, each router also stores the label-based
path: forwarding table, although a label-based look-up is simple
« Packet classification:Packets can be classified basethan matching the longest prefix of the destination address.
on the requirements of the application. application may The path between the tunnel ingress to tunnel egress can
want low delay, high throughput, or a secure path. Thiepend on the underlying routing protocol, or the entire
application could be defined by a prefix, a destination, @ath can be specified explicitly. Encapsulation alone isroft
a TCP flow (source and destination addresses and psufficient for most application needs such as directing &gtac



to a particular egress point or through a particular networkCP sender would slow down the transfer. If the paths have
When the path between tunnel endpoints only depends on tleey similar delay, then weighted round-robin is a good choi
underlying protocol, the path adapts automatically when tldue to its low overhead and accurate splitting percentages.
topology changes. For example, in FigureRcould forward Hashinginvolves first dividing the hash space into weighted
the packet towards® one hop at a time. This implies if partitions corresponding to the outbound paths. Then packe
the link from C to D fails, the encapsulated packets wouldre hashed based on their header information and forwarded
transparentlyswitch to another path. Still, by only specifyingon the corresponding path. A flow is defined by the following
the endpoints of the tunnel, it is difficult to satisfy centai attributes in the packet header: source IP address, déstina
applications need®,.g, an end-to-end bandwidth requirementilP address, transport protocol, source port, and degimati
So for those specialized applications, explicit routingais port. Hashing ensures in-order delivery of most packetsesin
useful alternative. a flow is likely to be mapped to a specific path for its
Explicit routingspecifies every router (or network) along thentire duration. On the other hand, since flows vary drastica
path. The routers (or networks) along the path can be specifis their sizes and rates, it is difficult to realize accurate
directly in the packet header or indirectly through a labehie splitting percentages. Finally, if splitting percentagdsnge
packet header. One possibility is to implement explicittimyr  or a path fails, a flow is likely to be hashed onto a different
by specifying the whole router-level path with IP optionspath, possibly causing a few out-of-order packets durirgy th
In Figure 2, if the path sequended, B,C, D, E, F) is an transition.
explicit path for certain packets traveling frorh to F', then The best way to avoid out-of-order packets is to implement
A would know to forward to routeB based on the IP optionsa flow cache A flow cache is a forwarding table that keeps
in the packet header. An alternative is to implement explidrack which path each active flow traverses. A flow cache
routing with MPLS as a combination of Constrained Shorteehsures packets belonging to the same flow always follow the
Path First (CSPF) and Resource Reservation Protocol (RSV&me path. Another advantage of flow caching over hashing is
CSPF selects the path using a variety of metrics, while RS\®at when new flows arrive, they can be placed on any path,
is the signaling protocol used to set-up the path within glsin which leads to better control of dynamic splitting perceets
network. RSVP establishes a hop-by-hop chain of labels atthough the splitting percentages achieved are less aecur
represent the path and it reserves bandwidth along the pathtfvan in round-robin scheduling. The major drawback is that a
signaling in advance. At source end of the path, a label wouhigh-speed link could easily carry tens of thousands caratir
be pushed onto the packet based on information from tflews [6], leading the flow cache to consume a significant
packet header such as source address, destination addréssamount of additional memory in the router.
port numbers. Each intermediate router would do a label-look It is possible to reduce data-plane overhead and improve
up to find the outgoing label and outgoing link. Comparesbplitting ratios by dividing traffic at the granularity of gleet-
to tunneling, explicit routing does impose more data-plarmirsts, using dlowlet cache [6]. If the time between two
overhead (to swap the labels at each hop), though the owkrheaccessive packets is larger than the maximum delay diftere
is manageable when the number of explicitly-routed pathslietween the multiple paths, the second packet can be safely
limited. forwarded on any available path without the risk of packet
reordering. A flowlet cache is typically much smaller than a
flow cache, since there are significantly fewer active packet
bursts than active flows [6]. In addition, flowlet switching
The network management system may wish to balanakvays achieves within a few percent of the desired spijttin
traffic between multiple paths to achieve certain traffic epercentage, without reordering any packets. Overall, #owl
gineering objectives. For example, sendits of traffic on cache would be the best choice for most applications, afthou
one path and0% on another could lead to less congestioit is not yet implemented in routers today.
in the network. To achieve a splitting percentage deterchine
by the network management system, traffic can be switched |\, M ULTIPATH ROUTING BY A SINGLE NETWORK
onto different paths using four major techniques: rountifrp

. . In this section, we present incrementally deployable tech-
ha_shlng, fIc_;w cache, and flowlet cache [6]. Each _te_ChquFques which can be adopted by a single network. Each ISP
strikes a different trade-off between overhead, splittpey-

- > can exploit its internal path diversity, and a multihomeabst

centagq accuracy, and t.he “!(e“thd of pz?u:ket reordering. network can split traffic over multiple end-to-end paths.
A weighted round-robin will switch traffic at the granu-

larity of packets. Since packets are small in size, rourirro ] o
scheduling can achieve very accurate splitting percestage A Intradomain: Non-shortest Paths within an ISP
a small timescale. Round-robin scheduling also adds veryEach network can select its own IGP, allowing it to change
little extra overhead on today’s forwarding functions. Théhe protocol without requiring cooperation from otherslirik-
downside is that since different paths between the sameesouistate protocols, since link weights and topology inforimati
destination pair often have different delays, some packete already flooded to all routers, multipath routing does no
which belong to the same TCP flow could arrive out-of-ordencur extra dissemination overhead. One natural way toneixte
This is problematic as TCP considers out-of-order packatliink-state protocol is to compute thé-shortest paths rather
delivery as a sign of network congestion, and consequehdy, than just the shortest path. This is cumbersome for several

B. Flexible Splitting Amongst Multiple Paths
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reasons. To start with, computing th€-shortest paths is by installing multiple next-hops in the forwarding tablehi§
more computationally intensive (i.6Q(N log N + KN) for is not done in practice due to the extra control-plane owathe
a network with NV routers) than computing a single shortedtor ISP networks, edge routers would need to announce
path (i.e.,O(N log NV)). The forwarding-table size would alsomultiple paths to neighboring networks, and the neighlgprin
grow with the increase in number of paths per destinationetworks would now need to store multiple paths. In addjtion
Perhaps the biggest overhead increase is in the data planeneling would be needed to direct packets on any non-ttefau
where K tunnels need to be established between each sourngpath, as explained in Section llI.
destination pair. If each router does destination-basgat ho In a stub network, however, edge routers do not need
by-hop forwarding, then there is no guarantee packets woutd propagate any of the learnt paths. In addition, packet
travel on theK -shortest paths from source to destination. Thidassification is simpler for a stub network since the data
is significantly more cumbersome than the current hop-hy-hoates tend to be lower and all packets originate from a single
forwarding. domain. Therefore, stub networks are natural places taogtepl
Another approach is to run multiple instances of the linklexible splitting. Since applications are run at the edge, t
state routing protocol [10]. Instead of havingsimgleweight stub network also has direct knowledge of the application
associated with each link, each link hawector of weights. requirements. Flexible splitting enables a network to @lac
Each instance of the link-state protocol can just compute thifferent classes of traffic onto different paths and batdoed
shortest path and create a forwarding table for the correspoacross multiple paths. Balancing load between multiplesea
ing topology. The vector of weights does not lead to thallows for efficient use of network resources and can avoid
K shortest paths, but rather a shortest path for eaclk of potential routing oscillations. Luckily, flexible path setion
sets of link weights. Each set of link weights can be tuneatlds very little extra overhead on the data plane for a stub
independently to customize the paths to different appboat network, since choosing an outgoing link determines thizeent
for example, one set of weights could be tuned for higbath a packet will follow and no tunneling is required.
throughput and another for low delay. The link weights could
even be specialized to handle different failure scenahiothe V. CROSSNETWORK COOPERATION FORMULTIPLE PATHS

control plane, ifK routing instances run simultaneously, the When multiple networks cooperate, even more paths are
control-plane overhead would be exacftytimes as much as available than when a network acts alone. In addition to-scal

shortest-path routing. In the data plane, there are two Ways, v challenges, new business models must be put in pace
forward packets on the multiple topologies. The simpled(a

o . ~“"enable inter-network cooperatiog.g, charging for providing
more restrictive) way is for each packet to belong to a sing ditional paths. In this section, we focus on proposedraelse

topology [10]. Further benefits are possible when packets G@hich access additional paths with only limited cooperatio

switch between topologies based on network conditions, n@etween networks. Sources can encapsulate packets td direc
An alternate approach to multipath routing is to forwarg,o traffic through adeflection point-an end host or edge
traffic on all paths that make forward progress toward thg e that lies on an alternate path. This only requires a
destination [8], [9], based on a single set of link weightyaiera agreement between two parties. Sources can also
Each router can make local forwarding dec_|5|on§ based QBfect packets indirectly vitagging where a few opaque bits
the cost of the shortest path through each of its neighbdrs [@) the packet header are used to indicate dissatisfactiem wi
Forwarding packets only to routers that have a shorter paify current path. Tagging requires more networks to cotgera

to the destination guarantees that the path is loop-fre€T[8] gjnce routers need to be modified to forward packets based on
encourage the use of shorter paths, diminishing propatén tags.

the traffic would be directed on the longer paths. For example
in Figure 1b,i has two outgoing links along shorter paths to . . _ _
j. Since these paths have costsand 9, less traffic would A. Encapsulation: Forwarding through a Deflection Point
be placed on the path with co8t[9]. Under this scheme, the Encapsulation can be used to explicitly force traffic onto
path-computation costs are stil(V log V), since each router an alternate path with better performance properties. Agtac
will just run Dijkstra’s shortest-path algorithm. Compdre® would be encapsulated to first arrive at the deflection point,
shortest-path routing, forwarding along the “downwardthga then follow that deflection point’s default path to the deati
requires more entries in the forwarding tables. In addjtiotion [1], [7]. Deflections can occur at the application layer
there will be slightly more data-plane overhead in ordente i the network layer.
plement the splitting percentages, as explained in Setfion The easiest way to access another path is by deflecting
B. Still, each router can make local forwarding decisiortfirough another end host, which does not require cooperatio
without the use of tunnels. from or coordination between ISPs. First, averlay or
logical topology can be established between end hosts using
tunnels [11]. Then each end host can measure the end-to-end
performance properties of paths to a destination via othdr e
So far, we have described how to exploit path diversityosts. If a path with better performance is found, packets ca
inside a single network. Next, we will examine how tde deflected through another end host as seen in Figure 3. In
exploit interdomain path diversity. Many routers learn tiplé  addition to ease of deployment, application-layer defbedi
interdomain paths and could conceivably split traffic o are attractive because they avoid advertisement of additio

B. Interdomain: Fine-grained Splitting by a Multihomed IStu



paths. On the other hand, as the overlay grows in size, pgobimultipath routing. Routers already have data-plane sugpor
all paths through other end hosts imposes a significant amotorwarding on alternate paths through tunneling: encagbisul
of measurement overhead and does not scale beyond tenaraf explicit routing, though such techniques should be used
end hosts [11]. In addition, sending traffic through othed emmoderation for scalability reasons. We examine existing-te
hosts consumes edge link bandwidth and potentially incungjues for fine-grained traffic division, then propose fldwle
extra costs for the edge network. cache as a more accurate and scalable alternative. To access
A more scalable and efficient approach is for ISPs to proviageore end-to-end paths, stub networks can continue the trend
alternative paths [1], [7]. As seen in Figure 3, the deflettioof multihoming and extend it to perform fine-grained load
point can be an edge router inside a network, rather than lzedancing.
end host. While this approach requires more cooperatian fro Inside an ISP, multi-topology routing and forwarding on
(and between) ISPs, it is still incrementally deployable. T‘downward” paths are both light-weight and easily depldgab
ensure scalability, a network would only request an altdrea methods to leverage internal path diversity. Finally, wguar
path (perhaps with certain properties) from another ndtwfor that deflecting packets at the network layer is a promising
it is unhappy with its default path. For example in Figure 3yay to access more end-to-end paths with limited cooperatio
the source could request an alternative path from its pesvicbetween networks, though new business models are needed
network A for reaching the destinatioR, networkA can then to enable inter-network cooperation. We believe that more
choose to forward traffic on the alternative pdth, C, D), research could be done to better quantify the trade-off &etw
possibly for a price. Encapsulation would be used to deflemterhead and performance for the more heavy-weight solu-
the packets through network. The amount of control-plane tions, including end-to-end signaling techniques not syed
overhead is directly proportional to the portion of networkin this paper. As technology advances, routers may become

unhappy with their default paths. more capable of handling the overhead, making a wider range
of solutions viable in practice. In addition, the economic
B. Tagging: Requesting an Alternate Path incentives for providing value-added services will likgjsow

in the future and hopefully motivate the creation of newinte

An alternauve to encapsulation is for end-hosts to SIMPetwork business models that enable Internet-wide muitipa
tag their packets to request an alternate path [10], [8], W|th0|.lOutin 9

knowing the details of the path. A router forwards an incagnin

packet on the default path or an alternate path, based on

the associated tag. Alternative paths inside an ISP can be

constructed by one of the methods described in Section vV-A.We would like to thank Dan Wendlandt, Vytautas Valancius,

Tagging without path visibility is effective when an end-toRui Zhang, Yi Wang, Haakon Larsen, and Tian Lan for their

end path is undesirable due to one particular segment of f§gdback on earlier drafts of this paper. We also like to khan

path. For example, the path could contain a low capacity, linRUr shepherd Steve Uhlig and the anonymous reviewers for

a high delay link, or a point of congestion. In these casdeir insightful comments.
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(a) Topology between 4 network® andC are ISPs (b) Topology inside netwotk
A and D are stub networks

Fig. 1. Sample inter-network topology, with a close-up ore oetwork.
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Fig. 2. lllustration of how a tunnel works.
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Fig. 3. The default path, shown in solid line is through net®. Deflection through network C is possible either with aentay (dot-dash line) or through
an ISP (dashed line).
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