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Abstract 

Two beliefs motivate the authors of this paper. The first is 

that learning is key to the development of human intelligence. 

The second is that a synthesis of human expertise and infor- 

mation technology is key to the creation of more intelligent 

organizations. To explicate the first, a trimhic theory of hu- 

man intelligence is presented and its implications zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare explored. 

Specifically, p u p  knowledge-acquisition techniques for cap- 

turing and using human expertise are emphasized. To illustrate 

the second, a collaborative metasystem is proposed as a mech- 

anism to help individuals and organizations manage personal 

and corporate knowledge systems and thereby deal intelligently 

with environmental uncertainty and equivocality. 

Introduction 

Following Stemberg (1985, 1988), intelligence is defined in this 

paper as purposive adaptation, shaping, and selection of envi- 

ronments relevant to an individual’s or an organization’s com- 

petencies and activities. An instrumental process that makes 

one experience available for use in other experiences so that 

they can be successfully managed, it requires use of suitable 

means and must result in positive outcomes. It is concept that 

few people completely understand. Unaware that traditional 

tests measure only a small subset of the skills required for ef- 

fective everyday performance, many equate human intelligence 

with an IQ score. Others confuse it with academic performance. 

The latter typically involves tasks that: are well defined, have 

been formulated by other people, are almost devoid of intrin- 

sic interest, have required information available from the be- 

ginning, are removed from an individual’s normal experience, 

have but one correct answer, and often have only one method 

of correct solution (Neisser 1976). These seven characteristics 

rarely, if ever, apply to the situations that people must man- 

age in everyday, as opposed to academic, settings. Similarly, 

the concept of intelligent organizations needs explication and 
clarification. A basic reason for organizing is to enable people 

to negotiate and communicate the relevant meanings of intel- 

ligent behavior, jointly establish appropriate goals, and share 

and refine their experiences so that together they can discover 

ways to use experience to establish more effective and prof- 

itable relations with entities in the environment. Given this, 

the concept of organizational intelligence, as compared with 

that of individual intelligence, includes the notion of interper- 

sonal collaboration. 

A general assumption of this paper is that it pays to understand 

intelligence and to try to improve it. To begin the attempt, it 

is of utmost importance to understand that intelligence is mal- 

leable and that individuals and organizations can decide to be 

and become more intelligent. Next, it is important to understand 

that knowledge is central to intelligent performance (Henmon 

1921, Scribner 1986). For those whose work has a significant 

cognitive component, high levels of performance depend pri- 

marily upon knowledge of the problem domain as well as upon 

the ability to make broad searches of memory in order to re- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
m zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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meve relevant ideas and information (Frederiksen zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1986). It is 

also helpful to know that the primary form of intellectual devel- 

opment in adulthood is represented by changes in declarative 

and procedural knowledge systems associated with education, 

occupational life, and other experiences of adult life (Dixon 

and Baltes 1986). Declarative knowledge (knowledge about 

“what”) comprises all the facts, theories, generalizations, likes 

and dislikes, and personal memories that individuals store in 

long-term memory. It includes, for instance, information about 

an organization’s norms for corporate performance and its mar- 

keting strategies. In contrast, procedural knowledge (knowl- 

edge about “how”) is dynamic and embraces specialized rules 

for manipulating information. It includes procedures such as 

knowing how to allocate resources to goals or how to identify 
the most important issues in a complex situation. Declara- 

tive knowledge often facilitates creative behavior by providing 

insights about where known procedures might work, whereas 

procedural knowledge contributes to efficient performance in 

routine situations. Because practical knowledge of either type 

derives principally from experience, it can be considered falli- 

ble (e.g., Campbell 1974, Toulmin 1961). 

This means that to improve their intelligence individuals and 

organizations need to learn and to keep on learning, constantly 

trying to absorb and grow from new kinds of experiences (Stern- 

berg 1988). To do this, they need to set clear knowledge- 

acquisition goals, implement and monitor a learning program, 

and seek zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAor create intemal environments in which there is a 

sense of shared purpose and accomplishment zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAso that individ- 

uals and groups are supported in these activities. In addition, 

organizations must develop and communicate a vision of the 

enterprise as a learning-centered social system in which in- 

dividuals and groups are expected to challenge organizational 

theories and actions. Following that, they need to identify the 

cognitive, task, and social contributions that individuals and 

groups can make to corporate intelligence and to develop clear 

cognitive, task, and social goals for the enterprise as a whole 

as well as for individuals at different stages of skill acquisition. 

Finally, they must provide facilities and mechanisms for bring- 

ing people together so that they can share their experiences and 

refine their learning, task, and social behavior. 

A triarchic theory of intelligence that explicates the relationship 

of learning to intelligent performance will be presented in the 

next section of this paper. Knowledge-acquisition techniques 

for capturing and using human expertise will subsequently be 

developed. Following that, a collaborative modeling system 

will be proposed as a mechanism for helping individuals and 

organizations improve their performance. 

The Triarchic Theorv of Intelligence 

Stemberg’s (1985, 1988) triarchic theory of human intelligence 

is composed of three subtheories that attempt to explain the 

context of intelligence, its relationship to the intemal world of 

the individual, and its relationship to the experience of the indi- 

vidual. The first subtheory addresses the questions of what be- 

haviors are intelligent and where they are intelligent. It claims 

that contextually intelligent behavior involves: adaptation to 

an existing environment; selection of a better environment; or 

shaping of the present environment so as to render it a bet- 

ter fit to the individual’s skills, interests, or values. Because 

levels and patterns of intelligence and their manifestations are 

affected by socialization processes, intelligent behavior is not 

exactly the same thing across different cultures, but neither is 

it entirely different. What appears to be common to intelligent 

people in various contexts is the ability to adapt in order to 

fit their settings and, when necessary, to modify them so as to 

achieve a better person-environment fit. Similarly, an impor- 

tant characteristic of an intelligent organization is the ability to 

make its view of the future a reality by understanding itself and 

its competitive environment and then judiciously implementing 

and monitoring key strategies so that a better fit is realized. 

The second subtheory attempts to answer the question of when 

behavior is intelligent by explicating the relationship of intelli- 

gence to experience. It posits that for a given task or problem 

contextually appropriate behavior- may not be equally intelli- 

gent when differences in individuals’ experience with the task 

or problem are considered. In other words, the extent to which 

tasks or problems require intelligence depends upon an indi- 

vidual’s experience with them. Stemberg (1988) suggests that 

intelligence is best demonstiated when people are confronted 

by relatively novel tasks or problems or when they are in the 

process of automatizing task or problem procedures. The bet- 

ter people are at one, the more cognitive resources they have 

available for the other. For instance, most adults’ reading skills 

are so well practiced that they can devote most of their cogni- 

tive energies to an activity like framing an effective response 

to a memo rather than to the processes of translating words 

into meaning. Likewise, when organizational systems shoot 

information to those with a need to know while automatically 

shielding them from irrelevant or untimely reports, it becomes 

possible for an enterprise to exercise real-time control over 

strategy implementation. 

The third subtheory addresses the question of how intelligent 

behavior is generated. In doing so, it explicates the mental pro- 

cesses involved in thinking. The assertion is that good prob- 

lem solving always requires interactions among three sets of 

processes. The first includes executive activities that help peo- 

ple plan and assess their cognitive behavior, set performance 

standards, take remedial action, and determine their own re- 

wards for effective behavior. These executive processes occur 

in the context of individuals’ long- and short-term goals and 

their awareness of personal, task, and strategy variables. On 

the organizational level, they are reflected in activities such 

as discussions about the value and futurity of alternative deci- 

sions. The second includes performance processes that carry 

out the strategies determined by prior executive activities. For 

instance, it is not enough to decide to study a strategic altema- 

tive; an individual must, finally, undertake the research. Simi- 

larly, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAan organization must weld strategic thinking to effective 

strategy execution if it is to achieve its long-range objectives. 

Knowledge-acquisition processes complete the set of activities. 
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Intelligent individuals and organizations have-whether formally 

or informally-developed expertise in acquiring the knowledge 

required for effective and successful behavior in a variety of en- 

vironments. For example, individuals who have explicit knowl- 

edge of the learning-to-learn strategy, elaboration, focus on re- 

lated prior knowledge, experiences, and beliefs that come to 

mind while they are trying to learn in order to provide points 

of connection to ambiguous situations. In like manner, orga- 

nizations can encourage individuals and groups to challenge 

organizational theories and actions as well as provide facili- 

ties and mechanisms for bringing people togeth-er so that they 
are able to share their experiences and refine their behavior. 

Because knowledge-acquisition processes like these zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare key to 

intelligent performance, the paper focuses on this third group 

of processes. 

Human Performance 

For more and more people, thinking (or problem solving) is be- 

coming the essence of work (Zuboff 1988). Seldom, however, 

is the importance of knowledge acquisition to effective think- 

ing made clear. Nor are people at work generally taught what 

learning is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAor how to learn. This means that the knowledge 

that most people have about acquiring and using information 

is generally incomplete and much of it is tacit. Learning is a 

relatively permanent change in behavior or knowledge brought 

about by practice or experience (e.g., Bransford 1979, Norman 

1982). Information is encoded and transformed into knowledge 

by means of four processes. These are selection, construction, 

integration, and acquisition (Cook and Mayer 1983). During 
selection, individuals first attend to environmental stimuli and 

then transfer some of these stimuli f” short-term memory 

to working memory. During construction, learners forge con- 

nections in working memory among ideas present in this new 

information. Building intemal connections (Mayer 1982) leads 

to the development of a coherent schema (Bransford 1979) that 

holds the information together. In integrating new information, 

learners search for related knowledge in long-term memory. 

If it is found, it is transferred to working memory. Mean- 

ingful connections can then be built between new and prior 

information. When individuals do not have appropriate prior 

knowledge, integration can be difficult, if not impossible. Dur- 

ing acquisition, learners actively transfer integrated information 

from working memory to long-term memory where it is held 

until it is required. Selection and acquisition determine how 

much is learned. Construction and integration, on the other 

hand, determine the coherence of what is learned and how it is 

organized When learning is conceived of in this way, it is clear 

that the knowledge people acquire is, in effect, constructed by 

their own cognitive processing. 

Cognitive psychologists have demonstrated that intelligence de- 

pends to a great degree on the use of domain-independent learn- 

ing strategies as well as domain-dependent ones (e.g., Campi- 

one and Brown 1979, Weinstein 1988, Weinstein, Ridley, Dahl, 

and Weber 1989). Effective problem solvers use powerful, but 

usually informally acquired, strategies for acquiring informa- 

tion, storing it in memory, retrieving it as needed, and sub- 

sequently using it to fashion and monitor their solution plans. 

Generally, learning strategies can be thought of as thoughts 

and behaviors in which learners are active in generaung pro- 

cesses that facilitate encoding in such a way that knowledge 
integration and retrieval are enhanced (Mayer 1980). These 

are general strategies that can be learned. Moreover, they can 

be deliberately used to learn and thereby improve performance 

in any domain (Weber, Chen and Weinstein 1989a, 1989b). 

For instance, to function well at work, people need to select 

goals for which intemal and extemal sources of support are 
available (Dixon and Baltes 1986). In establishing knowledge- 

acquisition and performance goals, managers and workers can 

use learning strategies that help them generate favorable in- 

ternal contexts that facilitate learning. This includes contexts 

that help them manage the effects of anxiety on performance. 

Cognitive worry, a major component of anxiety, is manifested 

in negative self-referent statements that divert attention and en- 

ergy away from learners’ tasks and focus them inward on self- 

criticism or on irrational fears. To avoid such effects, learners 

need to become aware of and monitor their “self zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtalk,” replacing 

criticism with encouragement (Weinstein, Schulte and Palmer 

1987). 

People at work must also find or generate supportive extemal 

environments to support their learning and problem-solving ac- 

tivities. Not only do healthy individuals in supportive settings 

have the capacity to maintain or increase high levels of func- 

tioning in domains of interest to them, but the level and rate 

of their intellectual development vary as a function of cogni- 

tive complexity and demands of work environments. Practical 

thinking or problem solving is embedded in the larger purposive 

activities of daily life, and it functions to achieve the goals of 

those activities. These goals may involve mental and/or manual 

accomplishments but, whatever their nature, practical thinking 

is instrumental to their achievement. Because practical thinking 

is simultaneously adaptive to ever-changing conditions in the 

environment and to the purposes, values, and knowledge of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAthe 
individual and the social group (Scribner 1986), it requires the 

acquisition and use of specific knowledge that is functionally 

important to the larger activities in which intelligent perfor- 

mance is embedded. Kusterer (1978), who studied knowledge 

on the job, suggested an underlying principle accounting for 

the remarkable selectivity of some areas of working knowl- 

edge: people at work acquire knowledge in a problem-solving 

mode. That is, knowledge acquisition varies greatly among 
individuals, but general functional principles apply. Whether 

an individual’s fund of practical knowledge is large or small 

is related to the diversity of functions carried out and their de- 

gree of standardization. For example, people who must manage 

complex problems require more and better-organized stores of 

working knowledge than do those who generally deal with rou- 

tine problems. 

Organizational Competencies 

Three primary objectives that organizations must pursue in or- 

der to improve their performance have been presented. These zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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include development of a learning-centered environment, iden- 

tification of the contributions that individuals and groups can 

make to corporate intelligence, and provision of facilities and 

mechanisms for bringing people together zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAso that they can share 

their experiences and refine their leaming, task, and social be- 

havior. In the following paragraphs, organizational competen- 
cies will be discussed. Competencies are attributes of an or- 

ganization that are necessary for effective performance in a 

particular environment. They can be classified into two broad 

types: usable knowledge related to a set of functions and pro- 

cesses that bear on effective use of that knowledge (cf. Klemp 

and McClelland 1986). They include what successful managers 

know and ways that elicited managerial expertise can be used. 

The knowledge that successful managers possess is important 

because it is largely on their skills that the future of the orga- 

nization depends. Klemp and McClelland (1986), who looked 

at the qualities of successful managers, found that procedu- 

ral knowledge is of utmost importance to skilled managerial 

performance. This involves skills like knowing how to exert 

power to make sure that things get done, knowing how to get 

cooperation from groups, and knowing how to use symbols to 

influence the ways that people act. Further, their research re- 

vealed that these strategies tend to be linked to levels in the 

organizational hierarchy. For instance, foremen need to know 

how to tell workers what to do. Middle managers need to know 

how to work with others. Top managers need to know how to 

use symbols to make an impact on the organization as a whole. 

Each of these general strategies, in tum, appears to be depen- 

dent on a level of intellectual functioning. Thus, for managers 

to direct people effectively, they must know how to plan and 

be able to see the implications of their plans. To work well 
with others, they need to know how to collect feedback so that 

they can determine where organizational changes are required 

and how and with whom they can work to bring about those 

changes. To manipulate symbols effectively, they need to know 

how to form the pieces of information they have collected into 

a coherent pattem. 

It can be difficult to formalize the knowledge that helps expert 

managers perform in a skilled manner. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA major reason for this 

is that after extensive experience with problematic situations, 

strategies for recognizing particular patterns and implement- 
ing appropriate procedures begin to be automatically applied. 

As automatization increases and people move from rule-guided 

“knowing that” to experience-based “knowing how,” explicit 

awareness of procedural knowledge decreases. Eliciting such 

expertise, while difficult, is not impossible. In the research re- 

ported below, effective methods were developed for accessing 

and refining the knowledge of organizational experts. There 
are certainly many uses for it. Building expert systems comes 

immediately to mind. H. Dreyfus and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAS. Dreyfus (19861, who 

identified five stages of skill acquisition ranging from the rule- 

based behavior of novices to the nonreflective actions of ex- 

perts, are convinced that because much of an expert’s behavior 

is intuitive it is highly unlikely that expert systems will ever 

be able to deliver more than competent performance. Even if 

this is true, expert systems can be helpful to novices who typ- 

ically begin by leaming to identify relevant facts and features 

and acquiring rules for determining appropriate actions. Expert 

systems can also be used as decision aids in routine situations 

or as sources of deliberative judgments in those organizations 

that do not have the required human skills. Elicited expertise 
can be used in training programs. For instance, individuals can 

be taught general leadership and management skills like those 

identified by Klemp and McClelland (1986) as well as organi- 

zationally or functionally specific procedures and facts elicited 

from and verified by groups of organizational experts. 

Knowledge Acquisition as a Group Process 

Knowledge engineers interested in working toward improve- 

ments in organizational performance must think of knowledge 

acquisition as a group process. Complex problems require the 

talents and resources of many individuals. Organizational intel- 

ligence can be thought of as collaborative and purposive adap- 

tation, shaping, and selection of environments relevant to an 

enterprise’s objectives and competencies. This view of the con- 

cept implies that improvements in organizational performance 

are related to the ability and inclination of individuals and coali- 

tions to jointly refine their professional knowledge as well as 

negotiate and communicate the relevant meanings of intelligent 

behavior within the organization. In other words, organizations 

interested in high levels of performance should concentrate their 

collective efforts on the goal of helping groups of individuals- 

as the agents of organizational intelligence-elaborate, main- 

tain, and transform their declarative and procedural knowledge 

systems (Lee and Courtney 1989, Weber, Chen and Weinstein 

1989a, 1989b). 

Three generic knowledge-acquisition processes need to be sup- 

ported. These are selective encoding, selective combination, 

and selective comparison. Stemberg (1988) suggests that these 

processes are relevant to acquisition of declarative and procedu- 

ral knowledge in virtually all domains of knowledge. In selec- 

tive encoding, the group must distinguish between relevant and 

irrelevant information (Schank 1980). When complex or am- 

biguous situations must be managed, this is a critical task. The 

group is likely to find it very difficult to identify information rel- 

evant to the organization’s purposes in the masses of purpose- 

irrelevant information presented in the environment. Distin- 

guishing between relevant and irrelevant information does not 

create new knowledge structures. The group must combine en- 

coded information in such a way as to form it into meaningful 
and credible pattems (Mayer and Greeno 1972). When difficult 

problems are encountered, these meanings and pattems as well 

as their significance must be determined through consultation 

and negotiation. In selective comparison, the group must re- 

late newly acquired or retrieved information to what it already 

knows. In the case of to-be-learned information, a relation 

must be noted between it and something previously encoded. 

In the case of newly retrieved information, an item just re- 

trieved from memory is suddenly seen as related to something 

else and thereby comes to be understood in a new way. De- 
cisions about what items of information to encode and how to 
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combine them are guided by what is already known. Because 

new information is all but useless if it is not somehow related 

to what someone already knows (Mayer and Green0 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1972). the 

composition of the group-its skills zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand domains of expertiseis 

extremely important to the overall process. 

use of a GDSS Environment 

The knowledge-acquisition methodology described below was 

designed to support groups involved in building expert systems. 

It was tested in the development of a help system designed 

for an information center in a large corporation (Liou 1989, 
Liou, Weber and Nunamaker in press). The Group Decision 

Support System (GDSS) environment was found to facilitate 

the group knowledge-acquisition process. A GDSS is an inte- 

grated computer-based system that is designed to help groups 

deal with unstructured or semi-structured tasks (DeSanctis and 

Gallupe 1987). Its goals zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare to reduce the process loss asso- 
ciated with disorganized activity, member dominance, social 

pressure, inhibition of expression, and other difficulties com- 

monly encountered in groups and, at the same time, to increase 

the efficiency and quality of the end results (DeSanctis and 

Gallupe 1987, Huber 1984, Turoff and Hiltz 1982). As used in 

this paper, the term includes the notions of computer-supported 

collaborative work, group support systems, and group meeting 

systems (Dennis, George, Jessup, Nunamaker and Vogel 1988). 
A GDSS environment includes hardware, software, people, and 

facility (DeSanctis and Gallupe 1987). In addition, Dennis 

and his colleagues included procedures as a component of a 

GDSS environment. Facilitation is another important part of a 
GDSS environment (Vogel, Nunamaker. Applegate and Kon- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
synski 1987). In the help-system field study, Liou found that 

knowledge acquisition q u k d  all six of the above. 

In the field study, six advantages of using a computer-supported 

cooperative approach were identified. First, interaction among 

experts resulted in an enlarged and enriched domain of acquired 

expertise. Second, because knowledge extraction from individ- 

ual experts was performed in parallel. time was saved. Third, 

conflicts were surfaced and resolved during the knowledge- 

extraction phase. Fourth, knowledge was documented elec- 

tronically zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAso that process loss was reduced and accuracy was 

increased. Fifth, the structured techniques that were used in- 

creased the efficiency and effectiveness of the knowledge- 

acquisition process. Sixth, because the time required to elicit 

information was significantly reduced, experts were not 

reluctant to commit themselves to the project. 

The Methodology 

The activities involved when knowledge engineers use a GDSS 

environment to elicit expertise can be decomposed into four 

phases: planning for knowledge acquisition, knowledge ex- 

traction, knowledge analysis, and knowledge verification. The 

four stages comprise fourteen steps. The steps are summarized 

and mapped to the knowledge-acquisition phases in Table 1. 
As noted above, this methodology was designed to support 

groups involved in the development of expert systems. When 

GDSS environments are used to structure and support face-to- 

face meetings in other areas, for instance, planning, consensus 

building, and negotiation, this methodology must be modified. 

Planning for Knowledge Acquisition. Like the analysis phase 

of the system development life cycle, planning is the most im- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- -  
portant ph& of knowledge acquisition, and like analysis and 

design, it begins with an attempt to understand the application 

domain. No matter what methods or techniques a knowledge 

engineer uses to acquire knowledge, an understanding of the 

terminologies, concepts, and problem-solving strategies of the 

application domain is necessary. The goal is not to turn knowl- 

edge engineers into experts. Rather the goals are to increase 

KA Phases 

F'lanning for Knowledge 
Acquisition 

Knowledge Extraction 

Knowledge Analysis 

Knowledge Verification 

Steps 

Understanding the domain 
Defining the problem scope 
Identifying knowledge applications 
Developing the process models 
Identifying the participants 
Planning the sessions 

Explaining the approach 
Discussing session objectives 
Conducting the sessions 
Debriefing the expert team 
Analyzing session outputs 
Developing representations 

Developing test scenarios 
Verifying knowledge with team 

Table 1: Knowledge-Acquisition Phases and Steps 

the effectiveness with which they communicate with experts 

and the clarity with which they understand the domain. 

The next step is to set initial boundaries on the scope of the 

problem. This makes it possible to identify domain experts who 

can then assist managers and knowledge engineers in refining 

and specifying the issues of interest. The degree to which 

types of individuals should be involved is related to the uses 

to which the elicited knowledge will be put. For instance, 

manager involvement helps ensure that an expert system will 

serve a meaningful purpose. 

To maximize the benefits of using a GDSS environment, knowl- 

edge engineers must select tools that support the process in the 

most effective manner possible. To do this, they must deter- 

mine the ways elicited information will be used. The sequence 

of user tasks must be identified and analyzed These are then 

represented by one or more process models that can be imple- 

mented by computer-based tools, by group-process techniques, 

or by a combination of both. In a GDSS environment, it is 

relatively easy to provide both kinds of support. 

Because participation in knowledge-acquisition sessions is usu- 

ally limited to experts and facilitators, it is important that they 

be selected wisely. Individual attributes that should be con- 
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sidered include domain background, customer authorization, 

availability, personal characteristics, and attitudes (McGraw 

and Harbison-Briggs zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1989). Domain background includes the 

experiences people have had and the ways in which they have 

used their expertise. Customer authorization refers to the is- 

sue of who decides whether an individual is an expert. Only 

those who expect to use the expert system should be able to 

warrant expertise. Because they may influence the transfer of 

information to the knowledge engineer, personal characteristics 
and attitudes should also be taken into consideration. These 

include an individual’s sense of humor, ability to send as well 

as receive information, sense of commitment, patience, meta- 

knowledge, willingness to participate, honesty, and persistence 

(McGraw and Harbison-Briggs). Identification of the facili- 

tator is also extremely important. Facilitation requires tech- 

nical competence, communication skills, domain knowledge, 

and group facilitation skills. Technical competence includes 

understanding the group tools: how to use them, their pur- 

poses and limitations, and how they work together to support 

the knowledge-acquisition process. Group-facilitation skills re- 

quire a sound understanding of group dynamics and the ability 

to work within the constraints of those dynamics to help the 

group achieve goals. Facilitators who zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare not knowledge en- 

gineers must be aware of the expectations of the knowledge 
engineers who plan and organize the sessions and of the ex- 

perts who take part. 

Planning knowledge-acquisition sessions is the final step in this 

first stage. Objectives of each group session must be identified. 

A session agenda describing objectives, participants, duration, 

input, processes, expected output, and the overall sequences of 

events must be developed. Input files such as discussion topics 

and background information should be prepared. Intermediate 

activities between sessions must be scheduled. These may in- 

clude backing up and reviewing session outputs and preparing 

files for subsequent sessions. 

Knowledge Extraction. The primary activity during this phase 

is to promote selective encoding, selective combination, and 
selective comparison. A series of sessions may be required. 

Each may be focused on a different objective and use differ- 
ent techniques and tools. The first session must begin with 

an discussion of knowledge acquisition, knowledge-acquisition 

techniques, and group-support tools. Additionally, participants 

must be given an overview of the objectives of the entire se- 

ries of sessions in order to reduce potential misinterpretations 

during the process. In subsequent sessions, knowledge engi- 

neers must explain specific objectives, techniques to be used, 

and expected results. 

Structured procedures should be used in running sessions. A 

structured procedure applies such techniques as brainstorming 

and voting to acquire knowledge from a group of experts, or- 

ganizes sessions according to particular process models, and 

integrates inputs and outputs from session to session. A con- 

tingency plan and frequent backup of session outputs are rec- 

ommended in case of a system failure or any other unexpected 

problems. 

Debriefing should address the tasks of summarizing and cor- 

rectly recording the problems, solutions, and ideas raised by 

participants. Experts should be encouraged to request or sug- 

gest clarification of issues that were raised. The process offers 

knowledge engineers an opportunity not only to obtain consen- 

sus from experts but dso to elicit data concerning an expert’s 

degree of certainty or belief in the information obtained. While 

certainty or validity of rules for a knowledge base is always 

important, it is extremely zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAso in situations in which more than 

one expert may have contributed ideas or in which ideas were 

consolidated based on discussion among them (McGraw and 

Seale 1987, 1988). As the session concludes, the knowledge 

engineer should identify action items, parties responsible for 

specific tasks, and target completion dates. 

Knowledge Analysis. The primary task of this phase is to an- 

alyze outputs from knowledge-acquisition sessions. Heuristics, 

concepts, or classification structures are analyzed and formal- 

ized into representations that may be in the form of heuristic 

rules, frames, objects and relations, semantic networks, and 

classification schemes. These representations are then trans- 

ferred into particular representation schemes that are supported 

by the expert system building tool. Although implementation 

of the expert system is not an issue in knowledge acquisition, 

it determines what knowledge-representation schemes can be 

used. Thus, knowledge engineers must decide how an expert 

system is to be implemented in terms of selection of expert 

system building tools, knowledge-representation schemes, and 

inference methods before the analysis phase begins. 

Knowledge Verification. This phase focuses on verifying heuris- 

tics, concepts, and classification structures. Scenarios are de- 

veloped to test the system’s capabilities. Formalized represen- 

tations are discussed with the group of experts. Demonstrations 

of the prototype system are also helpful. Represented knowl- 

edge can be refined by looping back to the knowledge-analysis 

phase, whereas reformulation of heuristics, concepts, or clas- 

sification structures must be accomplished by returning to the 
knowledge-extraction phase. If knowledge captured in the pro- 

totype system does not provide solutions to problems, redesign 

of the knowledge-acquisition sessions is necessary. This re- 

quires rethinking the knowledge-acquisition approach as well 

as procedures to acquire knowledge. 

An environment has been described that helps groups of organi- 

zational experts identify and refine the information that matters. 

Additionally, it has been emphasized that the performance of in- 

dividuals depends primarily upon their knowledge of the prob- 

lem domain and their ability to make broad searches of memory 

in order to retrieve relevant ideas and information (Frederiksen 

1986). Consequently, it is vital that organizations interested in 

high levels of performance concentrate their collective efforts 

on the goal of helping individuals and groups of individuals- 

as the agents of organizational intelligence-elaborate, maintain, 

and transform their declarative and procedural knowledge sys- 

tems. In the next section, a collaborative metasystem is pro- 

posed as a mechanism for helping individuals and organiza- 

tions manage personal and corporate knowledge systems and 
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thereby deal intelligently with environmental uncertainty and 

equivocality. 

Systems Support in Uncertain 

and Equivocal Environments 

One of the greatest challenges of information professionals is 

to develop information-processing mechanisms that help indi- 

viduals and organizations cope effectively with uncertain and 

ambiguous environments. Enterprises encounter uncertainty 

when people do not have the information they need to perform 

their tasks (Galbraith zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1977). Consequently, managers in uncer- 

tain situations zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAtry to find decision rules, information sources, 

and structural designs that help them learn enough to succeed 

in their assigned responsibilities. Equivocality is encountered 

when there are multiple and conflicting interpretations of or- 
ganizational reality (Weick 1979, Daft and Macintosh 1981). 
Managers in equivocal circumstances exchange views to clarify 

ambiguities, define problems, and enact a shared interpretation 

that directs f u m  activities. Ambiguous situations may also re- 

quire new data as well as clarification and agreement about the 

meaning and implications of that data (Daft and Lengel 1986). 

Daft and Lengel (1986) argue that information of sufficient 

richness can reduce equivocality and provide enough data to 

reduce uncertainty. In their view, rich media are personal and 

involve face-to-face communication, while media of lower rich- 

ness, like management information systems (MIS), are imper- 

sonal and rely on rules, forms, procedures, or data bases. They 

reason that MIS have a role to play in the reduction of uncer- 

tainty, but that they cannot help managers deal with equivocal- 

ity. Further, they believe that to reduce ambiguity, structural 

mechanisms must enable debate, clarification, and enactment. 

Because GDSS environments support the generic knowledge- 

acquisition processes of selective encoding, selective combina- 

tion, and selective comparison, they help managers overcome 

different frames of reference and process complex, subjective 

messages. Consequently, they can be classified as rich media. 

For instance, Weber, Smith and Ram (1987) and Nunamaker, 

Weber and Chen (1989) discussed the use of GDSS environ- 

ments in crisis planning. Here the objective is to help organi- 

zational leaders enact a shared interpretation or model of the 

enterpriseits values, goals, strengths, and weaknesses-so that 

together they can intelligently meet environmental challenges 

and opportunities. The assumption underlying the process is 
that managers who have previously negotiated a model of in- 

telligent crisis behavior have an initial frame of reference that 

can make concerted future action both more timely and more 

effective. 

MetaPlex 

In this section, a metasystem that nurtures managerial learning 
and facilitates interpersonal as well as intraorganizational inter- 

actions and communications will be discussed. MetaPlex is an 

object-oriented metasystem implemented in Smalltalk-80 on a 

PC-AT that integrates GDSS and computer-aided software eq- 

gineering (CASE) tools. Its interactive interface was designed 

to be utilized by end users. The system was developed and 

implemented by Chen (1988) and described in detail by Chen, 

Nunamaker. and Weber (1989, in press). Customized group- 

ware captures information about the organization and its com- 

puter systems generated during crisis-planning, requirements- 

elicitation, and other types of meetings held in a GDSS envi- 

ronment. MetaPlex makes it possible for systems professionals 

to use this information by providing them with a metalanguage 

that can be utilized to create a language for describing a spe- 

cific organization and its info:mation systems. For instance, the 

metalanguage was used by Chen to create the critical success 

factor (CSF) modeling language illustrated below. The Meta- 

Plex language itself consists of a set of object types and a set 

of relation types among existing object types. Attribute types 
can be defined to describe the characteristics of both object and 

relation types. Object types include organizational constructs 
such as organization structures and goals, business processes 

and strategies, strategic assumptions, tasks, CSF‘s, and rela- 

tionships (or relation types). Information systems constructs 

include reports, programs, data sets, and business application 

systems. Because organizations can zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAbe very different, it is im- 

possible to define a standard set of constructs that would fit 

every organization. This means that MetaPlex needs to allow 

users to debate and define unique objects, relationships, and 

values. 

Once the organization and its systems are described by systems 

personnel using a language like the CSF modeling language, a 

GDSS environment is again used to present the maps or models 

to managers so that they can be verified and the complicated 

linkages between them can be specified. When organization 

models are integrated with information systems models, the en- 

terprise’s goals, norms, assumptions, and strategies are aligned 

with its information technologies. Thereafter, any changes in 

the enterprise’s information systems can immediately be propa- 

gated to corresponding business counterparts, and the dynamics 

of the business environment can be extended to the supporting 

information systems so that the alignment remains functional 

and clear. Additionally, the information flows among organiza- 

tional units depicted in an integrated model and associated data 

about the units’ information-handling capabilities can be used 

in creating new, more realistic organizational designs. The in- 

tegrated models make it easier to evaluate the impacts of new 

information systems on an enterprise, and they also help man- 

agers make certain that systems serve important organizational 

goals. 

Modeling also benefits the individuals involved. Systems de- 

velopers no longer need to begin each development project 

wishing they had information generated in previous projects 

that was subsequently lost. Formally documented and inte- 

grated models an? also a boon to managers. Here, they have 

a dual function. They describe actual patterns of activity, and 

they are guides to future action. In this respect, they can be 
thought of as the media of organizational learning (Argyris 

1980, Argyris and Schon 1978). People learn as they create 

them, and they learn by studying them. For example, reports zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
296 



all too frequently deliver information that is either no longer 

required or, even worse, meaningless. The relationships among 

tasks, goals, and the information delivered by the enterprise’s 

systems are often ambiguous or confusing. Group analysis of 

the models clarifies these relationships. As a result, managers 

are able to approach their information requirements from a man- 

agerial rather than an information-systems perspective. The 

ability to move among managerial responsibilities, organiza- 

tional goals, and relevant information can do a great deal to 

infuse meaning into system outputs. An integrated model can 

also be an important resource to new managers who need to 

understand the organization and its technology as quickly as 

they can. 

CSF Modeling 

The CSF systems-planning methodology designed by Rockart 

(1979) asks individual executives to think about areas of their 

work where things must go right in order for the organization 

itself to flourish. These critical domains are identified so that 

current information needs can be made explicit. After require- 

ments are elicited, managers are asked to establish measures zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
nformation 
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Figure 1: Using the Metalanguage Editor to Create the CSF 

Language 

for evaluating their success in these areas. When it is difficult 

to quantify a particular CSF, qualitative measures are often 

used. Next, executives or their representatives work with sys- 

tems builders to define information products, typically printed 

reports and online displays, that report on the measures linked 

to these key areas. Last, systems professionals design and im- 

plement the systems that generate these communications. 
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Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2: An Abstract CSF Model 

Originally utilized to determine the current information require- 

ments of individual managers, the CSF methodology was ex- 

tended by Chen and Nunamaker (1989) to help systems per- 

sonnel establish the requirements of an entire enterprise. Chen 

(1988) also used MetaPlex to create a CSF language. Use of 

the metalanguage editor is illustrated in Figure 1. Some of the 

object and relation types in the language are shown in Figure 2. 
Object types are enclosed in rectangles, and relation types are 

represented as labeled arrows (only one direction is shown). 

As illustrated in the figure, the CSF language contains object 

and relation types in both information systems and organiza- 

tion systems domains and thereby provides linkages to bridge 

the gap between the two. Each object type can have a set of 
attribute types. For example, information system can have the 

attribute types: mode (i.e., on-line or batch) and system-type 

(i.e., system, program, or module). Attribute types, however, 
are not illustrated in the figure. 

The language can be used to develop an enhanced managerial 

interface. As was mentioned above, the delivery mechanisms of 

many information systems are poorly planned. Consequently, 

managers zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAare all too frequently flooded with meaningless re- 

ports. Likewise, in their search for on-line information, execu- 

tives must often work their way through a series of incompre- 

hensible screens, each of which appears to be randomly gener- 

ated rather than organized around an organizationally meaning- 

ful multi-dimensional model. When a CSF model is embedded 

in an interface, managers using the system are able to move 

back and forth between a managerial and a systems’ view of 

the enterprise before eventually executing a program to gen- 

erate required information. The integrated model guides their 

search activities, the context of each search path helping them 

better understand the organization and its goals and norms as zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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well as its information systems. 

Conclusion 

Individuals and organizations can decide to be zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAand become 

more intelligent. Individuals can do so by learning how to learn 

and by continually adding to and refining their declarative and 

procedural knowledge systems. A synthesis of human expertise 
and information technology is key to the creation of more intel- 

ligent organizations. For instance, organizations can improve 

their performance by encouraging individuals and groups to 

challenge organizational theories and actions and by providing 

facilities and mechanisms for bringing people together so that 

they can share their experiences and refine their learning, task, 

and social behavior. This paper has identified ways that groups 

of individuals can jointly refine their professional knowledge as 
well as debate and communicate the relevant meanings of intel- 

ligent behavior within an enterprise. GDSS environments were 

described as facilities that provide considerable support to these 

activities. MetaPlex was presented as a mechanism that helps 

managers learn about the enterprise and its technologies so that 

they can cope intelligently with uncertain and ambiguous envi- 

ronments. In the end, the best way to improve performance is 

to thoroughly understand the concept of intelligence so that ef- 

fective techniques for supporting individual and group learning 

can be devised and explored. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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