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Abstract—In this paper we consider practical dissemination
algorithms exploiting network coding for data broadcasting in
ad hoc wireless networks. For an efcient design, we analyze
issues related to the use of network coding in realistic network
scenarios. In detail, we quantify the impact of random access
schemes, as used by IEEE 802.11, on the performance of network
coding. In such scenarios, deadlock situations may occur where
the delivery process stops and some of the nodes never gather
the required packets. To tackle this problem, we propose a
proactive mechanism (called proactive network coding) which
adapts its transmission schedule according to the decoding status
of neighboring nodes. This scheme can detect when nodes need
additional packets in order to decode and acts accordingly.
We nally investigate the behavior of network coding schemes
in multi-rate environments, where we propose a distributed
heuristic approach for the selection of data rates.

Index Terms—Wireless ad hoc networks, network coding, data
dissemination, protocol design.

I. INTRODUCTION

NETWORK coding is a recently introduced paradigm to
efciently disseminate data in wireless networks, where

data ows coming from multiple sources are combined to
increase throughput, reduce delay, and enhance robustness.
In contrast to the traditional store and forward approach [1],
it implements a store, code, and forward technique, where
each node stores incoming packets in its own buffer and trans-
mits their combinations, where combining is performed over
some nite Galois eld. This technique allows for increased
throughput efciency as well as scalability and robustness [2].
These benets arise in the case of multicasting [3], [4] as well
as for other network congurations, such as multiple unicast
communications [5], [6]. Moreover, they are not restricted to
error-free communication networks, but can also be obtained
in ad hoc networks [7]–[9], peer-to-peer systems [10], and
optical networks. Important theoretical results are known, see,
e.g., [3], [11]–[14], and research is now moving towards the
exploitation of network coding in practical communication
protocols. To this end, the work in [3] is of considerable
importance as it demonstrates that random linear network
coding (RLNC) is able to reach network capacity in practical
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settings. This is very important as linear random coding is
lightweight and inherently localized and, as such, can be
exploited by communication protocols at low overhead.

In this paper, we consider the random network coding
schemes of [9] for all-to-all data transmission. According to
these algorithms, whenever an innovative packet is received at
a given node, it generates with probability ! (the forwarding
factor) a new packet through RLNC and broadcasts it over the
channel. For the medium access control (MAC) we consider
several variants of carrier sense multiple access (CSMA). We
focus on the interaction between MAC and network coding
over different wireless network congurations in order to
capture the effects of each protocol component and quantify
the performance degradation due to packet collisions and
random transmission schedules. Subsequently, based on our
performance evaluation we design a proactive dissemination
mechanism and we show that it outperforms the reactive
schemes in [9]. The main contributions of this paper are:

∙ We study the performance of random network coding in
selected topologies (circular, grid, and random networks).
In particular, we assess the impact of 1) packet collisions
and 2) the random mixing of ows as dictated by random
access at the MAC layer.

∙ We identify deadlock situations where the delivery pro-
cess prematurely stops due to the lack of further inno-
vative packets and, as a result, some of the nodes never
fully decode.

∙ We propose a lightweight and decentralized combination
and transmission technique, called proactive network
coding, to mitigate the deadlock problem in multi-hop
networks.

∙ We evaluate the impact of the forwarding factor ! as well
as the selection of the transmission rate in multi-rate ad
hoc networks.

Related work on communication protocols for wireless
networks can be found in [5], [6], [8], [9], [15]–[17]. [15]
was the rst contribution to present a practical and distributed
solution exploiting RLNC. The authors focused on how the
coding matrix as well as the information related to the random
combination of packets in some nite Galois eld "# ($)
can be shared by different nodes at low overhead. This is a
crucial aspect for network coding algorithms to work in multi-
hop radio networks. The scheme of [16] jointly considers
packet combinations with ARQ strategies for wireless sensor
networks; the transmission paradigm as well as the node
constraints are however different from those in wireless ad
hoc networks, which is the focus of this paper. COPE [5]
applies network coding to unicast ows in wireless networks.
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The authors of the paper experimentally show that signicant
gains, in terms of maximum throughput, are possible even
in the case of unicast transmissions and even when network
coding is implemented through simple XORing of packets
within a single-hop neighborhood (rather than forwarding
encoded packets over multiple hops). [6] presents BFLY, a
localized network coding protocol which recognizes buttery
structures in the network to exploit the coding opportunities
they represent. This protocol builds on COPE and also encodes
packets through XOR operations, but it additionally allows
the transmission of encoded packets over multiple hops. The
work in [5], [6] present practical communication schemes,
where [5] quanties the achievable gains from coding when
an actual MAC layer is used. Our focus is different in terms of
network scenario, as we consider an all-to-all communication
paradigm and encode packets in "# ($) with $ = 256,
considering more general coding rules. In [8], the authors
investigate the interaction between MAC and network cod-
ing in wireless multi-hop networks, and propose distributed
and opportunistic scheduling rules for the combination of
packets in the presence of time-varying fading links. They
also look at the impact of MAC schedules. However, this
topic is treated differently from what we do here as packets
at relay nodes are XORed and possible deadlocks in the
data dissemination are not investigated. The authors of [17]
study the interaction of network coding and MAC, devis-
ing suitable conict-free transmission schedules (for a given
connectivity graph) and related off- and on-line algorithms
for wireless multi-hop networks. However, their strategies
entail some coordination among nodes which incurs additional
communication overhead with respect to RLNC. Reference [9]
studies all-to-all communication scenarios and introduces a
class of lightweight reactive and distributed network coding
protocols based on RLNC, proving the superiority of these
schemes over ooding [18] and epidemic routing [1]. Our
present work is the natural continuation of [9], which we
complement investigating the performance degradation due to
actual MAC schemes and proposing a solution to deadlocks
in the dissemination of the information, which may occur
in certain topologies. The performance evaluation that we
carry out in this paper is based on simulation results obtained
using ns2; the relevant simulation code can be downloaded
from [19].

The remainder of this paper is organized as follows. In
Section II we quantify the impact of several IEEE 802.11
variants on the performance of network coding. In Section III
we design a lightweight and distributed mechanism to perform
network coding more efciently and show via simulations that
it can signicantly outperform the data dissemination schemes
of [9]. Other results are given for multi-rate environments
in Section IV: on the one hand, high data rates are good
as they shorten packet transmission times, thereby reducing
the collision probability; on the other hand, however, in a
multi-hop scenario high data rates mean that packets have to
travel more hops to reach the destination. Thus, determining
suitable data rates for each node, so as to obtain good
tradeoffs between delay and delivery ratio, is a challenging and
interesting problem for which we propose a heuristic solution
in Section IV. Section V concludes the paper.

II. THE IMPACT OF MAC LAYER ON DATA

DISSEMINATION VIA NETWORK CODING

In this section we study the behavior of Network Coding
in realistic environments. Our aim is to address open issues
for its application in wireless networks with a realistic MAC
Layer.
Problem description: wireless ad hoc networks are severely
constrained by interference and channel impairments, espe-
cially in the case of broadcast communication. The use of
traditional access mechanisms such as CSMA-like protocols,
when multiple nodes transmit, may suffer from a high number
of collisions and dropped packets. Two main factors are to be
taken into account when using network coding in conjunction
with an actual MAC, namely 1) collisions and 2) packet
scheduling. Both collisions and scheduling are the direct
consequence of the random (CSMA-like) channel access that
we adopt in this study. Collisions impact the performance as
fewer packets are collected; as a consequence it takes longer
to obtain full rank decoding matrices at the receivers. Packet
scheduling refers to the way in which different nodes take
turns in transmitting, which is dictated by the MAC rules. The
transmission order is important when network coding is used
at higher layers as it inuences the way encoded packets are
created, i.e., which packets are mixed together. In this paper
we focus on the analysis of random access schemes as used
by IEEE 802.11.
Network topologies: we start our investigation with circu-
lar and grid reference scenarios and then consider random
topologies. We ensure that all random topologies used in
the simulations are connected. To this end, we do a simple
breadth-rst-search of the underlying connectivity graph and
check if all nodes are visited (a standard procedure to check
for connectivity). The topology is valid (i.e., it is used in
the simulations) if a single connected cluster exists and is
discarded otherwise.
Physical layer: for the results in this paper we have im-
plemented an extended version of the ns2 physical layer
for IEEE 802.11b/g which includes packet error rate (PER)
calculations accounting for modulation, channel effects, and
multi-user interference. In detail, the Signal to Interference
plus Noise Ratio (SINR) is evaluated for each receiving node
and for each packet taking into consideration the interference
generated by nearby transmitters. PERs are obtained from pre-
calculated packet error rate curves. For the channel, we use the
standard ns2 two ray ground propagation model. More details
can be found in [20].
MAC protocols: we consider four different MAC protocols
based on CSMA, which is currently the most widely used
medium access mechanism in wireless ad hoc networks.
1) IEEE 802.11b: is considered as the baseline MAC. We
adopt the basic access provided by IEEE 802.11b that, in the
broadcast mode, does not use any acknowledgment mecha-
nism. In case of collision, no retransmission occurs and the
packet is lost.
2) IEEE 802.11b with pseudo broadcast [5]: this scheme
is an improvement of the basic IEEE 802.11b, where an
acknowledgment mechanism is implemented. A given node
randomly picks a neighbor and sends a packet to it via
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unicast by including its address in the packet header. All
other neighbors are in promiscuous mode and can thus over-
hear/decode the transmission. However, only the neighbor
which is the intended receiver of the unicast sends back an
acknowledgment. This is done according to the basic IEEE
802.11b unicast communication mode (without RTS/CTS).
The packet is retransmitted, after a backoff period, in case
there is no acknowledgment from the intended receiver. Using
this mechanism, only collisions at the addressed receiver can
be detected, while collisions occurring at any of the other
neighbors are ignored. Also, this strategy does not solve the
hidden terminal problem.
3) IEEE 802.11 with pseudo broadcast and RTS/CTS hand-
shake: To further improve the performance we consider the
previous scheme with additional RTS/CTS handshake. These
control messages are introduced to alleviate the hidden node
problem. The CTS is only transmitted by the node addressed
in the packet header. As for the previous schemes, this strategy
can not detect collisions at all overhearing nodes.
4) Ideal MAC: is a simple mechanism where transmitted
packets are only affected by the delay, Δ = ℓ + Δprop ≃ ℓ,
where Δprop is the propagation delay and ℓ is the packet
transmission time. That is, we assume to have an omniscient
entity which regulates the transmissions in order to completely
avoid interference and collisions. Hence, as a node sends a
packet, all its neighbors successfully receive the message after
the (xed) delay Δ. Note that this MAC still schedules packet
transmissions according to CSMA and is thus non-ideal from
a packet scheduling point of view when network coding is
used at the upper layers. This idealized scheme is exploited
to pinpoint the effect of packet errors on the performance of
network coding.
Network coding: we consider the RLNC paradigm of [3],
which is implemented as presented in [15]. At any given
node, every new encoded packet is obtained as the linear
combination of all packets in its receiving buffer, where
the combination coefcients are scalars randomly picked in
"# ($). These scalars are then stored in an encoding vector
which is sent along with the encoded packet, see [15] for
further details. In addition, we implement three different
packet combination techniques. The rst two are inspired by
the work in [9], while the last one is a new proposal. In
the following, we detail the packet combination strategies
considered in this section. All the presented schemes are
characterized by a design parameter, called forwarding factor
!, which is dened as the ratio between the average number
of packets transmitted and the average number of innovative
packets received, per node. A received packet is innovative
whenever it increases the rank of the decoding matrix [9]. For
the schemes below !, is decided a priori and equal for all
nodes.
1) Probabilistic network coding: this approach uses RLNC.
Each node sends a random linear combination of the packets
in its buffer. When receiving an innovative message a new
combination is transmitted with probability ! (the forwarding
factor) whereas nothing is transmitted with probability 1− !.
For ! = 0.5, a node on average sends a new message every two
innovative packets received. From [21] we know that ! = 0.5
would theoretically (circular topology, ideal scheduling, and

no collisions) assure a packet delivery ratio of 1 when the
number of neighbors is 2 (the packet delivery ratio is dened
in Section II-A).
2) Semi-deterministic network coding: in this case, for a given
forwarding factor !, each node sends out a new combination
after having received exactly ⌈1/!⌉ innovative packets. As
an example, ! = 0.5 means that each node deterministically
transmits a new combination every two received innovative
packets. The forwarding factor, in this case, is not related to a
probability, but it is rather used as a threshold on the number
of incoming messages.
3) Timed network coding: The two previous schemes have
two major drawbacks. The rst is that they are particularly
sensitive to packet losses, e.g., due to collisions. In fact, if
one of the transmitted packets is lost, the propagation of
the information through the network could be interrupted.
The second drawback is that both probabilistic and semi-
deterministic network coding suffer from some inefciencies
when there is a small number of packets to combine. In
such cases, new combinations are created from a small set
of packets and, for this reason, are often not innovative. To
alleviate these problems, we introduce a timing strategy into
the rst scheme. For each received innovative packet, a timer
is activated. When the timer has expired, the node decides
to send out a new random combination with probability !.
The timer, ( , is a uniform random variable in [0, (max]. This
timing approach has two advantages. With the introduction
of a waiting interval before transmission, nodes have the
chance of collecting other innovative packets and send out
richer combinations. Moreover, the reduction of the number
of transmissions and the random characteristic of the timer
help in decreasing the collision probability at the MAC layer.
The drawback of the timed scheme is the introduction of a
short delay due to the timer. Hence, the timer value shall be
chosen so as to achieve a good trade-off between extra delay
and performance improvements. In IEEE 802.11b, this value
has to be large enough to allow for the collection of more than
one packet, which translates to selecting (max ≈ 10− 30 ms.
We picked (max = 20 ms. Note that in general (max depends
on network density and ow demands.
Trafc pattern: for the trafc pattern, each node * inserts into
the network a single original packet +! and wants to collect all
the other inserted packets. +!s are generated either randomly
or deterministically. In the former case, each node inserts its
original packet by independently picking the insertion time
uniformly in a xed length interval of Δ1 = 100 ms. In the
latter case, we can assume to have a simple application that
inserts original packets sequentially in each node. Subsequent
insertions, at different nodes, are separated by xed time
intervals of Δ2 = 1 s. For this value of Δ2, with the consid-
ered scenario (e.g., transmission times and network size), the
collision probability is negligible for both original packets and
subsequent transmissions elicited by network coding. This is
useful to assess the performance of our dissemination schemes
when used with an ideal MAC.

A. MAC and Combination Strategies: Simulation results

In this section, we discuss the most relevant results we
obtained via ns2 simulations. All presented schemes are eval-
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Fig. 1. Packet Delivery Ratio: Performance comparison of Probabilistic
network coding and Probabilistic Flooding for different MAC protocols in
circular networks with ! = 16.

uated taking into account the random and the deterministic
trafc patterns. We test the algorithms varying ! from 0.1 to
1 and the number of nodes in the network, ,, from 4 to 64,
and we consider a data rate of - = 1 Mbps. For all MACs we
consider packet lengths of . = /01 +234+54(,)+/ ,
where /01 and 234 are the physical and the MAC head-
ers, respectively, with /01 = 192 bits, 234 = 224 bits.
54(,) is the network coding header that depends on the
number of nodes , and is of size 54(,) = 8(18 + ,) bits.
/ is the payload size that in our case is 64 bits.1 We organize
our performance analysis in two parts: we rst focus on
the impact of different MAC protocols on network coding
and we subsequently evaluate the effect of different packet
combination strategies.

Our performance metrics are: 1) the Packet Delivery Ratio,
/6-, which is dened as the ratio between the number of
successfully received (and decoded) packets and the number
of packets a node is interested in, averaged over all nodes;
2) Packet Delivery Delay: is the average time between the
rst transmission of a packet and its reception and successful
decoding at the destination nodes. This metric is only com-
puted for correctly received packets; 3) Protocol Overhead:
is the ratio between the number of transmitted packets at the
MAC layer and the number of successfully decoded packets.
This value depends on the adopted MAC protocol and on the
efciency of the network coding strategy.
Impact of MAC protocols: in Fig. 1 we compare probabilistic
network coding (solid lines) against probabilistic ooding
(dotted lines) in terms of delivery ratio in a circular net-
work topology for , = 16. Network coding outperforms
probabilistic ooding for all values of !. Gains are more
pronounced when ! is close to one and , is large (results
for different values of , are not shown here due to space
constraints, the results are however similar to those in [9]).
As observed in [21], for this topology a delivery ratio of
one is theoretically achievable with ! slightly larger than 0.5.

1Due to the inefciencies of 802.11 medium access and the additional
network coding overhead, using a small packet size represents a lower bound
on throughput performance. The relative performance differences between the
protocols remain unchanged when using larger packet sizes.
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Fig. 2. Packet Delivery Ratio: Performance comparison of Probabilistic
network coding and Probabilistic Flooding for different MAC protocols in
grid networks with ! = 16.

0.2 0.4 0.6 0.8 1
0

1

2

3

4

5

6

Forwarding Factor, !

P
ro

to
co

l O
ve

rh
ea

d,
 P

kt
tx

/P
kt

dc
d

NC ! IEEE 802.11b
NC ! IEEE 802.11b pb
NC ! IEEE 802.11b pb RTS/CTS
NC ! Ideal Mac
Flooding ! IEEE 802.11b
Flooding ! IEEE 802.11b pb
Flooding ! IEEE 802.11b pb RTS/CTS
Flooding ! Ideal Mac

Fig. 3. Protocol Overhead: Performance comparison of Probabilistic network
coding and Probabilistic Flooding for different MAC protocols in grid
networks with ! = 16.

This is obtained through a proper centralized coordination
of the nodes’ transmissions which maximizes the probability
of sending innovative packets at each transmission attempt.
However, this performance level is never reached in practice
and the actual /6- depends on the number of nodes. Looking
at Fig. 1 for ! = 0.6, IEEE 802.11b achieves /6- ≈ 0.6,
whereas an ideal MAC achieves /6- ≈ 0.8, which cor-
responds to a decrease in performance of about 25%. Note
that our ideal MAC does not provide full reliability as it still
schedules transmissions according to CSMA and does not use
the optimal coordination strategy of [21]. The effectiveness of
pseudo broadcast (IEEE 802.11 pb in the gure) and pseudo
broadcast with RTS/CTS (IEEE 802.11 pb RTS/CTS) is also
clear, though the improvements are not as large as expected.
The observed decrease in performance is due to the use of
an actual MAC layer (IEEE 802.11b in this case) and to
the sub–optimality of random scheduling, which indicates the
importance of these issues for the design of practical schemes.

Fig. 2 shows results for a different setting where , = 16
nodes are placed over a grid. As expected, the achieved
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Fig. 4. Packet Delivery Delay: Performance comparison of Probabilistic
network coding and Probabilistic Flooding for different MAC protocols in
grid networks with ! = 16.

performance is better than in the circular case due to the
higher number of neighbors per node (4 instead of 2), which
favors packet mixing and dissemination. Also in this scenario,
the presence of realistic MAC layers signicantly reduces
the /6- metric for a given !. As expected, the schemes
implementing collision avoidance policies (i.e., IEEE 802.11b
with pseudo broadcast and IEEE 802.11 with pseudo broadcast
and RTS/CTS handshake) improve /6- but also increase the
protocol overhead. This is due to the MAC retransmissions
in case of collisions and to the control trafc (i.e., ACK,
RTS and CTS packets). In addition, we note that when we
compare the performance of probabilistic network coding and
ooding against !, we have a fair comparison as, given a
specic ! and a xed MAC protocol, both network coding and
ooding lead to very similar protocol overhead (see Fig. 3).
Pseudo broadcast and pseudo broadcast with RTS/CTS are
effective in decreasing the number of collisions. However,
using these additional techniques to recover from packet loss
leads to longer delays, as can be seen from Fig. 4. The average
delay increase is about one order of magnitude in the worst
case (pseudo broadcast with RTS/CTS). We also note that
the delay of network coding stabilizes for increasing ! while
it continues to increase for ooding. The reason for this is
that with ooding, a higher number of redundant packets is
received early on, delaying the reception of innovative packets.
For network coding, the combination of packets prevents this
from happening and most packets received are innovative even
for high !.

To sum up, we observe that the presence of actual MAC
protocols reduces the performance in terms of packet delivery
ratio; however, this reduction is not as high as expected. In
addition, collision avoidance policies give little improvement
in terms of /6-, while leading to poor overhead and delay
performance.
Impact of packet combination strategies: Fig. 5 shows the
packet delivery ratio performance for a circular network with
, = 16 for various packet combination strategies for an
IEEE 802.11b MAC protocol. The semi-deterministic schemes
(dotted lines) show a phase change, where /6- remains
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Fig. 5. Performance comparison of different combination strategies in
circular networks with ! = 16 and IEEE 802.11 MAC.

constant up to !∗ = 0.4 and then suddenly increases for
higher forwarding factors. This does not occur for probabilistic
network coding (solid lines) whose curves are smooth. This
reects the threshold based transmission policy of semi-
deterministic network coding. The exact value of the shifting
point !∗ depends on the number of neighbors. For circular
networks, where each node has exactly two neighbors, ! < 0.5
(⌈1/!⌉ > 2) never sufces to trigger the transmission of a
new combination, as the initial number of innovative packets
is equal to two. This aw is not present in probabilistic
and timed network coding, where sending rules are based on
probabilities rather than on hard thresholds. Timed network
coding outperforms the semi-deterministic scheme with deter-
ministic trafc pattern for ! ≤ !∗ and performs very close
to this method for larger forwarding factors. In addition, the
timed strategy performs better than both semi-deterministic
and probabilistic network coding with random scheduling. For
! = 0.5, probabilistic network coding with random scheduling
achieves /6- ≈ 0.35, whereas timed network coding leads
to /6- ≈ 0.55, which corresponds to an improvement of
about 57%. We observed that the timed strategy introduces
an additional delay. Also, there are some expected differences
between ideal and actual MAC. For IEEE 802.11b, the delay
increase is reasonably small (approximately equal to the aver-
age value of the timer) and is similar to that introduced by the
pseudo broadcast algorithms. Hence, the timed combination
provides higher benets than pseudo broadcast in terms of
packet delivery ratio, leading to similar extra delays. For this
reason, the timed scheme may make sense when the goal
is to maximize the packet delivery ratio (throughput) while
accepting some delay degradation. This extra delay appears,
however, well tolerable (less than 5% increase over the delay
without the timed strategy). The results of probabilistic and
timed network coding for random topologies are plotted in
Fig. 6 (similar results hold for grid networks). Note that in
these networks the gain becomes larger for decreasing !; in
fact, when fewer packets are transmitted timed network coding
more effectively exploits coding opportunities.

From the above results we see that there exists a gap
between the predicted theoretical performance and the results
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Fig. 6. Random Networks: Performance comparison of Packet Delivery
Ratio for Probabilistic and Timed Network Coding for ideal and IEEE 802.11b
MAC.

obtained in realistic environments. This gap is due to the
random access mechanism of IEEE 802.11, which leads to
collisions, and also to its packet scheduling, which does not
allow the combination of packets in the optimal order.

III. PROACTIVE NETWORK CODING (PRONC)

The schemes considered up to now are reactive protocols,
i.e., nodes participate in the dissemination of data only when
they receive innovative information. If this does not occur,
the dissemination is interrupted even though nodes may still
have innovative information to send. This fact is an inherent
characteristic of the reactive approach. In this section we
propose a network coding data dissemination scheme based
on a proactive approach (referred to in the following as
ProNC) to address this problem. Even though our focus
here is on scenarios where data is to be exchanged among
all the users of a wireless ad hoc network, the rationale
behind ProNC also applies to different settings. Our scheme
is completely distributed and self-adaptable and requires very
limited network knowledge, which can be easily acquired by
overhearing the exchanged data.

In the previous section we have seen that reactive schemes
are likely to suffer from the presence of interference and
collisions in realistic radio environments. The main problem
of reactive schemes is that new random combinations are
generated and transmitted only when innovative (i.e., linearly
independent) information is received. Innovative packets may
however be lost due to packet collisions, thus interrupting
data propagation. Even worse, the insertion of innovative
information into a given network area often causes all nodes
in the area to attempt their new transmissions simultaneously
and this further increases the collision probability.

In reactive probabilistic network coding, nodes send out
new combinations based on a forwarding factor !, which
depends on their number of neighbors [9]. Setting ! inversely
proportional to the number of neighbors has the desirable
effect that the number of innovative packets per area is
independent of the local node density. We observe that there
are particular topologies where this strategy does not work. As

an example, think of the case where a given node + has a large
number of neighbors and one of them, say node 9, has only
+ as its neighbor. Due to its high number of neighbors (small
!), + sends out a small number of packets and, in turn, 9 is
unlikely to be able to decode all the wanted information (as it
did not receive enough independent combinations from +). In
contrast, our proactive scheme does not require the reception
of innovative information to continue data dissemination (so
it is more robust to interference and collisions), and its
performance does not depend on the forwarding factor !. It is
based on two important components: 1) a set of conditions
to stop transmissions when all original packets have been
delivered to all nodes, i.e., Stopping Conditions (SC) and 2)
a strategy to set the frequency at which new random packet
combinations are to be sent so as to avoid network congestion.
In the rest of the section we refer to this strategy as Rate
Adaptation mechanism.
Basic rules for ProNC: each node can be in one of two
different states: active and inactive. The basic idea of the
proactive approach is that an active node periodically sends out
a new packet combination to its neighbors, while an inactive
node does not transmit. To switch from one state to the other,
a node considers the following set of rules:
R1 A node becomes active upon receiving the rst innovative

packet. This means that a data dissemination phase is
started and the node has to contribute to it.

R2 A node becomes inactive when the Stopping Condition
is veried. In this case, further transmissions from this
node are no longer useful for its neighbors and should
be suppressed to avoid unnecessary overhead.

R3 A node becomes active again when the Stopping Con-
dition no longer holds. This last rule is particularly
important as it allows propagation of new information
into an area where all nodes are currently inactive.

Note that while a node is inactive, it can still receive packets
from its neighbors. This information is used to assess whether
the stopping condition still holds.
Stopping conditions: there are different ways to dene the
Stopping Conditions for proactive network coding. They de-
pend, in general, on the amount of information that each
node has to collect in order to decide whether to suspend
its transmissions. Our main aim is to keep the transmission
overhead as low as possible. We identify two simple cases
in which a node has to suspend its transmission: 1) In the
rst case, all neighbors of a node + have decoded all the
packets they require and thus no further transmissions by +
are necessary. 2) The second is when the subspace spanned by
the information vectors (i.e., packets) available at node + is
contained in the subspace spanned by the information vectors
at each of the node’s neighbors. In this case, +’s packets will
not be innovative for any of its neighbors and the node should
suspend its transmission.

Based on these observations, we propose two different
conditions which are referred to as Strong and Weak Stopping
Conditions (SSC and WSC, respectively). They dene two
different proactive schemes. According to the SSC, nodes
send out beacons (Strong Stopping Messages, SSM) to their
neighbors when they have decoded all the packets they are
interested in. Each node collects SSMs from its neighborhood.
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When a node receives an SSM from each of its known
neighbors, the SSC is veried and transmissions are stopped.
We refer to this scheme as Strong ProNC as it requires strong
assumptions on the data trafc. In order to send out SSMs,
each node needs to know in advance how many packets it
wants to collect. This fact implies that each node has full
knowledge about the amount (and type) of data owing over
the network. Note that the collection of this information may
not be feasible in practice.

The second strategy we propose is based on the WSC.
During data propagation, each node sends out beacons (Weak
Stopping Messages, WSM) containing a decoding eld which
is set to 1 if it can decode all packets in its buffer and to 0
otherwise. In addition, beacons contain a rank eld specifying
the rank of the nodes’ decoding matrices. According to the
Weak Stopping Conditions each node suspends its transmis-
sions when all its neighbors can decode all the packets in their
buffers and their matrices have the same (full) rank. We refer
to this second strategy as Weak ProNC because it does not
require any knowledge about the data trafc and has a limited
overhead. However, Weak ProNC is suboptimal as there are
some situations in which the rank alone does not capture the
exact decoding status at different nodes. For instance, it might
happen that all neighbors of a node can decode all the packets
in their buffers and they all have the same rank but the decoded
information is different.

A. Rate adaptation heuristics

We dene ( as the time elapsed between the completion of
the transmission of a packet by the PHY and the instant when
the next packet is made available for transmission at the MAC,
i.e., the idle time of the node. Note that ( is (roughly) inversely
proportional to the transmission rate of the nodes. In what
follows, we present an approximate model to nd the value of
( that maximizes the amount of innovative information that
is transferred over the channel as a function of the system
parameters. Note that the physical (PHY) layer data rate is kept
constant. Methods to change the PHY rate are investigated in
Section IV.

Impact of MAC layer dynamics: in what follows we de-
rive the relationship between the value of (avg = :[( ]
that maximizes the throughput, referred to as (★avg, and the
number of neighbors at any given node, ,#. We consider
the packet transmission process in a given neighborhood of
, = ,# +1 nodes making the following assumptions: A1) we
neglect the channel propagation delay as for the considered
system parameters it has a negligible impact on the throughput
performance, A2) we assume that all packets involved in a
collision are lost and A3) we assume that any transmitted
packet is always successfully received by all nodes in the
neighborhood unless it collides with another transmission. To
obtain a rate adaptation heuristic we model the IEEE 802.11
broadcast communication process. As in [22], the evolution
of the transmission backoff counter is tracked using a suitable
Markov chain. However, in our case the backoff window size
; is always constant as packets are neither retransmitted nor
acknowledged. This implies that the broadcast backoff process
of any of the ,# + 1 nodes can be modeled through the one
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p p p p

1-p1-p1-p1-p

q/W
q/W ...1-q
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q/Wq/Wq/Wq/W ...
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Fig. 7. Markov chain tracking the evolution of the IEEE 802.11 broadcast
transmission process. For !! nodes in a neighborhood, " is the probability
that at least one of the remaining !! nodes transmits when the target node
is in slot # = 1, . . . ,& − 1. 1 − ' is the probability that the transmission
buffer is empty after the transmission of a given packet. & is the backoff
window size of IEEE 802.11.

dimensional Markov chain of Fig. 7 (a two dimensional chain
was used in [22] for the IEEE 802.11 unicast case to take
retransmissions into account). In addition, in order to model
the transmission process in nonsaturated trafc conditions, we
adopt the technique of [23] where idle transmission times
(due to empty transmission queues) are modeled through the
addition of the further state −1. With reference to Fig. 7
our model works as follows. When a target node has a
packet to transmit, it starts the backoff process by randomly
selecting a backoff counter value from 0 to ; − 1 and then
starting to decrement the counter until state 0 is reached. State
* = 0, 1, . . . ,; − 1 represents the current backoff counter
value. The transition from state * to state * − 1 occurs with
probability 1 − < after a backoff slot time (of xed duration
=), while with probability < the process remains in state *.
< is the probability that at least one of the remaining ,#

nodes transmit when the target node is in state *. If this
occurs, the node momentarily stops counting down its backoff
timer. The current packet is nally transmitted when the
backoff process reaches state 0 (transmission state). Upon the
completion of the packet transmission two events can occur:
E1) with probability $ the transmission queue is non-empty
and a new backoff timer is uniformly selected at random in
{0, 1, . . . ,; −1}: the probability that the system moves from
state 0 to any state * = 0, 1, . . . ,; −1 is thus $/; . E2) With
probability 1− $ the transmission queue is empty and in this
case the process moves to the idle state −1, where it remains
until a new packet arrives (at which point the chain evolution
is the same as in E1).

Let >!, * = −1, 0, 1, . . . ,; − 1 be the steady-state proba-
bilities of the above Markov chain. Our goal is to nd >0 (the
transmission probability) and relate it to (avg. From the chain
regularities, and by computing recursively through the chain
from right to left, we obtain:

>$−! =
*$(>0 + >−1)

; (1− <)
, * = 1, 2, . . . ,; − 1 ,

>0 = (>0 + >−1)$ . (1)
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From the normalization condition
∑$−1

!=−1 >! = 1 we nd

>0 + >−1 =
1

1 + ($−1)%
2(1−&)

, (2)

from which we nally obtain >0 as:

>0 =
$

1 + ($−1)%
2(1−&)

. (3)

The probability < that at least one of the remaining ,# nodes
transmits when the target node is in slot * = 1, . . . ,; − 1

is found as: < = 1 − (1 − >0)'!
()*
= ?1(>0). We additionally

dene the probability /+ that at least one node is transmitting
in a given slot,

/+ = 1− (1 − >0)
'!+1 , (4)

and /, as the probability that only one node is in the
transmission state, conditioned on the fact that at least one
node is transmitting. /, is obtained as:

/, =
(,# + 1)>0(1− >0)'!

/+
=

(,# + 1)>0(1− >0)'!

1− (1− >0)'!+1
. (5)

We are now ready to calculate the normalized throughput @
as (see [22]):

@ =
:[payload bits successfully transmitted in a slot]

:[slot length]
. (6)

Since a successful transmission occurs in a slot with proba-
bility /+/,, the average number of payload bits successfully
transmitted in a slot time is /+/,/ , where / is the payload
size. The average length of a slot can be obtained by consid-
ering the following three mutually exclusive cases: C1) with
probability 1−/+, none of the nodes transmit in the slot. The
duration of an empty backoff slot is = = 20 As. C2) with
probability /+/,, only one node transmits in the slot. The slot
duration in this case is B,, which is the transmission time
of a packet, given by the sum of the time spent transmitting
the physical header (BPHY), the MAC header (BMAC), the
network coding header (BNC(,) = 54(,)/-), the payload
(B- = //-), plus the distributed inter frame space (DIFS)
time, BDIFS:

B, = BPHY + BMAC + BNC(,) + B- + BDIFS . (7)

C3) With probability /+(1 − /,), multiple nodes transmit in
a slot time, leading to a collision event. The duration of this
slot is also B, because packets are not acknowledged and,
therefore, the transmission period for successful and collided
packets is the same. Hence, we have :[slot length] = =(1 −
/+) + /+/,B, + /+(1 − /,)B,. These facts together with (6)
give:

@ =
/+/,/

=(1 − /+) + /+/,B, + /+(1 − /,)B,

=
/,(//=)

(1− /+)//+ + B,/=
. (8)

Note that the maximum throughput is achieved when the
following function is maximized:

C(>0) =
/,

(1− /+)//+ + B,/=

=
(,# + 1)>0(1− >0)'!

B,/= − (1 − >0)'!+1(B,/= − 1)
. (9)

The optimal transmission probability >★
0 can be found as (see

calculations in Section VI of [22]):

>★
0 = argmax

.0

C(>0)

=

√
[(,# + 1) + 2,#(B,/= − 1)]/(,# + 1)− 1

,#(B,/= − 1)
.(10)

The optimal (★avg, is obtained from >★
0 as:

1. Express $ as $ = 1− D−/[slot length]/1avg , which as shown
in [23] provides a good approximation of the queue
behavior in the unsaturated case. Inverting this relation
gives:

(avg = −:[slot length]
log(1 − $)

= −=(1− /+) + /+B,

log(1− $)
. (11)

2. Obtain >★
0 from (10).

3. Invert (3) to nd < as a function of >0 as:

< = 1− >0(; − 1)

2(1− >0/$)
()*
= ?2(>0, $) (12)

and nd $★ as the solution of ?1(>★
0) − ?2(>★

0 , $) = 0,
which leads to:

$★ =
2>★

0(1− >★
0)

'!

2(1− >★
0)

'! + >★
0(1 −; )

. (13)

4. Obtain (★avg from (11) setting $ ← $★ and expanding
:[slot length] using (4):

(★avg =
B, − (1 − >★

0)
'!+1(B, − =)

log
(

2(1−.★
0 )

#!+.★
0 (1−$ )

2(1−.★
0 )

#!+1+.★
0(1−$ )

) (14)

We observe that our model is accurate for sufciently large
,# , i.e., ,# ≥ 4. For smaller values it is however inaccurate
because of several approximations made in the analysis, i.e.,
the expression of $ [23], the independence of the busy channel
probability < among subsequent access slots [22] and to the
fact that in our derivation of the steady state probabilities
we neglect the semi-Markov character of the process, i.e.,
that states 0 and * ∕= 0 have different durations (a common
simplication for the analysis of IEEE 802.11 throughput [22],
[23]).
Implementation notes: in our implementation we pick
(avg = (★avg selecting ( uniformly in [0, 2(avg], which gives
:[( ] = (avg. We obtain (★avg as a function of ,# from (14)
using BPHY = 192 As, BMAC = 224 As, BDIFS = 50 As,
= = 20 As, - = 1 Mbps and ; = 32 slots, which are used
for IEEE 802.11b broadcast with a rate of 1 Mbps. We nd
that the relationship between the two is well approximated
by a linear function, as predicted by the simulation results
of [9], [24]. A good approximation is in fact given by the
following heuristic: (★avg ≃ E,#B,, where E = 0.7. We note
that (avg corresponds to the average amount of time spent
in state −1, i.e., to the time elapsed between the completion
of the transmission of a packet by the PHY and the instant
when a new packet is made available by ProNC. The inter-
packet transmission time is greater than (avg as it also includes
the time spent in backoff. Moreover, ProNC requires the
estimation of the number of neighbors at each node which
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Fig. 8. Failure probability 1−()* vs delay: comparison between proactive
and reactive schemes. The curves shown for reactive schemes are obtained
for different values of !! ∈ {2, 4, 8, 16, 32}, varying + as the independent
parameter.

can be simply achieved by monitoring the source addresses
of incoming packets. Note that both the stopping conditions
and the packet rate adaptation mechanism depend on the node
density. Most importantly, the number of nodes estimated in
this way is smaller than that of the previous analysis. In
fact, this number of neighbors only accounts for the nodes
within transmission range, whereas ,# should include all
nodes in the collision domain, whose range is always greater.
Hence, the actual inter-packet transmission time ( ′avg, which
accounts for all these facts, is ( ′avg = E′,#B, where E′ = 6.
We thus use this linear heuristic which gives good results
across all simulations. In addition, Stopping Messages are
included within data packets at the cost of a few extra bits.
For SSM, we need one additional bit, whereas for WSM we
need a bit to represent the decoding status and a byte to
communicate the rank of the local decoding matrix2. In both
cases, the additional overhead is acceptable. On the downside,
when a node becomes inactive it must send out at least one
Stopping Message to communicate its change of status and
this packet may be useless for coding purposes. We note
that piggybacking control information within data packets has
the benecial effect of keeping channel congestion low. In
addition, the added control information (SSMs and WSMs,
rank, decoding status) is used to increase the efciency of
network coding schemes which, in turn, can further reduce
the number of transmissions for a target performance level.
These benets are quantitatively veried below.

B. ProNC: Simulation Results

Next, we compare the ProNC scheme against the reactive
probabilistic schemes proposed in [9]. The results that follow
are for topologies where nodes are randomly placed within
a xed area in such a way that the topology is always con-
nected, possibly through multi-hop paths. We consider several

2A single byte often sufces in practice, i.e., the number of nodes in the
network that generate original packets is lower than or equal to 256. Coding
over more original packets would imply the inversion of large matrices at the
receiver which is impractical and difcult to obtain in realtime.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

10
!4

10
!3

10
!2

10
!1

10
0

 

 

Weak ProNC
Strong ProNC
Reactive NC, n

v
=2

Reactive NC, n
v
=4

Reactive NC, n
v
=8

Reactive NC, n
v
=16

Reactive NC, n
v
=32

Adaptive NC, n
v
=2

Adaptive NC, n
v
=4

Adaptive NC, n
v
=8

Adaptive NC, n
v
=16

Adaptive NC, n
v
=32

vn   =32 vn   =16

vn   =8

vn   =4vn   =8

vn   =2vn   =4

!increasing

Fa
ilu

re
 P

ro
ba

bi
lit

y,
 1

!P
D

R

Protocol Overhead

Fig. 9. Failure probability 1 − ()* vs overhead: comparison between
proactive and reactive schemes. The curves shown for reactive schemes are
obtained for different values of !! ∈ {2, 4, 8, 16, 32}, varying + as the
independent parameter.

average node densities by varying the average number of
neighbors, ,# ∈ {2, 4, 8, 16, 32}. For the MAC, we adopt the
basic IEEE802.11b broadcast mode, accounting for channel
errors and collisions. In the following graphs we consider
the probabilistic network coding of Section II (referred to as
”Reactive NC” in the plots) as well as the adaptive network
coding (referred to as ”Adaptive NC”) scheme of [9] where
! is picked independently at each node as ! = F/(,# + 1),
where F is a suitable constant equal for all nodes [9]. In Fig. 8
we show the tradeoff between failure probability, 1 − /6-,
and the packet delivery delay. We note that ProNC performs
better in terms of data recovery; 1 − /6- is at least one
order of magnitude smaller for ProNC when ,# ∈ {8, 16}.
For small ,# , i.e., ,# ∈ {2, 4}, we often obtain pathological
topologies leading to deadlocks of the data dissemination
when reactive protocols are used. ProNC efciently deals
with these topologies and alleviates the deadlock problem by
offering better performance in terms of 1 − /6-. On the
downside, in these cases the dissemination of data in ProNC
takes slightly longer due to the waiting periods of proactive
schemes (see variable ( ). The tradeoff concerning the protocol
overhead is shown in Fig. 9: similarly to reactive schemes,
the overhead of ProNC increases with decreasing ,#. This
is because network coding is more efcient when the node
density is high. Also, the overhead of ProNC is usually smaller
than that of reactive schemes, while it always outperforms
reactive solutions in terms of data recovery performance. For
both graphs Weak ProNC performs slightly worse than Strong
ProNC in terms of packet delivery ratio, whereas it performs
better in terms of overhead performance for the same ,#.
The difference in performance is more signicant at small
densities, i.e., where deadlocks are more likely to occur. As
demonstrated in [25], the overhead performance of all schemes
at high densities approaches that of an idealized scheme,
having the minimum possible overhead: this reects the fact
that network coding works better when there are more coding
opportunities.

To summarize, both Strong and Weak ProNC show satisfac-
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tory performance in actual network settings. Weak ProNC is
a distributed and self-adaptable dissemination protocol which
does not require any knowledge about the trafc and only
requires a few local interactions among nodes to work prop-
erly. Further improvements of Weak ProNC in terms of /6-
are possible through the extension of the communication of
control messages over multiple hops. These issues are left for
future research.

IV. NETWORK CODING IN MULTI-RATE AD HOC

NETWORKS

When nodes have multi-rate transmission capabilities, it is
necessary to pick a suitable PHY layer data rate, besides the
selection of the forwarding factor. This is not an easy task.
When nodes transmit at low data rates their coverage area is
larger and in this case packets travel long hops. Conversely,
transmitting with higher data rates leads to shorter transmis-
sion delays and shorter hops. Whichever is best depends on
several factors such as network density and topology. The
analysis in, e.g., [26] can be used to calculate the involved
delay-throughput tradeoffs for different rates. The objective of
the following paragraphs is to obtain good tradeoffs between
/6- and average delay in IEEE 802.11g-based multi-rate
scenarios in the presence of RLNC.

As in Section III-B, we consider a random wireless network
where nodes want to disseminate and retrieve information
through multi-rate network coding. We investigate the cooper-
ation between IEEE 802.11g PHY/MAC and network coding
in this random scenario considering the all-to-all transmission
paradigm. We present results obtained through ns2 simulations
with varying forwarding factor ! for reactive network coding.
As per our discussion above, ! is the probability of sending
a new combination whenever a node receives an innovative
packet and directly determines the amount of trafc which
ows through the wireless network. Note that ProNC can be
applied to a multi-rate transmission scenario as well and, for
this case, we found similar advantages as those presented in
Section III-B.

A. Rate Adaptation Heuristics and Simulation Results

In the following, we present a data rate adaptation heuristic
which tries to achieve, at the same time, a short delay and a
high /6-. We assume that wireless nodes initially have no
knowledge about the network status, i.e., they are completely
unaware of location and number of neighbors as well as the
transmission opportunities in their neighborhood. In order to
acquire this knowledge the algorithm uses internal variables,
at the MAC layer, to store auxiliary pieces of information
such as node addresses, signal to interference plus noise ratios,
@G5-, as well as data rates.

Initially, all nodes begin their transmissions with the lowest
available rate (which is 6 Mbps for IEEE 802.11g). This is the
best choice in terms of neighbor discovery as it allows nodes
to collect information from a larger area. The subsequent re-
ception of packets permits the gathering of useful information
which will determine the data rate at this node, as we explain
next. Each time a node, say node *, receives a new packet from
one of its neighbors H, it extracts the following information:
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1) id: the address of the sending node, 2) .: the size of the
received packet, 3) I2 : the instantaneous @G5- associated
with this packet reception. Upon reception, an average @G5-,
I2 , is updated for each neighbor H according to a discrete time
rst order low pass lter as: I2 = JI2 + (1 − J)I2 , where
J ∈ (0, 1) is the smoothing factor. For our simulations we
picked J = 0.5. In this way we take into account the variations
in the received SINRs, while trying to capture its average
value. The packet transmission length . and I2 are thus used
to estimate the PER for neighbor H for all transmission rates.

In this way, each node estimates the status of its neighbors
in terms of associated @G5-. Once node * has this informa-
tion it updates its internal variables. Subsequently, it considers
the fraction F* of the nodes in its neighboring set that have the
highest Is. F* is referred to here as coverage factor. The data
rate at a given node * is thus selected such that all of these
nodes will receive packets from node * with a small packet
error probability, i.e., smaller than a given threshold /+ℎ. In
the following results we selected /+ℎ = 0.03 as it gave good
results across all our experiments.

Fig. 10 shows /6- as a function of ! for different coverage
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Fig. 12. Tradeoff between failure probability 1−()* and packet delivery
delay for a multi-rate ad hoc network with different network densities.
Different curves correspond to different forwarding factors +. Each curve
is plotted for varying ," .

factors F* . For this gure, nodes have on average ,# = 10
neighbors, solid curves represent reactive network coding with
xed data rate (only the extreme cases of 6 and 54 Mbps are
plotted), whereas dotted curves represent the reliability when
nodes are allowed to adapt their data rate based on the above
heuristic. First of all, we observe that transmitting with the
highest rate of 54 Mbps performs the worst. This is because
in such a case the error probability is quite high and this affects
the overall performance. As expected, a xed rate of 6 Mbps
leads to the best reliability performance. However, setting
F* = 40% gets very close to this performance while leading
to a better delay metric, as we can see from Fig. 11. From
this plot we can further appreciate the benets of adapting
the data rate: overall, for a coverage factor of F* = 40% we
get the shortest delays by performing, in terms of reliability,
almost as well as the xed rate scheme with 6 Mbps. For
the non monotonic behavior of the curves of Fig. 11, note
that when ! is low, e.g., ! = 0.1, the dissemination of
innovative information terminates early (in this case deadlocks
are frequent) and a large number of nodes are unable to
decode all packets (/6- is low, see Fig. 10). An increasing !
allows the dissemination process to continue longer, leading to
fewer deadlocks, thus the delay increases with a corresponding
increase in /6-. A further increase of ! at rst allows
a quicker dissemination of innovative information (shorter
delays), and afterwards the delay increases again due to
the increased trafc load (collisions). Fig. 12 shows tradeoff
results representing the failure probability 1 − /6- as a
function of the packet delivery delay for different number of
neighbors ,# ∈ {7, 10, 15}. Simulation curves are plotted for
different values of ! and each curve is obtained by varying
F* . Good schemes are those lying on the bottom left of the
plot (i.e., having short delay and high reliability). From this
graph we see that for each (,#, !) pair there exists a suitable
coverage factor F* which minimizes the delay while achieving
good performance in term of 1−/6-. In practice, F* in the
range [30, 50]% are good choices as they give good reliability
performance while ensuring short delays for all reasonable

network sizes. As usual, various tradeoffs can be obtained for
different forwarding factors !: high ! values always lead to
good /6- performance at the cost of additional delay, while
a small ! is a good choice in terms of delay performance at
the cost of an increased failure probability.

V. CONCLUSIONS

In this paper we focused on the design of practical broad-
casting schemes based on network coding for wireless ad
hoc networks. First we discussed the impact of IEEE 802.11-
like random access on the performance of reactive network
coding [9]. We identied potential problems due to premature
termination of the data dissemination. To solve these, we pro-
posed an original proactive network coding (ProNC) strategy.
We nally focused on broadcasting protocols for multi-rate ad
hoc networks, where we devised a lightweight rate adaptation
heuristic. The designed protocols use estimates of the local
node density to reduce the collision probability and keep a
sufcient amount of innovative packets owing across the
network. The effectiveness of our schemes was demonstrated
by simulation in a range of different scenarios.
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