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ABSTRACT Cloud computing has been a cost-efficient paradigm for deploying various applications in

datacenters in recent years. Therefore, efficient provisioning for virtual data center (VDC) requests from

different service providers (SPs) over physical data centers plays a vital role in improving the quality of

service (QoS) and reducing the operational cost of SPs. Therefore, a significant attention has been paid

for the VDC provisioning problem. However, few approaches have been proposed for the problem of

reliable VDC embedding across multiple data centers, as most of them only consider the problem of VDC

mapping within a single data center. In this paper, we study the problem of QoS-aware VDC provisioning

across multiple data centers, such that the total bandwidth consumption in the inter-data center backbone

network is minimized while satisfying the reliability requirement of each VDC request. We formulate this

problem as a mathematical optimization problem by using integer linear programming (ILP) and propose

an efficient heuristic algorithm called reliable VDC embedding (RVDCE) algorithm to solve this NP-hard

problem. The simulation results show that the proposed algorithm performs better in terms of blocking ratio,

CPU resource consumption, and bandwidth consumption of backbone network than the existing solution.

In addition, this paper has also incorporated integrated security to minimize security vulnerabilities seen in

other similar approaches. Apart from demonstrating how to resolve security challenges in our VDC proposal,

cost calculations have been implemented to demonstrate the robustness, resiliency, validity, and effectiveness

of the VDC provisioning solution for cloud computing.

INDEX TERMS Provisioning, reliability, virtual data center, service level agreements, cloud computing.

I. INTRODUCTION

Cloud computing has become a promising paradigm

that enables users to share the various distributed

resources [1], [2]. In the cloud computing environment,

an infrastructure provider (InP) owns the physical infras-

tructure and virtualizes the physical resources (i.e., physical

data centers) into virtual resources; and offers the virtualized

resources to Service Providers (SPs). Such virtualization of

physical resources brings flexible and efficient management

of physical resources in data center and improves their uti-

lizations [3].

The associate editor coordinating the review of this manuscript and
approving it for publication was Liehuang Zhu.

Large number of users sharing the resource of data centers.

A resource request from a user can be abstracted as a request

in virtual data center (VDC) [4], which is a collection of

demands on not only virtual machines (VMs) with comput-

ing, memory, and storage resources but also virtual links with

bandwidth resources. VDCs are able to provide better isola-

tion and utilization of network resources, thereby improving

the performance of service applications. The main challenge

associated with VDC management in cloud data centers is

efficient VDC provisioning (i.e., mapping or embedding),

which aims at finding a mapping of VMs and virtual links

to physical components (i.e., servers, switches and physi-

cal links) [5] while complying with the service level agree-

ments (SLAs) that have been agreed upon with the customers

or users.
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Due to the use of a large number of resources at various

locations in cloud data centers, providing QoS-aware (e.g.,

reliability, security and resource demands) cloud services is

an important issue that needs attention. For example, a service

disruption may lead to SLA violations and results in cus-

tomer dissatisfaction and loss revenue. Moreover, restoring

failed services is costly. Thus, many cloud services have been

deployed in distributed data centers to improve the QoS and

meet the SLAs [6], [7]. In addition, some services may be

required to be within the proximity of end-users (e.g., Web

servers) whereas others may not have such location constraint

and can be deployed in any data center (e.g., MapReduce

jobs) [5]. Therefore, QoS-aware VDC provision across dis-

tributed infrastructures is particularly appealing for SPs as

well as InPs.

However, the existing researches ignore the difference

of bandwidth costs between intra-data center and inter-data

center, as they do not consider the location constraints of

VMs nor data exchanging requirements between VMs.More-

over, there are differences between VDC embedding and

VN embedding in some aspects. A VN is a combination of

active and passive network elements (network nodes and net-

work links) on top of a Substrate Network (SN) [4]. In addi-

tion, a VN node cannot be embedded on a physical node

(e.g., server) that hosts another VN node of the same VN,

whereas each physical server can host multiple VMs from

the same VDC in the VDC embedding problem. Therefore,

most existing VDC embedding approaches cannot be directly

applied to solve the problem ofQoS-awareVDCprovisioning

in multiple data centers. Therefore, it is essential for us to

propose new algorithm to solve the problem in this research

area.

Therefore, in this work, we study the problem of reliable

VDC embedding (RVDCE) across multiple data centers, such

that the total bandwidth consumption of backbone network is

minimized, while satisfying the QoS requirements of VDC

request, and propose an efficient resource scheduling algo-

rithm for solving the studied problem.

The main contributions of this work are summarized as

follows:

• We design an efficient scheduling algorithm to provide

reliable VDC provisioning against the failures of

physical components (e.g., servers or links) or the

individual failures (e.g., the wrong configuration or

malicious attacks).

• We efficiently allocate the bandwidth resources to the

VDC request for improving the bandwidth resource uti-

lization and avoiding longer network latency.

• For large-scale cloud applications, our proposed method

can deploy VDC requests across multiple cloud data

centers for improving the scalability.

• We rationally use the physical server resources (e.g.,

CPU, storage or memory) for improving the acceptance

ratio of online cloud service scenarios.

The remainder of this paper is organized as follows:

Section II reviews the related work. Section III gives the

problem descriptions. Section IV explains the formulation

of the studied problem by using integer linear programming.

The details of proposed algorithm for solving this problem

are described in Section V. The simulations for evaluating the

performance of proposed algorithm are given in Section VI.

Section VII presents the security evaluations; and finally,

Section VIII concludes this paper.

II. RELATED WORK

Recently, the problem of reliable virtual data center embed-

ding within single data center is researched with extra dimen-

sions of consideration. Guo et al. [8] proposed a novel

data center network virtualization architecture, SecondNet,

in which the VDC as the granularity of resource allocation

for multiple tenants in the cloud. Zhani et al. [9] designed

a migration-aware dynamic virtual data center embedding

framework for efficient VDC planning. An efficient online

VM placement algorithm, Virtual Knotter, had been proposed

in [10] to reduce congestion with controllable VM migration

traffic as well as to lower time complexity. The authors in [11]

developed a novel analytical model to evaluate the perfor-

mance of heterogeneous VMs on the same physical machine

by applying the Continuous Time Markov Chain (CTMC).

Few existing research efforts have yet carefully addressed

the problem of reliable VDC embedding across multiple data

centers, where they only considered the case where all the

VDC components are allocated within the same data center.

For example, Zhang et al. [12] proposed a VDC mapping

algorithm, with the goal of maximizing the total income of

Cloud Provider (CP), while minimizing total cost of recover-

ing hardware failure and the unreliable service. However, this

research mentioned above has not addressed the difference of

bandwidth costs between intra-data center and inter-data cen-

ter; it does not consider the location constraints of VMs nor

data exchanging requirements between VMs. There are also

some studies on virtual data center or virtual network embed-

ding across multiple domains [5], [13], [14]. For example,

the authors in [5] studied the problem of virtual data center

embedding across distributed infrastructures. They had pro-

posed a management framework, Greenhead, for the problem

of VDCmapping acrossmultiple infrastructures. The goals of

Greenhead include minimizing energy cost and maximizing

total revenue for InP, while ensuring the environment to be

as friendly as possible. Sun et al. [13] proposed an algorithm

for implementing the resource efficient virtual infrastructure

mapping across multi-domain networks, while improving the

response delay and acceptance ratio.

Most of the existing researches related to data center can at

best be described as attempts to fix existing problems, rather

than conscious and focused push to build a complete data

center environment. Since multiple aspects of virtual data

center provision/deployment need to be explored, the existing

research work requires modification and improvement. The

key problems of data center virtualization can be summarized

as follows:

80220 VOLUME 7, 2019



G. Sun et al.: Toward SLAs Guaranteed Scalable VDC Provisioning in Cloud Data Centers

• Efficient bandwidth consumptions in cloud data centers.

Nowadays, the emergence of data-intensive applications

has brought us into the ‘‘big data’’ era. Big data appli-

cations can generate huge volumes of data that the

conventional systems can hardly capture, manage, store

and analyze. Therefore, the bandwidth in a data center

is a scarce and costly resource making the data cen-

ter network valuable to users. An efficient bandwidth

resource management is of great importance in cloud

data centers [15]–[17].

• Large-scale concurrent job/activity management. More

and more data center applications are large-scale sys-

tems with high performance requirements. In order to

meet the increasing demands for services and better

performance, the physical infrastructure should scale

gracefully to accommodate concurrent jobs enabling

incremental expansionwithout affecting the existing ser-

vices. Correspondingly, the scheduling strategy should

be scalable and can be easily adapted to the new

expanded cloud services [18], [19].

• Lowering the network latency of cloud data centers.

In cloud data centers, lower network latency should

be offered as a basic feature which enabling the data

center to provide faster services to users. Primarily the

network latency consists of the queuing delay at each

hop, transmission delay and propagation delay, of which

the buffer queuing at each hop is the major contributor

to latency [20]–[22].

• Reliable/survivable virtual data center provisioning.

The reliability/survivability aspect of the VDC deploy-

ments, in terms of (i) hardware failure characteristics

on which the service is hosted, and (ii) the impact

of individual failures on service availability, should be

considered while provisioning VDC requests. In par-

ticular, many cloud services have high availability

requirements, because service outage can potentially

incur high penalty in terms of revenue and customer

satisfaction [23]–[25].

• Energy-efficient scheduling for cloud data centers.

Recent years, research in the areas of ‘‘green’’ and low

power consumption cloud infrastructures are of great

importance for both infrastructure service providers

and equipment manufacturers. Since cloud data cen-

ter operators expect to minimize the long-term energy

cost with uncertainties in electricity price, work-

load, renewable energy generation, and power outage

state [26], [27].

• Data and service security for the cloud services hosted

in data centers. The rapid data and service growth poses

challenges for the integrated security for the cloud ser-

vices hosted in the data center, hence offering real-time

security for petabytes of data is important for cloud com-

puting. For example, programmability of network ele-

ments can increase vulnerability if secure programming

models and interfaces are unavailable [28], [29]. Secu-

rity concerns on VDCs can be real issues for providing

real-time services; and functions to minimize security

vulnerabilities should be demonstrated.

III. PROBLEM STATEMENT

A. VDC REQUEST

A VDC request consists of multiple VMs and virtual links

that connect these VMs. Figure 1 shows an example of a VDC

request with five VMs, interconnected by six virtual links.

A virtual machine has node resources demand, and a virtual

link has bandwidth requirement. A VDC requires physical

resources on servers and links to provide services for users.

FIGURE 1. Example of a VDC request.

The i-th VDC request can be represented as an undirected

weighted graph Gi = (V i, E i), where V i denotes the set of

virtual machines, E i is the set of virtual links. Some of the

VMs have location constraints. That is, the VMswith location

constraints can only be embedded onto their specified data

centers, whereas the VMs without location constraints can

be mapped to any data center in the substrate infrastructure.

We use Res to denote the types of resources (e.g., CPU or

memory) offered by each physical server.We use cirv to denote

the requirement on resource r of virtual machine v, be to

present the amount of bandwidth required by virtual link e.

We define sve and dve as binary parameters that indicate

whether virtual node (i.e., VM) v is the source or destination

of link e. We use rr to denote the reliability requirement of

VDC request.

B. DISTRIBUTED INFRASTRUCTURE

We consider a distributed infrastructure that is composed by

backbone network and data centers managed by an InP. Thus,

the InP knows the information of all distributed data centers.

Usually, the cost of per unit bandwidth in backbone network

is more expensive than the cost of per unit bandwidth within

data center [30]. We thus only consider the cost of bandwidth

consumption of backbone network, and ignore the cost of

bandwidth consumption within a data center.

We model the physical infrastructure as an undirected

graph G = (V ∪ BV ,E ∪ BE), where V denotes the set

of physical servers in data centers, BV represents the set of

nodes (i.e., switches) in backbone network, E denotes the set

of physical links within data centers, and BE indicates the set

of physical links of the backbone network. LetGk = (V
k
,E

k
)

represents the physical data center k , where V
k
denotes the

set of physical servers and E
k
denotes the set of physical

links in the data center. We use crv̄ to indicate the capacity

of resource r on the physical server v̄, and bē to indicate the
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FIGURE 2. Topology of fat-tree.

bandwidth capacity of physical link ē. Let sv̄ē, dv̄ē be indica-

tors that denote whether v̄ is the source or destination of phys-

ical link ē. Each server is characterized by a certain failure

probability, per unit resource cost and resource capacity. Each

link is characterized by its bandwidth capacity. There may be

many types of failure in data center, including servers, Top-

of-Rack switches, aggregation switches and power supply

equipment, etc. In this work, we assume that each data center

has a Fat-Tree [31] topology.

C. RELIABLE VDC EMBEDDING

We define the reliability of a VDC as the probability that

the service is still available while multiple physical servers

failed. Recent analyses [32], [33] on data center hardware

reliability has shown that physical data center components

have non-uniform failure rates. Thus, we assume that the

failure probabilities of different physical server in a data

center are also different. Similar to [12], we use replication

groups to guarantee the reliability requirements of VDC. The

basic idea is that if one VM in the replication group fails,

the other VM in the same replication group can run as a

backup. In other words, a replication group is reliable as

long as at least one of the VMs in the group is available.

The VMs in different replication groups implement different

functionalities, and the set of all replication groups form the

complete service. Therefore, when any group fails, the entire

service is unavailable, since the rest of groups cannot form

a complete service. In this work, the key objective is to

guarantee the reliability of the whole VDC, while satisfying

its resource requirements. For example, a VDC with a three-

layer structure of web service, including web servers, appli-

cation servers and database servers. These three replication

groups form the complete VDC service function. When any

group fails, the entire service would be unavailable, since the

rest groups cannot form a complete service.

The reliability rl of an embedded VDC can be calculated

as follows:

rl =
∑

i∈RC

∏

v̄∈F

frv̄
∏

v̄∈NF

(1− frv̄), ∀v̄ ∈ PN , (1)

where PN denotes the set of physical servers which host the

VMs in the VDC; RC denotes the set of cases which can

guarantee the availability of the VDC; frV denotes the failure

probability of the physical server v̄; F is the set of the failed

physical servers in all data centers; and NFis the set of the

available physical servers in data centers.

Reliable VDC provisioning/embedding problem aims at

mapping resource (e.g., virtual machines, switches and com-

munication bandwidth) requests onto the physical infrastruc-

ture (e.g., physical servers and links), while guaranteeing the

reliability the user or the tenant required. Some services need

to be deployed close to end-users (e.g., Web servers) whereas

others may not have such location constraints and can be

placed in any data center (e.g.,Mapreduce jobs) [5]. However,

achieving reliable VDC embedding across distributed data

center introduces a nontrivial challenge for cloud providers,

which aims at mapping the VDC onto the distributed data

centers while satisfying the reliability requirements of VDC

request. The problem of VDC embedding across multiple

domains (i.e., multiple data centers) means that VMs in a

VDC may be embedded in multiple data centers, since VMs

have different location constraints. Figure 3 shows an exam-

ple of mapping a VDC across multiple domains.

FIGURE 3. Example of mapping a VDC across multiple domains.

IV. PROBLEM MODELING

In this section, wemodel the problem of reliable VDC embed-

ding across distributed infrastructures by using integer linear

programming (ILP).

A. THE CONSTRAINTS

In order to ensure that the VDC embedding/provisioning does

not violate the physical resource capacity limits, the follow-

ing capacity constraints must be met.
∑

i∈I

∑

v∈V i

x ivv̄c
ir
v ≤ c

r
v̄, ∀v̄ ∈ V , r ∈ R (2)

∑

i∈I

∑

e∈E i

bieē ≤ bē, ∀ē ∈ E (3)

Constraints (2) and (3) are physical server and link capacity

constraints, respectively; they can be used to guarantee that

the total amount of required resources must neither exceed

server resource capacity nor link bandwidth capacity.

In addition, the flow conservation constraints must be sat-

isfied on each physical server. If a physical server does not

host the source or destination node of a virtual link, then for
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TABLE 1. Main notations used in our formulation.

that physical server, the incoming flow and outgoing flow of

that virtual link should be equal. This can be formulated as in

Constraint (4).
∑

ē∈E

sv̄ēb
i
eē −

∑

ē∈E

dv̄ēb
i
eē

=
∑

v∈V i

x ivv̄s
i
vebe −

∑

v∈V i

x ivv̄d
i
vebe, ∀i ∈ I , e ∈ E i, v̄ ∈ V .

(4)

There are also some constraints need to be satisfied while

performing the VM embedding. These constraints are used

to guide embedding the VMs to appropriate physical servers.

The VM placement constraints can be formulated as follows.

x ivv̄ ≤ x
i
vv̄, ∀i ∈ I , v ∈ V i, v̄ ∈ V (5)

∑

v̄∈V

x ivv̄ = 1, ∀i ∈ I , v ∈ V i (6)

Constraint (5) guarantees that a virtual machine only can

be embedded on the physical server that it can be placed on.

Constraint (6) makes sure that one VM only can be embedded

on one physical server.

If a physical server hosts at least one VM, then this server

must be active, otherwise inactive. This means that the fol-

lowing constraints must be met.

yv̄ ≥ x
i
vv̄, ∀i ∈ I , v ∈ V i, v̄ ∈ V (7)

yv̄ ≥
1

be
bieēsv̄ē, ∀i ∈ I , v̄ ∈ V , e ∈ E i, ē ∈ E (8)

yv̄ ≥
1

be
bieēdv̄ē, ∀i ∈ I , v̄ ∈ V , e ∈ E i, ē ∈ E (9)

Constraint (7) ensures that only when a server is active, then

it is valid to assign a VM onto this server. Constraints (8)

and (9) denote that if a physical link provide resources to a

virtual link, then the source and destination node (i.e., server)

of this physical link must be active.

Furthermore, the following location constraints must be

satisfied:

zikv =

{

1 if v can be assigned to DC k

0 otherwise
(10)

wikv =

{

1 if v is assigned to DC k

0 otherwise
(11)

wikv ≤ zikv, ∀v ∈ V i (12)
∑

v∈V i

wikv = 1, ∀k : Gk (13)

Equation (12) denotes that the VMs only be embedded in

the data center that the virtual machines can be embedded

in. And Equation (13) guarantees that one VM only can be

embedded in one data center.

Moreover, the following VDC reliability requirement must

be satisfied.

rl ≥ rr (14)

where rl defined in Equation (1), which denotes the reliability

of an embedded VDC. Constraint (14) ensures that the relia-

bility of an embedded VDCmust be no less than its reliability

requirement.

B. THE OBJECTIVE

Weuse rr to represent the reliability requirement of i-th VDC.

If the InP fails tomeet the reliability requirement rr , there will

be a penalty. The penalty for an InP can be calculated as in

Equation (15).

Punreliable =
∑

i∈�

πi, (15)

where πidenotes the penalty of failing to satisfy the reliability

requirement of i-th VDC.

Recovery costs come from restarting VMs and reconfig-

uring the network equipment. We thus define the failure
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recovery costs of physical server v̄ and physical link ē as

shown in Equations (16) and (17), respectively.

P
recovery
v̄ = ρv̄ +

∑

i∈I

∑

v∈V i

x ivv̄λv +
∑

e∈E i

bieēµv̄ēλe, ∀v̄ ∈ v̄

(16)

P
recovery
ē = ρē +

∑

i∈I

∑

e∈E i

bieēλe, ∀ē ∈ E\BE (17)

where λv and λe are the recovery costs of virtual node v

and virtual link e; and µv̄ē = max{sv̄ē, dv̄ē}. The cost for

embedding e onto backbone network can be defined as in

Formula (18).

Pbackboneē =
∑

e∈E i

bieēζeb,∀ē ∈ BE, (18)

where ζeb denotes the cost of provisioning virtual link e in

backbone network.

Then the total cost caused by unreliability is as follows:

PR = Punreliable +
∑

v̄∈V

P
recovery
v̄ +

∑

ē∈E

P
recovery
ē + Pbackboneē .

(19)

Therefore, the objective function to minimize the total cost

is defined as follows:

Minimize PR (20)

V. ALGORITHM DESIGN

Since the problem of optimal VDC provisioning described in

Section 3 is NP-hard, in this section, we propose an efficient

heuristic algorithm for solving the problem of reliable VDC

embedding (RVDCE) across multiple domains. The RVDCE

problem consists of two key issues: i) how to ensure the

reliability of the VDC request; and ii) how to reduce the

bandwidth consumption of backbone network.

Multiple VMs may be embedded on the same physical

server, hence the service reliability of embedding the VMs

from different replication groups of a VDC on the same

physical server is higher than that of embedding the VMs

on different servers. The reason is as follows: according to

the definition of reliability of a VDC, reliable service implies

that all replication groups are reliable. All replication groups

form the complete service, and each group plays unique role

as explained in the third part of Section 2. Therefore, when

any group fails, the entire service is unavailable. Hence, if we

embed all VMs belonging to different replication groups

on the same physical server, the service reliability is equal

to the reliability of that physical server. If we embed VMs

on different physical nodes, the service reliability is equal

to the product of the reliabilities of those physical servers.

Furthermore, in order to improve the reliability of service,

we have to embed VMs in the same replication group on to

different physical servers so that these VMs can backup for

each other. However, physical servers with limited resources

and VMs with location constraints may not allow all VMs in

Algorithm 1 RVDCE Algorithm

Input: 1. Size of partitions: K ;

2. The VDC request: Gi = (V i,E i);

3. Physical data center: G = (V ∪ BV ,E ∪ BE).

Output: The VDC embedding result.

1: Sort the servers in ascending order of their reliability;

2: Divide the servers in data centers into L levels, where a

lower level has lower reliability;

3: let isSuccessful← false;

4: while K > 0 do

5: Call Procedure 1 to partition the VDC request;

6: for all l ∈ L do

7: S ← the set of servers in all data centers

whose levels are lower than or equal to l;

8: Call Procedure 2 to embed partitions;

9: if all of the partitions are embedded

successfully

10: isSuccessful← true;

11: return VDC embedding result;

12: end if

13: end for

14: K = K − 1;

15: end while

16: if (isSuccessful == false)

17: returnVDC embedding is failed

18:end if

a VDC to be embedded onto the same physical server, nor

even the same data center.

Moreover, reducing the bandwidth consumption of back-

bone network is the other issue to be addressed in this paper.

For addressing this issue, we partition a VDC into several

partitions before embedding it. The reasons are as follows:

i) if we embed VMs one by one, it will consume large amount

of bandwidth of backbone network, because the bandwidth

consumption of backbone network is not considered in the

VM embedding process; ii) per unit bandwidth resource in

inter-data center is more expensive than that of intra-data

center network. We put the VMs that have large amount of

communication bandwidth requirement between each other

into the same partition, and the VMs in the same partition

will be embedded into the same data center. Thus, bandwidth

consumption of backbone network can be reduced. On the

other hand, theway of embeddingVMs one by onementioned

above will result in a much higher reliability than required.

It is unnecessary that the data centers provide much higher

reliability than that required by VDC request, so it just needs

to satisfy the reliability requirements of virtual data centers

for reducing the resource consumptions.

In addition, in order to use physical server resource with

different reliabilities rationally, we group the servers in data

center according to their reliabilities.

Therefore, the RVDCE algorithm consists of three main

steps: i) group the physical servers; ii) partition the VDC; and
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iii) embed the VDC partitions. Algorithm 1 shows the pseud

code of RVDCE algorithm.

A. GROUP PHYSICAL SERVERS

Due to resources are limited in physical data center, in order

to improve acceptance ratio of VDC requests, we should

embed the VMs on the servers with low reliability. If we map

VMs with low reliability requirements on the servers with

high reliability, the physical server resources could be waste

resulting in lower VDC acceptance ratio. Therefore, in order

to use physical server resource with different reliabilities

rationally, we sort the servers in descending order of their

reliabilities, and then group the servers into groups based

on their reliability levels that servers with higher level have

higher reliabilities. In the embedding process, for example,

we chose level l servers to host a VDC, meaning that we

can use the servers whose levels are less than or equal to

l for hosting the VDC. If the reliability does not meet the

requirement after VDC embedding, it is necessary to increase

the reliability level l and re-embed the VDC. If the reliability

is lower than the required reliability for any available physical

servers, we have to change the partition size and re-embed the

VDC.

B. PARTITION A VDC REQUEST

Before embedding a VDC, we first partition the VDC into

several sub-VDCs, with the aim of minimizing the bandwidth

demands between partitions, thereby reducing the bandwidth

consumption in the backbone network.

Assume the number of VMs in a VDC is N , the partition

size is smaller than Kand can be adjusted (i.e., there are

at most K VMs in a partition). The initial value of K is

equal to N , then the K is gradually reduced in the process of

adjusting the size. If a VDC is successfully embedded while

K = N , the bandwidth consumption of backbone network is

minimized. Otherwise, reduce Kuntil the VDC is embedded

successfully.

In the VDC partition process, we first make each virtual

node (i.e., VM) as a partition, and calculate the total amount

of bandwidth demands between the partitions. Then the algo-

rithm traverses each VM v ∈ V i, and finds partition P that

allows us to move v from its original partition to P and satisfy

the follow conditions: i) reduce the amount of bandwidth

consumption in backbone network; ii) the VMs in P have

same location constraint; iii) the number of VMs in P does

not exceed K . If partition P meets the above conditions,

we can move VM v to P. As long as there are VMs moving

between different partitions, algorithm keeps traversing the

VMs until no VM needs to be moved. If the current band-

width demands in inter-data center is less than the bandwidth

demands between original partitions, algorithm will regener-

ate a new graph where a partition of Gi is as a ‘‘node’’ in this

new graph.

Figure 4 shows an example for partitioning a VDC request.

We assume that there are two data centers in the substrate

network, denoted as DC1 and DC2. The VDC request m is

shown in Figure 4(a). The location constraints of the four

Procedure 2 VDC Partition
1: Let flag← true;

2: while (flag)

3: Denote each node (i.e., VM) of Gi as a partition;

4: Record the total bandwidth demands between

partitions;

5: whileVMs need to be moved between partitionsdo

6: for each v ∈ V i, do

7: Find a partition P and move v to P, such that:

a) the number of VMs in P does not exceed

K ;

b) total bandwidth consumption is minimized;

c) all of the VMs inP have same location

constraint.

8: end for

9: end while

10: if current bandwidth demands < initial bandwidth

demands

11: Change Gi to be the graph of partitions;

12: else

13: flag← false

14: end if

15: end while

FIGURE 4. Example of partitioning a VDC. (a) Original VDC request m

(b) The partitioning for K=1, 2 or 3 (c) The partitioning for K= 2 or 3
(d) The partitioning for K= 3.

VMs are as follows: i) VM a need to be embedded in DC1;

ii) VM b and VM c need to be embedded in DC2; iii) VM d

can be embedded in DC1 or DC2. Therefore, VM a cannot

be in the same partition with VM b and VM c. Figure 4 (b)

shows the partitioning of VDC m when the partition size is 1.

When the partition size is 2, the feasible partitions of m are

shown in Figure 4 (b) and Figure 4(c). When the partition

size is 3, the feasible partitions ofm are shown in Figure 4(b),

Figure 4(c) and Figure 4(d).

C. EMBED THE VDC PARTITIONS

We guarantee the reliability of VDC by using replication

groups. If one VM in the replication group fails, the other
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VM in the same replication group can run as a backup.

Therefore, a replication group is reliable as long as at least

one of the VMs in the group is reliable. We choose one VM in

a replication group as the working VM, the other VMs in that

replication group can be used for backup. We take different

approaches for embedding theworkingVMand backupVMs.

1) EMBED THE WORKING VMs

Since the VMs in partition have location constraints, each

partition has a corresponding location constraint. Partitions

can only be embedded on to the data centers that meet the

location constraints of VMs. Assuming the size of partition

is K , we map VMs on the level l servers. If VDC reliability

cannot meet the reliability requirement under the partition

size K , the algorithm will increase the level of the selected

servers.

We randomly choose a partition and find a data center that

can provide the highest reliability for the chosen partition.

Then we embed the VMs in the partition according to the

following two steps: 1) embedding the VMswithout backups;

2) embedding the VMs that with backups. If any VM in the

replication group has been embedded, the VMs belong to this

replication group in the partition should be skipped. In other

words, only one VM of each replication group needs to be

embedded.We preferentially embed it on the servers that have

hosted other VMs belong to the same VDC. If the available

resources of the physical server are not enough, we need to

embed the VM on a ‘‘new’’ available server with the highest

reliability.

After embedding one partition, we choose the next parti-

tion that has themaximum bandwidth with the embedded par-

titions in the set of remaining partitions need to be embedded,

until all partitions are embedded.

2) EMBED THE BACKUP VMs

We calculate reliability of VDC according to Equation (1),

after embedding the VM. If the reliability does not meet the

requirement, we adjust the physical servers with lower or

higher reliability until it meets the requirement.

Note that all of the VMs belonging to same partition must

be embedded in the same data center. Accordingly, when

embedding the backup VMs, we need to choose the data cen-

ter that has hosted the VMs belonging to the same partition.

In addition, it is important to note that the VMs belonging

to same replication group cannot be embedded on the same

server. After embedding the backup VMs, we calculate the

reliability and check whether the reliability meets the relia-

bility requirement of VDC.

D. COMPLEXITY ANALYSIS

The proposed RVDCE algorithm consists of Procedure 1 and

Procedure 2. We analysis the complexity of our proposed

RVDCE algorithm as follows:

(1) The complexity of Procedure 1 isO(|V i|×|V i|), where

|V i| is the number of VMs in i-th VDC.

(2) The complexity of Procedure 2 is also O(|V i| × |V i|).

Procedure 3 Partition Embedding

1: Randomly choose a partition Q from partition set
Partitions;

2: Choose a data center dc has the highest reliability and
enough resources for the VDC partition from data
center set DCs;

3:PartitionToDC = PartitionToDC∪ < Q, dc >;
4:M : the set of VMs that have been embedded, letM = φ;
5: while Partitions is not empty do

6: for all v in Q do

7: if none of VM in the replication group that v
belongs to has been embedded

8: if v can be embedded on the server s ∈ S
hosting the VMs in M

9: Embed v on server s;
10: else

11: Choose the server with highest
reliability that belongs to dc and s for
hosting v;

12: M ← M ∪ {v};

13: end if

14: end if

15: end for

16: Partitions← Partitions\{Q};

17: Q← the partition inPartitionswhich has the largest
amount of bandwidth demand to communicate with
the embedded partitions;

18: Choose dc that can provide highest reliability and
enough resources for Q from DCs;

19: PartitionToDC = PartitionToDC∪ < Q, dc >;
20: end while

21: Compute the current reliability rl of VDC request
according to Equation (1);

22: for all < Q, dc > in PartitionToDC do

23: if rl > rr //rr is the reliability requirement of VDC
24: for each VM (denoted as v) in Q do

25: Embed v on the server with enough resources
and the lowest reliability in dc;

26: end for

27: else

28: for remaining VMs in Q do

29: if v can be embedded on the server that VM
u in Q has been embedded on and the
replication groups that v and u belong to are
different

30: Embed v on s;
31: else

32: Embed v on the server with highest
reliability;

33: end if

34: end for

35: end if

36: end for

Therefore, the complexity of our RVDCE algorithm is

O(K × (|V i| × |V i| + L × |V i| × |V i|)) ≈ O(K × L × |V i|2),

where K is the size of partitions andL is the number of levels

of servers.
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VI. SIMULATION AND ANALYSIS

A. SIMULATION ENVIRONMENT

In our simulations, we use the NSFNET [34] as the backbone

network, there are six data centers attached to the NSFNET

as shown in Figure 5. The bandwidth capacity of a link in

backbone network is 100 units. Each data center has a Fat-

Tree [31] topology which is shown in Figure 2. We assume

that each physical server has 32CPUs.We refer to the existing

work [35] to set the bandwidth capacity of the intra-data

center links. In each data center, the bandwidth capacity of

each physical linkwhich directly connecting server is 10 units

and the bandwidth capacity of each switch-to-switch physical

link is 40 units.

FIGURE 5. The physical infrastructure.

We generate the VDC requests by using GT-ITM [36] and

the parameter settings are similar with [5]. We consider two

cases in our simulations, i.e., Case 1 and Case2. The number

of VMs in Case1 is randomly set from 3 to 30. The number

of VMs in Case 2 is randomly set from 3 to 15. The CPU

resource demand of eachVM is generated randomly from 8 to

16 units. The bandwidth requirement of each virtual link is

randomly set from 1 to 3 units.

For evaluating the effectiveness and correctness of our

proposed algorithm, we have implemented three algorithms

for comparison purposes. The algorithms compared in our

simulation experiments are shown in Table 2.

B. SIMULATION EXPERIMENT RESULTS

Figure 6 shows the performance of bandwidth consumption

of backbone network for provisioning VDC requests. The

K in Figure 6(a) and Figure 6(b) represents the size of the

partition. And rr indicates the reliability requirement of VDC

request. It can be seen that the RVDCE algorithm results

in a lower bandwidth consumption in backbone network

compared to that of RVNE and RVDCE_R. This is because

RVDCE divides a VDC requests as multiple partitions and

consumes the bandwidth of backbone network as few as

possible while embedding these partitions.

For example, in Figure 6(c) and Figure 6(d), the RVDCE

algorithm always leads to a significant lower bandwidth

TABLE 2. Algorithms compared in our simulations.

consumption of backbone network compared to that of RVNE

and RVDCE_R, whatever the reliability requirement rr is.

Similarly, it can be seen in Figure 6(a) and Figure 6(b),

our RVDCE algorithm always leads to a lower backbone

bandwidth consumption compared to that of RVNE and

RVDCE_R, whatever the partition size K is. Furthermore,

bandwidth consumption of backbone network of RVDCE

decreased with the growth of the value of K . Since larger par-

tition sizemay lead to lower bandwidth consumption between

partitions.

Figure 7 shows the performance of blocking ratios of VDC

requests under various partition sizes or reliability require-

ments. It is clear that when the number of VDCs is small,

the blocking ratios of these three algorithms are very low.

For example, in Figure 7(a), when the number of the VDC

is less than 20, the blocking ratios of these algorithm are

zero. The blocking ratio increased with the growth of the

number of VDC request. The blocking ratio of RVDCE is

lower than that of the other two algorithms under different

reliability requirements. It is due to the fact that RVDCE

algorithm embeds VMs on servers with as lower reliability

as possible while satisfying the reliability requirements of

VDCs, for avoiding over provisioning and thus can admit

more VDC requests. Specifically, in Figure 7(a) and Fig-

ure 7(b), the RVDCE algorithm always leads to a lower block-

ing ratio compared to that of RVNE and RVDCE_R, whatever

the value of K is. Similarly, as shown in Figure 7(c) and

Figure 7(d), the RVDCE algorithm always leads to a lower

blocking ratio compared to that of RVNE and RVDCE_R,

whatever the value of rr is.

Furthermore, it can be seen in Figure 7(c) and Figure 7(d),

blocking ratio of RVDCE is increased with the growth of

the value of rr. This is because that embedding a VDC

with higher reliability requirement need to consume more

resources.

Figure 8 presents the result of total CPU resource con-

sumptions under various number of VDC requests. The

cumulative CPU resource consumption increased with the

growth of the number of VDC requests. Furthermore, it can

be seen from Figure 8 that the CPU resource consumption of

RVDCE is lower than that of RVNE. This is because that our
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FIGURE 6. Bandwidth consumption of backbone network. (a) Simulation
results for Case 1 (b) Simulation results for Case 2 (c) Simulation results
for Case 1 (d) Simulation results for Case 2.

RVDCE algorithm does not use redundant resources as the

backups for satisfying the reliability requirements of VDCs.

Furthermore, our proposed algorithm selects the servers to

FIGURE 7. Blocking ratios under different reliability requirements.
(a) Simulation results for Case 1 (b) Simulation results for Case 2
(c) Simulation results for Case 1 (d) Simulation results for Case 2.

host the VMs considering the dependences between VMs,

thus avoiding over provisioning and results in lower resource

consumption.
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FIGURE 8. Total CPU resource consumptions. (a) Simulation results for
Case 1 (b) Simulation results for Case 2.

VII. SECURITY AND PERFORMANCE

In order to achieve the required key parameters of QoS-aware

framework with security, resiliency, reliability, latency and

bandwidth, we need to incorporate QoS-aware strategies with

our heuristic reliable VDC embedding algorithm (RVDCE).

Herewith we presented the experimental results for the devel-

opment of VDC as follows.

A. EXPERIMENTS WITH REGARD TO INTEGRATED

SECURITY PROCESS AND MODEL

Integrated security model with relevant process to implement

the security techniques is paramount in achieving QoS-aware

VDCs [37] on the rationale of building an integrated security

to minimize security vulnerabilities and hacking in VDCs.

The proposal is based on integrated security model and asso-

ciated implementation process. Therefore, in this simula-

tion experiment, we use integrated security techniques such

as integrated security layer composed by firewall, identity

management and access control monitoring framework, and

performed a large scale penetration testing on VDCs to test

the validity, robustness and resiliency of the security solu-

tion [29]–[37]. Since VDCs can be used and be independent

of the locations, VDCs have been implemented in London

and Southampton to perform the test. Each VM contains

100 GB disk space and each VDC can contain up to 10 TB.

Three layers consist of (i) firewall; (ii) identity management

and (iii) encryption. We ensure that all VDC, including all

the VMs, have three layers of protection. The 2014 known-

vulnerabilities, including 10000 common viruses have been

used for large scale penetration testing to test the robustness

of the VDC security solution. Figure 9 (a) shows the number

of viruses/Trojans blocked by the integrated security model.

5278 viruses have been detected and blocked by the firewall.

Another 3744 viruses/trojans have been detected and blocked

by identity management and intrusion prevention systems.

838 viruses/trojans are then have been detected and blocked

by the encryption. All detected viruses/trojans have been

killed.

FIGURE 9. Integrated security penetration tests with RVDCE. (a) Number
of viruses blocked by each layer (b) Percentage of blocking viruses and
Trojans.

With regard to penetration tests, firstly, we define the Pen-

etration Test Efficiency (PTe) as in Formula (21).

PTe =

(

∑TN

1
VS +

∑TN

1
TR

)/

TN × 100% (21)

where VS denotes the number of virus have been detected

and blocked, TR denotes the number of Trojans have been

detected and blocked, and TN is the total number of virus and

Trojans.

Secondly, we define the Security Test Efficiency (STe) as

in Formula (22).

STe =

(

∑TN

1
SAs

/

∑TN

1
SIs

)

× 100% (22)

where SAs represents the number of surface attacks have been

detected, blocked and killed, SIs represents the total number

of system surface interfaces.

Thirdly, we can calculate the Business Process Efficiency

(BPe) according to Formula (23).

BPe =
(

PTe× BPN
/

Hr
)

× 100% (23)

where BPN denotes the total number of business process, and

Hr denotes the total number of penetration test hours.

In our tests, for example, the total number of viruses and

Trojans is 10000 and the total number of detected and blocked

viruses and Trojans is 9860; total number of detected, blocked
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and killed surface attacks is 9868 and the total number of

system surface interfaces is 10000, hence we have,

PTe = (9860/10000)× 100% = 98.60%,

STe = (9868/10000)× 100% = 98.68%.

The percentage of maintaining good and protected data is

important. Figure 9(b) shows the continuous ethical hacking

for 125 hours to test how resilient and robust the VDC secu-

rity solution is. At the end of a 125-hour attack, the percent-

age of blocking has dropped to 69.00%, hence the business

process efficiency is (69.00% *125 / 125) = 69.00%.

B. RELATONSHIP BETWEEN PERFORMANCE, ENERGY

AND COST

The performance is based on the blocking ratio and band-

width consumption of backbone network tested in different

scenarios in Section 5. Bandwidth consumption of backbone

network should be the lower the better, since the large amount

of network resource consumption can prolong network speed

and job delivery. Similarly, the blocking ratio should be the

lower the better to minimize the impact caused by bandwidth

consumption of backbone network. Figure 8 shows that the

CPU resource consumption is directly proportional to the

number of VDCs and similarly, the energy consumption (Ec)

is equivalent to the multiplication of CPU resource consump-

tion (Rc) and time (T ) in Formula (24).

Ec = Rc× T (24)

Running VDCs means experiments can be done via private

clouds or service providers. In this case, it is the use of private

clouds. The energy cost (Cst) of running VDCs is equivalent

to energy consumption (Ec) multiplying the price (Pr) of per

unit energy [38]. Thus, the cost can be calculated according

to Formula (25).

Cst = Ec× Pr (25)

In order to measure energy consumption, the execution

time to launch and run VDC has been recorded five times and

taken the average values while the number of VDC has been

increased from 10 to 100. The experiment settings are identi-

cal to infrastructures described in [38], whereby physical data

centers in London and Southampton can host 100 VDCs at

each site. To ensure all results can be synchronized without

the impacts to the QoS, all experiments were conducted at the

same time.

Figure 10 shows the mean execution time for running

VDCs, which are consistent with results conducted in London

and Southampton. All the time taken is increased in a linear

regression method, starting from 45 seconds for 10 VDCs to

532 seconds for 100 VDCs. The execution time for running

35 VDCs and 50 VDCs is 163.5 and 238 seconds (i.e.,

0.0454 and 0.0661 hours), respectively. The electricity price

is £0.115 per Kilo Watt, or US$0.1495 (taking £1 = US

$1.300 on August 18, 2016).

FIGURE 10. The execution time for running VDCs.

Referring back to Figure 8(a), the CPU resource con-

sumption will take 10000 Watts (10 kw) and 6900 Watts

(6.9 kw) by RVNE algorithm and RVDCE algorithm,

respectively. Therefore, the energy consumption for RVNE

is: 10 × 0.0454 = 0.454 kwh, and the energy consump-

tion for RVDCE is: 6.9 × 0.0454 = 0.3132 kwh. Per hour

running energy costs of RVNE and RVDCE are 0.4540 ×

0.1495 = US $0.0679 and 0.3132 × 0.1495 = US $0.0468,

respectively.

Referring to Figure 8(b), the CPU resource consumption

will take 8700 Watts (8.7 kw) and 5700 Watts (5.7 kw)

for 0.0661 hours of execution time, with the unit price of

US$0.1495. In other words, the energy consumptions for

RVNE and RVDCE are 8.7 × 0.0661 = 0.5751 kwh and

5.7×0.0661 = 0.3768 kwh, respectively. Per running energy

costs of of RVNE and RVDCE are 0.5751 × 0.1495 = US

$0.0860 and 0.3768 × 0.1495 = US $0.0563, respectively.

The difference between [38] and this paper is that run-

ning on [38] is on both physical and virtual systems and

also each time the energy consumption can be obtained at

the end of each service. In this paper, we can demonstrate

that energy consumption can be calculated by multiplying

CPU resource consumption and execution time. Prices can

be calculated by multiplying the energy consumption and

the price of per unit energy. The costs are very low with a

low execution time, which can make the private running and

management of VDCs economical and effective. However,

costs do not include buying of the actual servers, resources

maintenance of data centers, which are not within the remit

of our work. In comparison to [39], authors develop two

algorithms to reduce energy costs while running VMs. They

have tested up to 100 virtual machines in their data center.

Such measurements should be taken while VMs are utilizing

large amount of energy consumptions in situations such as

protecting VDCs under security attacks in real time or run-

ning services at full scales. Our energy consumption test was

performed when all VDCs and VMs were in full utilization

of resources for at least 125 hours with low costs achieved.

VIII. CONCLUSION

A large number of business, services and applications have

been deployed on the cloud. Cloud providers take the advan-

tage of the worldwide market to deploy their geographically
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distributed infrastructures and enlarge their coverage. There-

fore, the QoS-aware virtual data center provisioning in dis-

tributed infrastructures is particularly appealing for SPs as

well as InPs.

In this paper, we study the problem of QoS-aware VDC

provisioning and heuristically embedding algorithm for solv-

ing this problem in cloud computing. This research has also

proposed an integrated security model to simulate the per-

formance and resiliency of the proposed RVDCE algorithm

to minimize security vulnerabilities seen in other propos-

als. This research aims at minimizing the total bandwidth

consumption in backbone network for provisioning a VDC

request, while satisfying the SLA requirements (such as

reliability, access location constraints and resource require-

ments). These key SLAs are the main aspect of achieving

QoS-aware efficient cloud resource provisioning requirement

as part of the cloud users’ perspective. Our algorithm can

make a trade-off between bandwidth consumption in back-

bone network and reliability. Simulation results show that

the proposed algorithm significantly reduced the resource

consumption and blocking ratio than the existing approach

does. Integrated security solutions have been demonstrated

and our research contributions have been supported.
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