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Abstract

The novice researcher, such as the graduate staderibe overwhelmed by the intricacies of the
research methods employed in conducting a schataqiyiry. As both a consumer and producer
of research, it is essential to have a firm grasjust what is entailed in producing legitimate,
valid results and conclusions. The very large anding number of diverse research approaches
in current practice exacerbates this problem. a8 @f this review is to provide the novice re-
searcher with a starting point in becoming a moi@ med consumer and producer of research.
Toward addressing this goal, a new system for idgyi proposed study type is developed. The
PLD model includes the three common drivers fad@n of study type: research-worthy prob-
lem (P), valid quality peer-reviewed literature ,(ahd data (D). The discussion includes a review
of some common research types and concludes Withitaas, discussions, and examples of
various fundamentals of research methods sucl) &smaing research questions and hypotheses;
b) acknowledging assumptions, limitations, andnaligditions; and c) establishing reliability and
validity.

Keywords: Research methodology, reliability, validity, raseh questions, problem directed re-
search

Introduction

The novice researcher, such as the graduate stodernbe overwhelmed by the intricacies of the
research methods employed in conducting a schataqlyiry (Leedy & Ormrod, 2005). As both

a consumer and producer of research, it is eskentiave a firm grasp on just what is entailed in
producing legitimate, valid results and conclusioftge very large and growing number of di-
verse research approaches in current practice dseaes this problem (Mertler & Vannatta,
2001). The goal of this review is to pro-
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study conducted and, by extension, the specifitoastemployed in conducting that type of

study (Creswell, 2005, p. 61). Novice researcheragever, often mistakenly think that, since
studies are known by how they are conducted, theareh process starts with deciding upon just
what type of study to conduct. On the contrary,tyipe of study one conducts is based upon three
related issues: the problem driving the study bibdy of knowledge, and the nature of the data
available to the researcher.

As discussed elsewhere, scholarly research stiintshe identification of a tightly focused, lit-
erature supported problem (Ellis & Levy, 2008). Tasearch-worthy problem serves as the point
of departure for the research. The nature of theaneh problem and the domain from which it is
drawn serves as a limiting factor on the type séeach that can be conducted. Nunamaker,
Chen, and Purdin (1991) noted that “It is cleat #ome research domains are sufficiently nar-
row that they allow the use of only limited methtmipes” (p. 91). The problem also serves as
the guidance system for the study in that the rebes, in essence, an attempt to, in some man-
ner, develop at least a partial solution to theaesh problem. The best design cannot provide
meaning to research and answer the question ‘Wisytastudy conducted,” if there is not the
anchor of a clearly identified research problem.

The body of knowledge serves as the foundation wdtdoh the study is built (Levy & Ellis,
2006). The literature also serves to channel theareh, in that it indicates the type of study or
studies that are appropriate based upon the nafttihe problem driving the study. Likewise, the
literature provides clear guidance on the spenrifithods to be followed in conducting a study of
a given type. Although originality is of great valin scholarly work, it is usually not rewarded
when applied to the research methods. Ignoringvisdom contained in the existing body of
knowledge can cause the novice researcher, atdbg b great deal of added work establishing
the validity of the study.

From an entirely practical perspective, the natifirthe data avaiable to the researcher serves as
a final filter in determining the type of studydonduct. The type of data available should be
considered a necessary, but certainly not sufticeonsideration for selecting research methods.
The data should never supersede the necessityeskarch-worthy problem serving as the anchor
and the existing body of knowledge serving as tlumdation for the research. The absence of the
ability to gather the necessary data can, howeegtainly make a study based upon research
methods directly driven by a well-conceived problkema supported by current literature com-
pletely futile. Every solid research study must da& in order to validate the proposed theory.
As a result, novice researchers should underskendentrality of access to data for their study
success. Access to data refers to the abilityeofélsearcher to actually collect the desired data
for the study. Without access to data, it is imgadedor a researcher to make any meaningful
conclusions on the phenomena. Novice researcheutddbe aware that their access to data will
also imply what type of methodology they will beéngsand what type of research, eventually
they will conduct. Figure 1 illustrates the intdi@e among the research-worthy problem (P), the
existing body of knowledge documented in the pe#iewed literature (L), and the data avail-
able to the researcher (D). The research-worthyigmo (P) serves as the input to the process of
selecting the appropriate type of research to adnthe valid peer-reviewed literature (L) is the
key funnel that limits the range of applicable @st approaches, based on the body of know!|-
edge; the data (D) available to the researcheesaw the final filter used to identify the specifi
study type.

The balance of this paper explores the construeterntying scholarly research in two aspects.
The first section examines some of the types diiestumost commonly used in information sys-
tems research. The second section explores vitaidarations for research methods that apply
across all study types.
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Figure 1. The PLD Model for Deriving Study Type

Types of Research

There are a number of different ways to distingaigiong types of research. The type of data
available is certainly one vital aspect (Gay, MifisAirasian, 2006; Leedy & Ormrod, 2005);
different research approaches are appropriateutontijative data — precise, numeric data derived
from a reduced variable — than for qualitative datammplex, multidimensional data derived

from a natural setting. Of equal importance isrtature of the problem being addressed by the
research (Isaac & Michael, 1981). Some problemsexample, are relatively new and require

Table 1: Key Categories of Research

Approach Most common type of data  Stage of problem Categories of
Theory
Experimental Quantitative Evaluation Testing or
revising
Causal-comparative  Quantitative Evaluation Tegiing
revising
Historical Quantitative or Qualitative Description Testing or
revising
Developmental Quantitative and qualitative Desmmpt Building or
revising
Correlational Quantitative Description Testing
Case study Qualtative Exploration Building or
revising
Grounded theory Qualttative Exploration Building
Ethnography Qualitative Descriptive Building
Action research Quantitative and qualitative Appkxploration  Building or
revising
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exploratory types of research, while more matuablpms might better be addressed by descrip-
tive or evaluative (hypothesis testing) approadekaran, 2003). Table 1 presents an overview
of how the research approaches most commonly nsafbrmation systems (IS) are categorized.
The subsections following Table 1 briefly explogchk of these major research approaches. In
general, research studies can be classified irte tbategories: theory building, theory testing,
and theory revising. Theory building refers to egsl studies that aim at building a theory where
no prior solid theory existed to explain phenomenapecific scenario. Theory testing refers to
research studies that aim at validating (i.e.nggtxisting theories in new context. Theory revis-
ing refers to research studies that aim at revaingxisting theory.

Experimental

The essence of experimental research is determingngause-effect relationship exists between
one factor or set of factors — the independenaisa(s) — and a second factor or set of factors —
the dependent variable(s) (Cook & Campbell, 19fPan experiment, the researcher takes con-
trol of and manipulates the independent varialgaally by randomly assigning participants to
two or more different groups that receive differeaatments or implementations of the inde-
pendent variable. The experimenter measures angazesithe performance of the participants
on the dependent variable to determine if changéei independent variables are very likely to
cause similar changes in performance on the depewdgable. In medical settings, this type of
research is very common. However, in many resdaids it is somewhat difficult to control all
the variables in the experiments, especially weslding with research area that is related to or-
ganizations and institutions. For that reasonuge of experiments in IS it is somewhat limited,
and a less restrictive type of experiments is uSedh type is called quasi-experiment (Cook &
Campbell, 1979). Similar to experiments, in quageziments, the research is attempting to de-
termining if a cause-effect relationship existsnmegn one factor or set of factors — the independ-
ent variable(s) — and a second factor or set abifae- the dependent variable(s). However in
guasi-experiments, the researcher is unable toataikthe variables in the experimentation, but
most variables are controlled.

An example of an experimental study would be regesto which of two methods of inputting
text in a personal digital assistant, soft-keyandwriting recognition, is more accurate. The in-
dependent variable would be method of text inpbie @ependent variable might be a count of
the number of entry errors, and the comparisondasghe mean of the group using the soft-key
method with the mean of the group that used hatidg/recognition input. An example of ex-
perimental research can be found at Cockburn, $aeagl Wallace (2005).

Causal-Comparative

As with experimental studies, causalcomparatigeaech focuses on determining if a cause-
effect relationship exists between one factor obféactors — the independent variable(s) — and a
second factor or set of factors — the dependeighlas). Unlike an experiment, the researcher
does not take control of and manipulate the indegetvariable in causalcomparative research
but rather observes, measures, and compares thenpence on the dependent variable or vari-
ables of subjects in naturally-occurring groupibgsed on the independent variable.

An example of a causalcomparative study woulddsearch into the impact monetary bonuses
had on knowledge sharing behavior as exhibiteddogributions to a company knowledge bank.
The independent variable would be “monetary bonasd it might have two levels (i.e. “yes”
and “no”). The dependent variable might be a cofitihe number of contributions, and the com-
parison based upon an examination of the mean nuohx@owledge-base contributions made
per employee in companies that provided a mondiamys versus the mean number of contribu-
tions made per employee in companies that didnaoatigie a bonus. Since the researcher did not
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assign companies to the “bonus” or “no bonus” caries, this study would be causal compara-
tive, not experimental. An example of causal-compe research can be found at Becerra-
Fernandez, Zanakis, and Walczak (2002) who deve lagenowledge discovery technique using
neural network modeling to classify a country'sestng risk based on a variety of independent
variables.

Case Study

A case study is “an empirical inquiry that inveat@s a contemporary phenomenon within its real
life context using multiple sources of evidence’b@x 2008, p. 1602). The evidence used in a
case study is typically qualitative in nature aocues on developing an in-depth rather than
broad, generalizable understanding. Case studiebecased to explore, describe, or explain phe-
nomena by an exhaustive study within its naturtirge(Yin, 1984). An example of a case study
can be found in the study by Ramim and Levy (20@6&) described the issues related to the im-
pact of an insider’s attack combined with novicenagement on the survivability of an e-

learning systems of a small university.

Historical

Historical research utilizes interpretation of qaaive data to explain the causes of change
through time. This type of research is based uperecognition of a historical problem or the
identification of a need for certain historical krledge and generally entails gathering as much
relevant information about the problem or topigassible. The research usually begins with the
formation of a hypothesis that tentatively explaansuspected relationship between two or more
historical factors and proceeds to a rigorous ctoitla and organization of usually qualitative
evidence. The verification of the authenticity amadldity of such evidence, together with its se-
lection, organization, and analysis forms the bfsishis type of research. An example of his-
torical research can be found in the study by GaadtGrant (2008) who conducted a study to
test the hypothesis that a new generation in krcy@lemanagement was emerging.

Correlational

The primary focus of the correlational type of @asé is to determine the presence and degree of
a relationship between two factors. Although caiehal studies are in a superficial way similar
to causal-comparative research — both types oy $tadis on analyzing quantitative data to de-
termine if a relationship exists between two vdeisb- the difference between the two cannot be
ignored. Unlike causal-comparative research, inedational studies, there is no attempt to de-
termine if a cause-effect relationship exists @lale x causes changes in variable y). The goal for
correlational studies is to determine if a predetielationship exists (knowing the value of vari-
able x allows one to predict the value of variaf)leAt a practical level, there is, therefore, no
distinction made between independent and depereeables in correlational research.

An example of a simple correlational study would-&search into the relationship between age
and willingness to make e-commerce purchases\itedriables of interest would be age and
number of e-commerce purchases made over a givexd@é time. The comparison would be
based upon an examination of age of each subjétw istudy and the number of e-commerce
purchases made by that subject. Since the resealidh&ot control either of the variables or at-
tempt to determine if age caused changes in pueshast if age could be used to predict behav-
ior, the study would be correlational, not expertat¢or causal-comparative. An example of cor-
relational research can be found in Cohen and @I63).
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Developmental

Developmental research attempts to answer theiguieldbw can researchers build a ‘thing’ to
address the problem? It is especially applicablenthere is not an adequate solution to even test
for efficacy in addressing the problem and pressppdhat researchers don’t even know how to
go about building a solution that can be testedeldpmental research generally entails three
major elements:

» Establishing and validating criteria the producsimmeet
* Following a formalized, accepted process for dgmtpthe product

* Subjecting the product to a formalized, acceptedgss to determine if it satis-
fies the criteria.

An example of developmental research would be &fid Hafner (2006) that detailed the devel
opment of an asynchronous environment for projasel collaborative learning experiences.
Developmental research is distinguished from probdagelopment by: a focus on complex, in-
novative solutions that have few, if any, accemtesign and development principles; a compre-
hensive grounding in the literature and theory; ieiogd testing of product’s practicality and ef-
fectiveness; as well as thorough documentatiortysinaand reflection on processes and out-
comes (van den Akker, Branch, Gustafson, NieveeR|a&np, 2000).

Grounded Theory

Grounded Theory is defined as “a systematic, qia procedure used to generate theory that
explains, at a broad conceptual level, a procesacton, or interaction about substantive topic”
(Creswell, 2005, p. 396). Grounded theory is ushdmtheories currently documented in the lit-
erature fail to adequately explain the phenomesamied (Leedy & Ormrod, 2005). In such
cases, revisions for existing theory may not bé&\ad the fundamental assumptions behind such
theories may be flawed given the context or dateatl. Table 2 outlines the three key types of
grounded theory design. According to Creswell, tting among the three approaches requires
several considerations” (p. 403). He noted thal @unsiderations depend on the key emphasis
of the study such as: Is the aim of the study toiogiven procedures? Is the aim of the aim of
the study to follow predetermined categories? Vithtite position of the researcher? An example
of Grounded Theory in the context of informatiosteyns includes the study by Oliver, Why-
mark, and Romm (2005). Oliver et al. used Grountiezbry to develop a conceptual model on
enterprise-resources planning (ERP) systems addpdised on the various types of organiza-
tional justifications and reported motives.

Table 2: Types of Grounded Theory Design (Creswell, 2005)

Type of Grounded Theory Definition

Design

Systematic Design “emphasizes the use of datasasaleps of open, axial, and
selective coding, and the development of a logiagigm or a
visual picture of the theory generated” (Cresviaéi)5, p. 397)

Emerging Design “letting the theory emerge fromdhaga rather than using spe-
cific, preset categories” (Creswell, 2005, p. 401)

Constructivist Design “focus is on the meaningsiasd by participants in a
study...more interested in the views, values, belfefslings,
assumptions, and ideologies of individuals thagaithering
facts and describing acts” (Creswell, 2005, p. 402)
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Ethnography

The study of ethnography aims at “a particular gerprogram, or event in considerable depth.
In an ethnography, the researcher looks ardine group— more specifically, a group that shares
a common culture — in depth” (Leedy & Ormrod, 2005151). According to Creswell (2005),
ethnographic research deals with an in-depth qu&ét investigation of a group that share a
common culture. He indicated that ethnography & beed to explain various issues within a
group of individuals that have been together foomsiderable length of time and have, therefore,
developed a common culture. Ethnographic resedsolpeovides a chronological collection of
events related to a group of individuals sharimg@mon culture. Beynon-Davies (1997) out-
lined the use of ethnographic research in the gbofesystem development. He noted that for IS
researchers, ethnographic research may provide yathe area of IS development, specifically
in the process of capturing tacit knowledge dutireggsystem development life cycle (SDLC)
(Beynon-Davies). Crabtree (2003) noted that “ethaplgy is an approach that is increasing inter-
est to the designers of collaborative computingesys. Rejecting the use of theoretical frame-
works and insisting instead on a rigorously desigepmode of research” (p. ix). However, criti-
cism for Crabtree’s advocacy of ethnography inrimfation systems research was also voiced
(Alexander, 2003).

Action Research

Action research is defined as “a type of resedrahfocuses on finding a solution to a local prob-
lem in a local setting” (Leedy & Ormrod, 2005, @41 Action research is unique in the approach
as the researcher himself or herself are pareoptactitioners group that face the actual problem
the research is trying to address(Creswell, 2008)litionally, the aim of action research is to
investigate a localized and practical problem. Ading to DelLuca, Gallivan, and Kock (2008),
there are five key steps in action research inafyridd) Diagnosing the problem; b) Planning the
action; c) Taking the action; d) Evaluating theuliss and e) Specifying lessons learned for the
next cycle. During the course of all give stepshefaction research, “researchers and practitio-
ners collaborate during each step” (DeLuca epa#l9).

Fundamentals of Research Methods
For each study type there is an accepted methgddlmgumented in texts (Gay et al., 2006;
Isaac & Michael, 1981; Leedy & Ormrod, 2005; Yi®8#) and exemplified in the literature
(Levy & Elliis, 2006). As a first step in establishithe value of a proposed study, the novice re-
searcher is well advised to closely follow the téatgfor the study type contained in the text and
model her or his research methods after similatiessureported in the literature. Regardless of the
type of study being conducted, there are a numberpmrtant factors that must be accommo-
dated in an effective description of the researethods. In brief, the description must provide a
detailed, step-by-step description of how the stidhbe conducted, answering the vital “who,
what, where, when, why, and how” questions.

What is going to be done

Who is going to do each thing to be done

How will each thing to be done be accomplished

When, and in what order, will the things to be amplished actually be done
Where will those things be done

Why — supported by the Iterature — for the ansvietbe What, Who, How,
When, and Where

S e A
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A properly developed description of the researcthaas would allow the reader to actually con-
duct the study being proposed based upon the @esesitlined. Included among those processes
are: forming research questions and hypothesasijfyleg assumptions, limitations, and de limi-
tations; as well as establishing reliability andidity.

Form Research Questions and Hypotheses

Research questions

Research questions are the essence of most reseadtitted and acts as the guiding plan for
the investigation (Mertler & Vannatta, 2001). Imgeal, research questions are “specific ques-
tions that researchers seek to answer’ (Cresvi®b,2. 117). According to Maxwell (2005),
“research questions state what you want to legrné9). A research investigation may have one
or more research questions regardless of the spip€ of the research including qualitative,
guantitative, and mixed method types of researastMuality peer-reviewed studies will have a
specific section that highlights the research duessinvestigated. In most other published work
that don’'t have a specific section that highlightthe research questions will appear either et th
end of the problem statement or right after tlegditure review section. Maxwell suggested that a
good research question is one that will point t&earcher to the information that will lead
him/her to understand what he/she set forth tcsiigete. According to Ellis and Levy (2008),

“in order for the research to be at all meaninghdyre has to be an identifiable connection be-
tween the answers to the research questions amegbarch problem inspiring the study” (p. 20).
However, research questions shouldn’t be creatadracuum, but be strongly influenced by
guality literature is suggesting about the phena@erg, 1998). Moreover, the exact wording
used to note the research questions is vital agdberacy and appropriateness of the research
guestion determine the methodology to be used @ie&tVannatta, 2001).

The nature of the research questions will be degogirah the type of study being conducted.
Studies based on quantitative data will generaligltiven by research questions that are formu-
lated on the confirmatory and predictive natureilevstudies based on qualitative data will be
more likely driven by research questions that ammiilated on the exploratory and interpretive
nature.

Examples of quantitative research questions irctdmext of information systems include:
- To what extent does users’ perceived usefulnessaises the odds of their e-commerce
usage?

- Do computer self-efficacy and computer anxiety reasignificant difference for males
and females when using e-learning systems?

- What are the contributions of users’ systems tdsterrent severity, and motivation to
their misuse of biometrics technology?

- To what degree do team communication and team n@ness predict productivity of
system development by virtual teams?
Examples of qualitative research questions in trgext of information systems include:
- How does training help the implementation succéssterprise-wide information sys-
tems?

- Why do user involvement and user resistance haleisystems’ requirement gathering
process?
What are the systems characteristics that are \@éu# users when using e-learning
systems?

- How do e-commerce users define information privacy?
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Hypotheses

One must keep in mind that “research questionsatréhe same as research hypotheses”
(Maxwell, 2005, p. 69). In general, a hypothess ba defined as a “logical supposition, a rea-
sonable guess, an educated conjecture” about sspeetaf daily life (Leedy & Ormrod, 2005,
p. 6). In scholarly research, however, hypothesesmare than ‘educated guesses.’ A research
hypothesis is a “prediction or conjecture aboutdhieome of a relationship among attributes or
characteristics” (Creswell, 2005, p. 117). By comian, research is conservative and assumes
the absence of a relationship among the attrinutdsr consideration; hypotheses, therefore, are
expressed in null terms. For example, if a studgewie examine the impact interactive multime-
dia animations have on the average amount of enpsecat an e-commerce site, the hypothesis
would be stated: The average amount of purchasa eacommerce site enhanced with interac-
tive animations will not be different that the aage amount of purchase on the same e-
commerce site that is not enhanced with interaetivimations. Not all types of research entail
establishing and testing hypotheses. Research deliased upon quantitative data commonly
test hypotheses; studies based upon qualitatiee olathe other hand, explore propositions
(Maxwell).

Unlink hypotheses, propositions do predict a dioaetity for the results. If, for example, one
were to examine consumer reaction to interacti@ation on an e-commerce site, one might
investigate the proposition that: Consumers witliress a greater feeling of engagement and sat-
isfaction when visiting e-commerce sites enhancitflinteractive animations than similar sites
that lack the enhancement.

Acknowledge Assumptions, Limitations, and Delimitations

For any given research investigation there are niyioig assumptions, limitations, and delimita-
tions (Creswell, 2005). According to Leedy and Quth{2005), assumptions, limitations, and
delimitations are critical components of a vial@eearch proposal; without these considerations
clearly articulated, evaluators may raise somel piestions regarding the credibility of the pro-
posal. The following three sub-sections providenikidn and examples for each term.

Assumptions

Assumptions serve as the basic foundation of aogosed research (Leedy & Ormrod, 2005)
and constitute “what the researcher takes for gchrut taking things for granted may cause
much misunderstanding. What [researchers] maytassume, others may never have consid-
ered” (Leedy & Ormrod, p. 62). Moreover, assumgioan be viewed as something the re-
searcher accepts as true without a concrete gEgséntially, there is no research study without a
basic set of assumptions (Berg, 1998). According/ttiams and Colomb (2003), identifying the
assumptions behind a given research proposal isfahe hardest issues to address, especially
for novice researchers. Such difficulties emerge tduthe fact that by nature “we all take our
deepest beliefs for granted, rarely questioningitirem someone else’s point of view”

(Williams & Colomb, p. 200). It is important for mze researchers to learn how to explicitly
document their assumptions in order to ensurettiegtare aware of those things taken as givens,
rather than trying to hide or smear them from #eeder. Explicitly documenting the research as-
sumptions may help reduce misunderstanding arstaese to a proposed research as it demon-
strates that the research proposal has been tidyaansidered (Leedy & Ormrod, 2005).

To identify the assumption behind a proposal, #searcher must ask himself the following ques-
tion: “what do | believe that my readers must &lstieve (but may not) before they will think
that my reasons are relevant to my claims?” (Wiiltia& Colomb, p. 200).
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Examples of assumptions researchers make include:
- Participants in the study will make a sincere ¢ffoicomplete the assigned tasks

- The students participating in the Internet-basasissohave a basic familiarity with the
personal computer and the use of the World Wide Web

Limitations

Every study has a set of limitations (Leedy & Ord2005), or “potential weaknesses or prob-
lems with the study identified by the research@reswell, 2005, p. 198). A limitation is an un-
controllable threat to the internal validity of udy. As described in greater detail below, interna
validity refers to the likelihood that the resuifsthe study actually mean what the researcher in-
dicates they mean. Explicitly stating the resedncitations is vital in order to allow other re-
searchers to replicate the study or expand ondy §ireswell, 2005). Additionally, by explicitly
stating the limitations of the research, a researcan help other researchers “judge to what ex-
tent the findings can or cannot be generalizedhergeople and situations” (Creswell, 2005, p.
198).

Examples of limitations researchers may have:

- All subjects in the study will be volunteers whoymeithdraw from the study at any
time. The participants who finish the study migbt,nherefore, be truly representative of
the population.

- The members of the expert panel that will validate proficiency survey instrument will
be drawn from the faculty of ... and may not trulpnesent universally accepted expert
opinion.

Delimitations

Delimitations refer to “what the researcher is gmihg to do” (Leedy & Ormrod, 2005). In schol-
arly research, the goals of the research outlires the researcher intends to do; without the de-
limitations, the reader will have difficulties imderstanding the boundaries of the research. In
order to constrain the scope of the study and rakere manageable, researchers should outline
in the delimitations — the factors, constructs/andariables — that were intentionally left out of
the study. Delimitations impact the external vajfidir generalizability of the results of the study.
Examples of delimitations include:

- Participation in the study was delimited to onlylesaaged 25-45 who had made a pur-
chase via the internet within the past 12 montesggalization to other age groups or
females may not be warranted.

- This study examined attrition rates in MBA prograofiered in continuing education de-
partments of public colleges and universities; geliation to other educational pro-
grams or similar programs offered in private insiiins may not be warranted.

Establish Reliability and Validity

Every study must address threats to validity afidlriity (Leedy & Ormrod, 2005). Although

the concepts of validity and reliability originaliyarted in quantitative research approaches, in
recent years validity and reliability are being @dged in qualitative and mixed-methods ap-
proaches as well (Berg, 1998; Maxwell, 2005). Adewy to Leedy and Ormrod (2005), “the va-
lidity and reliability of your measurement instrunte influences the extent to which you can
learn something about the phenomenon you are studyand the extent to which you can draw
meaningful conclusions from your data” (p. 31). Thk®wing two sections define and outline

332



Ellis & Lewy

the key types of validity and reliability re latewldcommon research investigation. Establishing an
approach following published methods to addresdisafnd reliability issues in a research pro-
posal may drastically increase the overall acceptahthe research proposal.

Reliability

Reliability is defined as “the consistency with wiinia measuring instrument yields a certain re-
sults when the entity being measured hasn’'t chdr{geddy & Ormrod, 2005, p. 31). According
to Straub (1989), researchers should try to ansiveefollowing question in an attempt to address
reliability; “do measures show stability across uhé of observation? That is, could measure-
ment error be so high as to discredit the findihgp?150). Reliability can be established in four
different ways: equivalency, stability, inter-rgtand internal consistency (Carmines & Zeller,
1991).

Equivalency reliability. Equivalency reliability is concerned with how sddy measurements
taken with one instrument match those taken wgbaond instrument under similar conditions.
Equivalency is often used to certify the relialyilif a new measurement instrument or procedure
by comparing the resuits of using that instrumeitt ¥ihose obtained by using established in-
struments or processes. Equivalency is usualhpkssiad through the use of a statistical correla-
tion (Pearson’s r for linear correlation or Eta fion-linear correlation).

Stability reliability. Stability reliability — also know as test, rettesliability — is concerned with
how consistent results of measuring with a givestriment or process are over time. Stability is
based on the assumption that, absent some idéigixplanation, the measurement should pro-
duce the same results today as last month angnaduce the same results next month. Stability,
like equivalency, is usually established throughtle of a statistical correlation (Pearson’s r for
linear correlation or Eta for non-linear correlajio

Inter-rater reliability. Inter-rater reliability focuses on the extent agnent in the results of two
or more individuals using the same measurememumsint or process. As with stability and
equivalency, inter-rater reliability is usually @slished through the use of a statistical coriati
(Pearson’s r for linear correlation or Eta for rioeear correlation).

I nternal consistency. Unlike the previous methods of establishing reliigbwhich were con-
cerned with comparing the results of using an umsémt or process with some external standard
(another instrument, the same instrument over tim#ée same instrument used by different
people), internal consistence focuses on the @hagreement among the various parts of the
instrument or process in assessing the charaadmsng measured. In a 20-question survey
measuring attitude toward knowledge sharing, fameple, if the survey is internally consistent,
there will be a strong correlation the responseall@0 questions. Internal consistency is also
measured by statistical correlation, but with tmer@acha in place of Pearson r.

Validity

Validity refers to a researchers’ ability to “drameaningful and justifiable inferences from scores
about a sample or population” (Creswell, 2005,0@)6There are various types of validity asso-
ciated with scholarly research (Cook & Campbell9)9 Validity of an instrument refers to “the
extent to which the instrument measures whatikgosed to measure” (Leedy & Ormrod,
2005, p. 31). Thus, researchers when designingshely, must ask themselves “how might you
be wrong?” (Maxwel, 2005, p. 105). Additionallyget validity of a study “depends on the rela-
tionship of your conclusions to reality” (Maxwe)05, p. 105). This section will define and out-
line the key validity issues. The two most commalidity issues arenternal validity andexter-

nal validity.
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Internal validity. Internal validity refers to the “extent to whitk design and the data that it
yields allow the researcher to draw accurate ceiwls about cause-and-effect and other rela-
tionships within the data” (Leedy & Ormrod, 2009, 403-104). According to Straub (1989),
researchers should try to answer the following medn an attempt to address internal validity;
“are there untested rival hypotheses for the olesbeifects?” (p. 150). Generally, establishing
internal validity requires examining one or moreha following: face validity, criterion validity,
construct validity, content validity, or statisticanclusion validity.

Face Validity. Face validity is based upon appearance; doasdtiement or process seem to
pass the test for reasonableness. Face validigvisr sufficient by itself, but an informal assess-
ment of how well the study appears to be desiga@ftén the first step in establishing its valid-
ity.

Criterion Related Validity. Also known as instrumental validity, criterionatdd validity is
based upon the premise that processes and instsunssd in a study are valid if they parallel
similar those used previous, validated researcbrdar to establish criterion related validitysit i
necessary to draw strong parallels between as patigulars of the validated study — popula-
tion, circumstances, instruments used, methodswelll — as possible.

Construct Validity. Construct validity “is in essence operational ésdtiasks whether the meas-
ures chosen are true constructs describing thet evemerely artifacts of the methodology itself”
(Straub, 1989, p. 150). According to Straub, retesas should try to answer the following ques-
tion in an attempt to address construct validithg fneasures show stability across methodology?
That is, are the data a reflection of true scorestiacts of the kind of instrument chosen?” (p.
150).

Content Validity. In survey-based research, the term content waiieffers to “the degree to
which items in an instrument reflect the contenverse to which the instrument will be general-
ized” (Boudreau, Gefen, & Straub, 2001, p. 5). Adew to Straub (1989), researchers should
try to answer the following question in an attetophddress content validity; “are instrument
measures drown from all possible measures of tygepiies under investigation?” (p. 150).

Statistical Conclusion Validity. Statistical conclusion validity refers to the ‘assment of the
mathematical relationships between variables amdikiblihood that this mathematical assess-
ment provides a correct picture of the covariatiofType | and Type Il error)” (Straub, 1989, p.
152). According to Straub, researchers shouldbtarswer the following question in an attempt
to address statistical conclusion validity; “do tleiables demonstrate relationships not explain-
able by chance or some other standard of comp&figpn 150).

External validity. External validity refers to the “extent to whitk results apply to situations
beyond the study itself...the extent to which thectmions drawn can be generalized to other
contexts” (Leedy & Ormrod, 2005, p. 105). Additithhaexternal validity addresses the “gener-
alizability of sample results to the populationirgérest, across different measures, persons, set-
tings, or times. External validity is importantdemonstrate that research results are applicable in
natural settings, as contrasted with classrooroyddbry, or survey-response settings” (King &

He, 2005, p. 882).

Summary

One of the major challenges facing the novice mebea is matching the research she or he pro-
poses with a research method that is appropriatevdihbe accepted by the scholarly commu-
nity. The material presented in this paper is @gdytaot intended to be the ending point in the
process of establishing the research methods gimea study. The novice researcher is encour-
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aged, even expected to augment this material leyried) to one or more of the texts and research

examples cited.
This paper does present a foundation upon which awtecision can be based on:

1. Developing the PLD, a model for selection of reskapproach based upon the
problem driving the study, the body of knowledgewented in peer-reviewed lit-
erature, and the data available to the researcher;

2. ldentifying, in brief, several of the research ajgmhes commonly used in informa-
tion systems studies;

3. Exploring several of the important terms and cams$ that apply to scholarly re-
search, regardless of the specific approach selecte
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