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a b s t r a c t

A Delay Tolerant Network (DTN) relies on the implicit assumption that nodes cooperate

towards message forwarding. However, this assumption cannot be satisfied when there

are malicious nodes acting as blackholes and voluntarily attracting and dropping messages.

In this paper we propose a reputation-based protocol for contrasting blackholes. Every

node locallymaintains the reputation of forwarding nodes it comes in touch with and, then,

upon selecting the next forwarding node, the node chooses among those having the highest

reputation. The proposed reputation protocol is composed of three basic mechanisms—

acknowledgments, node lists, and aging—that make communication efficient and capable

of adapting to the changing operating conditions of a DTN.

The protocol has been used to extend CAR [1]. The resulting protocol RCAR (reputation-

based CAR) has been compared with T-ProPHET [2], a state-of-the-art reputation-based

DTN routing protocol, from several standpoints. As it turns out, RCAR is more effective than

T-ProPHET and outperforms it in most cases.

! 2012 Elsevier B.V. All rights reserved.

1. Introduction

A Delay Tolerant Network (DTN) is a network paradigm

where connectivity among mobile nodes is not always

guaranteed. In order to guarantee messages delivery even

in presence of network partitions, a DTN defines specific

routing mechanisms to forward messages. The most com-

mon are epidemic-based [3] and probability-based [1,4]. In

the epidemic-basedmechanisms, many replicas of the same

message are transmitted in the hope that at least one

reaches the receiver. This mechanism is very expensive in

terms of employed resources and it is not applicable when

the nodes have limited resources (e.g., mobile nodes when

they are battery operated). In the probability-based mecha-

nism, the sender forwards the message to the node having

the highest probability of successful message delivery. This

mechanism relies on the implicit assumption that all the

nodes cooperate to message forwarding. Unfortunately,

malicious nodes may misbehave and act against the rout-

ing mechanism in different ways [5,6]. In this paper we

deal with a specific malicious misbehavior according to

which malicious nodes called sinkholes send wrong routing

information to attract the largest possible number of mes-

sages. This sinkhole attack may be preparatory to other

kinds of attacks, such as dropping all the attracted mes-

sages or dropping only some of them. In the former case

the sinkhole acts as a blackhole, whereas in the latter as a

selective forwarder [7].

In the paper we face with the problem of reducing the

impact of the presence of blackholes in a DTN and propose

an approach based on the concept of reputation. In short,

upon selecting the next forwarding node, i.e., the node to

forward a message to, a node estimates how well a candi-

date forwarding node has behaved on the basis of past

interactions with that possible forwarding node. We call

reputation such an estimation. In practice the reputation

measures the trustworthiness of a node. The lower the rep-

utation of a node, the higher the chance that the node is a
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blackhole. The chances of selecting a node as a forwarding

node are weighted by means of its reputation. Therefore a

node having a low reputation is unlikely chosen as a for-

warding node.

In our approach every node maintains a local notion of

reputation. We make this choice in order to avoid the over-

head and the technical complications related to maintain-

ing a global shared notion of reputation [8]. Intuitively,

reputation is maintained by means of three mechanisms,

namely acknowledgments, nodes list and aging. Every mes-

sage carries the list of forwarding nodes the message has

traversed. Upon receiving the message, every node can

update the reputation of the forwarding nodes specified

in the list. Furthermore, upon handing a message to a

forwarding node, the sender starts waiting for an acknowl-

edgment from the ultimate destination. If the acknowledg-

ment arrives, the sender increases the reputation of that

forwarding node. Finally, reputations are periodically aged,

i.e, decreased. The challenge here is to adapt the aging per-

iod to the highly changing delays of a DTN. We succeed in

this by using a properly designed Kalman filter [9].

The reputation management mechanism employs both

data messages and acknowledgment messages. In particu-

lar, the format of data messages has been extended to

accommodate additional information concerning reputa-

tion management while an acknowledgment message is a

unicast short message. It follows that, differently from

other systems [2,10], the proposed reputation manage-

ment protocol does not need to resort to communication

expensive mechanisms for reputation updates dissemina-

tion based on broadcast/multicast communication.

The described reputation mechanism can be applied to

all the DTN routing protocols using a probabilistic ap-

proach. In practice, it can be used whenever the next hop

of a message is chosen as the one having the highest prob-

ability to deliver the message.

In this paper we apply the reputation-based approach

to the Context Aware Routing (CAR) protocol, a probabil-

ity-based routing protocol previously defined in [1]. CAR

has no protection mechanisms against blackholes. We

show that by augmenting CAR by means of the proposed

reputation mechanism, the delivery ratio increases from

20% up to 60% according to the considered scenario.

We call Reputation-based CAR (RCAR) the resulting pro-

tocol. An early version of RCAR has already been proposed

in [11]. With respect to that version, here we propose the

following enhancements: (a) we protect the integrity of

the reputation management information carried by mes-

sages; (b) we add a mechanism to dynamically determine

the reputation aging period; (c) we compare the perfor-

mance of RCAR with that of T-ProPHET from several view-

points including delivery ratio, attraction ratio, and

delivery delay. T-ProPHET is another reputation-based pro-

tocol for DTN [2] that we have chosen for comparison with

RCAR because it is both quite recent and the most similar

to RCAR. Performance evaluation tests show that in the

best case RCAR is able to reach a delivery ratio of about

80% while T-ProPHET in the best case reaches a delivery

ratio of about 70%. Furthermore RCAR works better than

T-ProPHET when the number of blackholes in the network

is low. In any case, RCAR is more effective than T-ProPHET,

that is, the improvement that RCAR makes to CAR always

outperforms the improvement that T-ProPHET makes to

ProPHET.

The paper is organized as follows. Section 2 describes

related works. Section 3 describes the network assump-

tions whereas Section 4 describes RCAR. Section 5 reports

performance evaluation by means of simulation. Finally,

Section 6 describes our conclusions and future work.

2. Related work

Secure cooperation in DTNs is quite a recent research

challenge. However, a lot of work addressing the different

aspects of secure cooperation has been produced [5,6]. The

most common threats to DTNs are: selfish nodes and

blackhole nodes. A selfish node is a node which is reluctant

to cooperate in message forwarding in order to save its

own energy. At the state of art, the most important proto-

cols acting against selfish nodes try to reduce the selfish-

ness by incentivating the selfish nodes to cooperate

[12–14].

A blackhole is a node which drops all the received mes-

sages. At the state of art, the most important protocols act-

ing against blackholes can be classified as: (a) reputation-

based, (b) reference-based, and, finally, (c) replication-based.

In reputation-based systems [8,2], each node observes the

behavior of other nodes and assigns each of them a reputa-

tion which measures how well a node is behaving. The

routing of messages is done on the basis of the reputation:

the lower the reputation the lower the probability that a

node is chosen as next hop (forwarding node) for a

message.

In reference-based systems [15–17], each node wanting

to forward a packet gives its references to its neighbors. A

reference is a piece of evidence specifying that a node

has cooperated to message forwarding. On the basis of ref-

erences of a given node j, a node i can decide whether to

forward its messages to j or not. In replication-based sys-

tems [10,18], secure cooperation is achieved by sending

many replicas of the same message.

In the Secure Reputation-based Dynamic Window

Scheme (SReD) [8], messages are forwarded to nodes hav-

ing the highest reputation. The basic idea of SReD is to pro-

vide recommandations to each node based on the opinions

of the other nodes. In practice, if a node a wants to calcu-

late the reputation of a node b, it asks its neighbors, except

node b, to give their opinion. Then, a calculates the reputa-

tion of b as the sum of its own opinion and the opinions gi-

ven by the neighbors. In SReD reputations are shared

among all nodes. The SReD protocol relies on the strong

assumption that every node has a trusted hardware. Actu-

ally, in the absence of trusted hardware, a node could dis-

seminate bogus recommandations. With respect to SReD,

we propose a protocol in which the reputation is a local no-

tion so that there is not the need of a trusted hardware.

In [2], the authors describe T-ProPHET, a reputation as-

sisted data forwarding mechanism for opportunistic net-

works. Each node sends its messages to the node having

the higher reputation. Upon receiving a message, a destina-

tion builds a Positive Feedback Message (PFM), which
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contains information to update the reputation of the carri-

ers. The PFM is sent through epidemic routing, in order to

reach more quickly the sender. When the sender receives

the PFM, it can update the reputations of the carriers con-

tained in it. The epidemic routing mechanism allows a sen-

der to update reputations quickly, but it also adds traffic

overhead. An extensive comparison with T-ProPHET is re-

ported in Section 5.

Ren et al. propose a mechanism to detect blackhole

nodes based on packet exchange recording [16]. When two

nodes meet, they exchange their respective history re-

cords, containing the list of all node they have encoun-

tered. All the history records are authenticated through

digital signatures. Comparing the other node’s history with

its own local history, each node is able to determine

whether the other node has forwarded all the messages

or not. This mechanism is called sanity check. If a node

has not forwarded all the messages, the other nodes can

detect it and classify that node as a blackhole. This mech-

anism is able to recognize a high number of blackhole

nodes. However, this technique is not suitable when con-

tact time between two nodes is short, because there may

be no time to exchange long histories.

The same authors propose an improvement of the pre-

vious technique [17] where the sanity check is performed

by a special node called ferry node rather than by every sin-

gle node. Periodically, the ferry node visits all the nodes

and asks them their history records. The ferry node classi-

fies a node as a blackhole if the history of that node con-

tains messages that the other nodes’ histories do not

contain. While this technique is very efficient, the ferry

node features a single point of failure. If an adversary is

able to compromise the ferry node, or take it down, all

the system is compromised.

Chuah et al. propose a dynamic replication mechanism,

where the number of generated message copies, called

redundant factor, is calculated dynamically, on the basis

of the current delivery ratio [10]. In particular, given a traf-

fic flow originating in a sender and ending in a destination,

this latter node measures the delivery ratio for the flow

and sends it to the sender. The sender dynamically adjusts

the redundancy factor according to the received delivery

ratio. The main drawback of this protocol consists in the

large number of messages caused by replication.

3. System model

We consider a Delay Tolerant Network (DTN) composed

of several wireless nodes moving inside a fixed area. For in-

stance, a node may be a device held by a human or embed-

ded in a bus. In the network, messages are forwarded

according to the following strategy. If a route already exists

between the sender s and the receiver r, the message is for-

warded using a standard routing protocol for ad hoc net-

works (e.g. DSDV). We call this mechanism synchronous

routing. If the route does not exist, the sender uses an asyn-

chronous routing mechanism according to which the mes-

sage is forwarded to the forwarding node c having the

highest chance of successful message delivery. The node

c stores the message in its local buffer until it either estab-

lishes a route with the receiver r or encounters another for-

warding node c0 having a higher chance of message

delivery to the destination. In the former case, c delivers

the message to r by means of the synchronous routing. In

the latter case, c applies again the asynchronous routing

and forwards the message to c0. This routing process con-

tinues until the message eventually reaches its final desti-

nation r. Notice that a buffer has a limited size, therefore,

when it gets full, the arrival of a new message causes a

message loss. DTN mechanism inherently loses messages,

unless the buffer size is unlimited. DTN management sys-

tems differ on buffer management and message replace-

ment policies [19].

A crucial issue in asynchronous routing is how to select

forwarding nodes [20]. Many solutions have been pro-

posed [4,21,22]. In this paper we refer to the selection algo-

rithm proposed by CAR (Context Aware Routing) [1]. In

CAR, each node calculates its own delivery probability, i.e.,

the chance of successful message delivery on the basis of

its own context information. A node context is defined as

the set of attributes that describe the aspects of the system

that can be used to drive the process of message delivery

(e.g., mobility of node or battery level). Each node esti-

mates its own delivery probability by means of a Utility

Function Uðx1; x2; . . . ; xnÞ ¼
Pn

i¼1wiUiðxiÞ where xi repre-

sents an attribute, Ui(xi) the Utility Function calculated

over xi, and wi is the significance weight reflecting the rel-

ative importance of each attribute.

A node periodically computes an estimation of its own

delivery probability. Then, the node broadcasts such an

estimation to all the nodes it is able to reach through syn-

chronous routing. The routing information necessary to

build routing tables for synchronous routing is attached

to the delivery probability estimation. CAR employs DSDV

as synchronous routing protocol. In CAR, a node chooses

the forwarding node among those reachable through the

synchronous routing, and selects the one having the high-

est chance of message delivery, i.e., the node having the

greatest value of U.

3.1. Adversary model

A DTN could be affected by many threats [23,18]. In this

paper we assume that a node under the adversary control

may behave as a blackhole [7]. This means that the mali-

cious node strives to appear attractive for the other nodes

as far as the routing algorithm is concerned. Then, upon

receiving messages to forward—both synchronously or

asynchronously—the blackhole drops them. In order to sur-

reptitiously increase its own attractiveness, a blackhole

may act in two ways, either modifying routing information

in transit or exploiting the CAR mechanism for forwarding

node selection. In the latter case, the blackhole could sur-

reptitiously disseminate falsely high values of the Utility

Function (U? 1), so inducing other nodes to select it with

high probability. We assume that blackholes do not

collude.

Incidentally, we would like to point out that blackholes

and selfish nodes have opposite behaviors. A selfish node is

a node that uses the routing service but does not want to

spend its own resources to cooperate towards that service
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[7]. Therefore, in contrast to blackholes, selfish nodes strive

to appear unattractive for the other nodes in order not to

be selected as forwarding nodes. However, if selected, they

will forward messages. In CAR, selfish nodes disseminate

falsely small values of the Utility Function (U? 0). It fol-

lows that countermeasures against selfish nodes tend to

be very different from those against blackholes. In this pa-

per we will not deal with selfish nodes and will not men-

tion them any further. Countermeasures against them

will be the subject of future work.

4. RCAR

In this section we describe RCAR (reputation-based

CAR), an extension of CAR based on the concept of reputa-

tion and able to limit the effect of the presence of

blackholes.

In Section 4.1 we introduce the concept of reputation in

CAR. Then in Sections 4.2 and 4.3, we give some intuitions

about its implementation and how nodes reputation gets

updated.

4.1. The concept of reputation

Every node estimates how well another nodes behaves

regarding the forwarding of messages. We call reputation

(R) such an estimation. The range of R is [0,1]. The lower

R, the higher the probability that the node is a blackhole.

R is a local notion because it is calculated by each node

on the basis of its own network experience. In other words,

there is no global consensus on the reputation of a given

node. This is in order to save the node energy and avoid

both the traffic overhead and the technical complications

due to the achievement of such a consensus. By Rij we de-

note the reputation of node i calculated by node j. Every

node j calculates the reputation Rij of every node i it meets,

as described below.

A node uses reputation to contrast blackholes as follows.

Definition 1 (Local Utility Function). Let Ui be the Utility

Function of i and Rij be the reputation of node i at node j,

then the Local Utility Function, Lij, is given by:

Lij ¼ Rij $ Ui ð1Þ

Intuitively Lij represents how capable of forwarding

messages node j considers node i. Node j uses the local util-

ity function to choose a node. In practice, it chooses the

node i having the highest value of Lij as the forwarder of

a message. The rational basis of this choice is the following.

Assume that a node i is a blackhole. Thus node j assigns a

low reputation value to node i, i.e., Rij? 0. It follows that

the value of Lij? 0 and thus j does not select i as a forward-

ing node.

More formally, let D be the event ‘‘node i delivers a mes-

sage’’ and B the event ‘‘node i is not blackhole’’. The prob-

ability of successful message delivery P(D) is given by the

Bayes theorem:

PðDÞ ¼
PðBÞPðDjBÞ

PðBjDÞ
ð2Þ

where P(DjB) = Ui, where Ui is the Utility Function of node i.

This is because if a node is not blackhole (event P(B) = 1),

the event D happens with a probability given by the

chances of the node to forward a message (i.e. Ui). Further-

more, P(B) = Rij, where Rij is the reputation given by the

node j to the node i. This is because a node is not blackhole

with a probability equal to its reputation. Thus we have:

PðDÞ ¼
RijUi

PðBjDÞ
ð3Þ

but P(BjD) = 1 because if i forwards messages, i is not black-

hole. Therefore,

PðDÞ ¼ Ui $ Rij ð4Þ

where P(D) = Lij.

Fig. 1 shows the flow diagram of the algorithm used by

RCAR to select a forwarding node. Assume that a node s,

the sender, sends a message m to a node r, the receiver.

If a route exists between s and r, the node s exploits the

synchronous routing, otherwise it exploits the asynchro-

nous routing as described in Section 3. When the synchro-

nous routing is available, the node s selects the next hop n

to reach r according to the DSDV protocol, as in CAR. Once

selected the next hop n, the node s checks whether Lsn > 0.

If this is the case, it means that the node n is not blackhole,

so that the node s sends it the message m. Otherwise, if

Lsn = 0, the node s tries to exploit the asynchronous routing.

As already said, the asynchronous routing is used also

when a route from the sender to the receiver does not ex-

ist. In the case of asynchronous routing, the sender s selects

the node c having the highest Lsc. In order to reach the node

c, the node s exploits the synchronous routing, that is, it se-

lects the next hop n according to the DSDV protocol, in or-

der to reach c. Once received the message m, the node c

stores it in its local buffer. As before, node s sends the mes-

sage m to n only if Lsn > 0, otherwise it stores m in its local

buffer. Periodically both the nodes s and c try to send the

messages contained in their local buffer by repeating the

previously described mechanism.

We have made the choice that node j forwards a mes-

sage to a given next hop n if and only if Lnj > 0 because at

the same time we want both to contrast blackholes and

preserve the advantages introduced by the use of synchro-

nous routing.

Note that when the synchronous routing is used, a node

s sends the message to a node n only if Lsn > 0, while when

the asynchronous routing is used, the node s selects the

node n having the largest value of Lsn. This is due to the fact

that in the synchronous routing the Utility Function of the

node n does not influence the routing so that we can as-

sume that Usn = 1. This means that the value of Lsn depends

only on the reputation. In this case, the message must not

be sent to a node if it is a blackhole. The node n is blackhole

if Rsn 6 h, where h is a threshold to consider a node black-

hole. Without loosing in generality, we can assume h = 0,

because if Rsn = 0 the node n is certainly blackhole. In con-

trast, in the asynchronous routing, 0 6 Usn 6 1 and thus the

value of Lsn depends also on it. This means that it is not suf-

ficient to check whether Lsn > 0 to select the forwarding

node, because the protocol must also take into account

the node having the largest Utility Function.
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4.2. The reputation update protocol

The Reputation Update Protocol (RUP) is the mechanism

used by RCAR to update reputations of nodes. Integrity and

authenticity of RUP information is protected by means of

digital signatures. In particular, we assume that every node

has a pair (public key, private key) and a certificate binding

its identifier to its public key signed by a Certification

Authority (CA) trusted by all the nodes. By hx ia we indicate

the digital signature of node a on quantity x. Deploying a

Public Key Infrastructure (PKI) is in general a problematic

task due to the problems connected to certificate

revocation and, more in general, the need of an online

CA. Solutions have been proposed in [24–27]. However,

at the state of art, PKI is the common solution used in DTNs

to authenticate messages and provide their integrity

[2, 14,15].

The basic idea behind the RUP is based on the following

observation. If a node d receives a message, then all nodes

the message passed through are well behaving or, other-

wise, d would have not received the message. This means

that, upon receiving a message, node d can increase the

reputation of all nodes the message passed through, pro-

vided we can keep track of them.

We keep track of nodes a message has passed through

as follows. Every message m carries the list of identifiers

of nodes the message has passed through. We call node list

(nlist) such a list. Upon receiving message m, a node adds

itself to the nlist. A node adds itself only once, even though

a message passes through that node many times. A mali-

cious node could modify the nlist and add identifiers of

nodes the message has not passed through in order to in-

crease the reputation of other malicious nodes. In order

to avoid such modifications, the message carries also a list

of digital signatures r1,r2, . . . ,ri%1 that prove that the mes-

sage has actually passed through the nodes specified in the

node list. We call slist such a list. The digital signature ri

establishes an unbreakable link between the node ci
receiving m and the node ci%1 from which it has received

m. In practice through ri we are sure that the message m

has gone from ci%1 to ci without passing throughout any

other intermediate node.

The length of the slist influences both the message

length and thus the RCAR communication overhead as well

as the message processing time and thus the RCAR pro-

cessing overhead. However, as we will show in Section 5,

the average number of nodes a message passes through

is small, namely about 1.5 on average. This means that

the overhead added by the digital signatures is practically

negligible.

Let us suppose that a sender s sends a message

m = (mid,p,d, ts,nlist,slist) where mid is the unique identi-

fier associated to each message, p is the message payload,

d is the destination node and ts is the time at which the

message is sent. Initially nlist and slist are empty. They

are iteratively constructed as follows. Suppose that the for-

warding node c1 receives the message from s. It updates

the nlist and the slist as follows:

Fig. 1. Flow diagram of the RCAR algorithm.
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nlist ¼ c1 ð5Þ

slist ¼ r1 ð6Þ

In the most general case, node c1 forwards the message m.

Whenm passes through the ith forwarding node ci, i > 0, let

us assume that nlist = {c1,c2, . . . ,ci%1} and

slist = {r1,r2, . . . ,ri%1}. Then, ci updates nlist and slist as

follows:

nlist  nlistkci ð7Þ

slist  slistkhri%1; ciici ð8Þ

where k indicates the append operation and hxici indicates

the digital signature made by node ci on content x.

Upon receiving messagem, the receiver d verifies (i) the

digital signatures contained in the slist and (ii) if the list of

nodes contained in the nlist corresponds to that contained

in the slist. If the check is successful, it extracts the list of

nodes from nlist and increases the reputation of all these

nodes.

The described protocol allows only the receiver d to up-

date the reputation of the nodes. This basic mechanism can

be improved, using two additional mechanisms: ack-based

and step-by-step. With the ack-based, the destination node

d builds an acknowledgment message ack = (mid, ts,clist,s-

list), and sends it back to the sender s. The nlist and slist

of the acknowledgment are initialized with the nlist and

the slist of the original message. Furthermore, during the

ack forwarding process, the nlist and the slist are updated

as described before for standard messages. The ack behaves

as a standard message except it is not acknowledged in its

turn. The ack message may follow a different route from

the original message m. In practice, each node forwarding

the ack adds itself in the nlist and slist, only if it is not al-

ready contained in them. Upon receiving the ack message,

the original sender s verifies the digital signatures con-

tained in the slist and the correspondence between the

nodes contained in the nlist and the slist, and if this check

is successful, it increases the reputation of the nodes con-

tained in the nlist.

The step-by-step mechanism is an improvement of the

previous one. All the nodes traversed by the message and

the corresponding ack extract the corresponding slist and

nlist, verify the digital signatures contained in the slist

and the mutual consistency of nlist and slist. Then they up-

date the reputation of the nodes contained in the nlist. As it

turns out, the reputation update process involves only cer-

tain nodes, namely those receiving the original message

and the ack. We have made this choice to keep low the

DTN management traffic. In the performance evaluation

tests described in Section 5, we have used the step-by-step

technique.

4.3. The aging mechanism

The just described mechanism allows every node to in-

crease the reputation of all the nodes contained in the nlist

of a message that passes through the node. However, if a

message gets lost, a node has no means to know whether

a blackhole has dropped it or another situation has oc-

curred (e.g. message dropped for buffer overflow or TTL

elapsed). Furthermore, even though the node could know

that a message has not been delivered, it could not know

which node along the path has misbehaved. Thus, in order

to cope with blackholes, a mechanism based on aging is

used to decrease the reputation of all the nodes. In practice,

periodically a node decreases the reputations of all the

nodes. This choice is done to have a conservative policy,

because a node does not know which node has dropped

the message.

We assume that the reputation increases and decreases

linearly. That is, reputation R may be increased by a posi-

tive non-zero quantity X, i.e. R max(1,R + X), or de-

creased by a positive non-zero quantity Y, i.e., R max

(0,R % Y). Quantities X and Y may be different if we require

that the reputation increases and decreases at different

paces. In an optimistic policy, node i may initially consider

j trusted, i.e., initially Rji = 1. In contrast, in a conservative

policy, node i may not initially trust j at all, i.e., initially

Rji = 0. Intermediate policies can be defined.

In the aging mechanism, it is important the choice of

the value of the decrease period T. On one hand, a too large

value of T generates a high number of false negatives, be-

cause reputation of blackholes is decreased too slowly.

On the other hand, a too small value of T, instead, produces

a high number of false positives, i.e. well-behaving nodes

are classified as blackholes because their reputation de-

creases too quickly before acknowledgments come back

to the sender.

In order to fulfil the requirements of a DTN, the de-

crease period T cannot be fixed, because DTN conditions

change. The decrease period T could be expressed as a

function of the Round Trip Time (RTT). Upon sending a

message, the sender attaches the message a timestamp

specifying the moment in which the message was origi-

nated. So doing, upon receiving the corresponding

acknowledgment, the sender node is able to calculate the

RTT of the message. This means that whenever a node re-

ceives an acknowledgment, it can update the decrease per-

iod. In this way the decrease period follows the RTT and is

updated dynamically according to network conditions.

However, due to the nature of DTN, an acknowledgment

may get lost so that the decrease period is not updated cor-

rectly. In order to dynamically update the decrease period

even when the RTT is not (always) available, we employ a

mechanism to predict the future values of RTT on the basis

of the past history. We use Kalman filters [9]. Kalman fil-

ters were originally thought for automatic control systems

theory. They are able to estimate the next state of a dy-

namic system on the basis of some observations. The

advantage of using Kalman filters derives from their ability

to predict the next state even when the current observa-

tion is not available. Furthermore, they do not require to

store the whole past history of the system so they can be

used also by resource constrained vehicles.

In more details, by Tk and Dk we denote the decrease per-

iod and the RTT at the step k respectively. The RTT is a mea-

sured value (i.e. it comes from real observations), while the

decrease period is an estimated value (i.e. it is calculated

through the Kalman algorithm). The purpose of the Kalman

filter is to calculate the value of the decrease period Tk+1 at

the step k + 1 given Tk. The Kalman filter is composed of

6 G. Dini, A. Lo Duca / Ad Hoc Networks xxx (2012) xxx–xxx

Please cite this article in press as: G. Dini, A. Lo Duca, Towards a reputation-based routing protocol to contrast blackholes in a delay tol-

erant network, Ad Hoc Netw. (2012), http://dx.doi.org/10.1016/j.adhoc.2012.03.003

http://dx.doi.org/10.1016/j.adhoc.2012.03.003


two phases: (a) the predictor, (b) the corrector. Fig. 2 shows

the architecture of a Kalman filter. The predictor takes the

current value of the decrease period (Tk) as input and esti-

mates the next value T%
kþ1 on the basis of its own algorithm

as described in [9]. The notation T% indicates that the value

has not been compared with the measured values yet. The

value T%
kþ1 represents the next predicted value for the de-

crease period. However, it must be corrected with the val-

ues coming from real measures of RTT in order to avoid

that it drifts away too far from the real value of RTT. For

this reason, the predicted value T%
kþ1 constitutes the input

for the corrector component, which takes also the value

of the RTT Dk as input and produces the final predicted va-

lue Tk+1. It is important to note that if the value of the RTT is

not available at a given step, the corrector component can

be ignored and the next predicted value of the decrease

period coincides with T%
kþ1.

5. Performance evaluation

In this section we evaluate performance of RCAR via

simulation. RCAR has been compared to T-ProPHET [2], a

reputation-based protocol for DTN that is both very recent

and the most similar to RCAR. Furthermore, we also com-

pare RCAR to Epidemic Routing (ER) [3]. In brief, ER relies

on the idea that both the sender and any forwarding node

forward a message to all the nodes they meet until the

message arrives at destination. However, in order to avoid

overwhelming the network, a forwarding node never for-

wards a message twice.

In our evaluation we also compare the improvement

introduced by RCAR on CAR [1] with the improvement

introduced by T-ProPHET on ProPHET [4].

Both CAR and ProPHET are probabilistic routing proto-

cols for DTNs. They both calculate the next hop of a mes-

sage as the one having the highest delivery probability.

Both in ProPHET and in CAR a node a calculates the deliv-

ery probability of a node b on the basis of the past encoun-

ters between the two nodes. However, if the past

encounters are not available or they are too old, in CAR

the node a locally forecasts the delivery probability of b

by using particular forecasting techniques (i.e. Kalman

filters). In ProPHET, instead, the node a asks its neighbors

their past encounters with b. On the basis of the received

information, the node a calculates the delivery probability

for node b.

CAR and ProPHET have already been compared in [1]. In

the absence of blackholes CAR outperforms ProPHET from

several standpoints. In particular, CAR achieves a higher

delivery ratio, a smaller number of sent messages and a

smaller propagation delay than ProPHET. This is due to

the fact that CAR has a more efficient mechanism to update

delivery probabilities than ProPHET. However, as we are

going to describe below, this update mechanism allows

blackholes to attract a larger number of messages in CAR

than in ProPHET. It follows that CAR is more susceptible

to blackholes than ProPHET.

In order to make performance evaluations and compar-

isons, we have simulated RCAR, CAR and ER using the OM-

Net++ simulator, while for ProPHET and T-ProPHET we

have taken results from [2]. In order to compare CAR,

RCAR, ER, ProPHET and T-ProPHET in the same conditions,

we have considered the same simulation scenarios as de-

scribed in [2]. In particular, we have created blackholes

and well-behaving nodes moving around a fixed area. Only

well-behaving nodes send/receive messages while black-

holes have been implemented as nodes distributing a

delivery probability Ub = 1 for all the destinations. Once at-

tracted a message, a blackhole drops it. In the case of ER, it

does not employ delivery probability, so that a blackhole is

a node which drops received messages.

We have set the number of well-behaving nodes to 20.

We have performed two sets of simulations: (a) we have

varied the network area size (1000 m $ 1000 m,

2000 m $ 2000 m and 3000 m $ 3000 m), while keeping

fixed the number of blackholes (6 blackholes), (b) we have

varied the number of blackholes (2,6,10,14) while keeping

fixed the network area size (1000 m $ 1000 m). Each node

has a communication range equal to 25 m, with a variable

speed from 0 to 5 m/s. Each node generates a message with

Fig. 2. The Kalman filter architecture.
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a rate of 1 message/s and has a buffer size of 1000 mes-

sages. For each simulation we have performed 20 runs,

each lasting 8900 s. In each run we have set the warm up

period to 300 s. The warm up period is the initial time

needed to build the routing tables for synchronous routing.

We have set the routing table transmission interval (RTTI)

to 3 s. The RTTI represents the interval of retransmission of

the routing tables. In practice, each node retransmits its

routing table to the other nodes every RTTI seconds. We

have set the initial reputation to 1, the reputation incre-

ment X to 0.1, while the reputation decrement Y to the half

of the reputation increment (i.e. 0.05). Table 1 resumes

configuration parameters.

We have measured the following metrics:

' Node List Length. It is the number of nodes contained

into an acknowledgment, when it arrives to the original

sender of the message.

' Delivery ratio. It is the ratio between the number of

received messages and the number of sent messages.

Acknowledgments do not contribute to the delivery

ratio. In practice, it measures the fraction of messages

the network is able to deliver in the presence of black-

holes. Ideally the delivery ratio should be equal to 1.

' Attraction Ratio. It is the ratio between the number of

attracted data message by the blackholes and the num-

ber of sent data messages. Acknowledgments do not

contribute to the attraction ratio, although blackholes

attract acknowledgments too. In practice, the attraction

ratio measures the fraction of messages the blackholes

are able to attract. Ideally the attraction ratio should

be equal to 0.

' Average Delay. It is the time between the generation of a

message and its delivery to the final receiver. It is calcu-

lated as the average of all the messages received,

included acknowledgments. Ideally the average delay

should be equal to 0.

' Total Number of Sent Messages. It is the total number of

messages sent in the network, including routing mes-

sages and acknowledgments.

5.1. Node List Length

Fig. 3 shows the distribution of the Node List Length vs.

the network area sizes. Each tick on the x-axis represents

the Node List Length, that is, the number of nodes con-

tained in the acknowledgment. We note that for about

the 50% of messages the node list contains 1.5 nodes and

only sporadically the Node List Length is two or longer.

5.2. Delivery ratio

Fig. 4 shows the delivery ratio of RCAR, CAR, ER, Pro-

PHET and T-ProPHET with respect to different network

area sizes. In all the cases ER outperforms all the other pro-

tocols, paying the cost of a very high number of sent mes-

sages, as explained in Section 5.5. However, its delivery

ratio decreases while increasing the network area size. This

is due to the fact that when the network area size in-

creases, the probability that two nodes meet is low so that

their buffers are not emptied. This causes buffer overflow

and many messages get lost.

In all the cases RCAR outperforms T-ProPHET. It is inter-

esting to note that when the network area size is

1000 m $ 1000 m and 2000 m $ 2000 m, CAR reaches the

lowest delivery ratio. This is due to the fact that when

the network is small, in CAR the synchronous routing

works, while ProPHET has not a synchronous routing. If

the synchronous routing is very efficient when there are

not blackholes [1], it does not work as expected in presence

of blackholes. Actually, when the network is small, the

probability to meet blackholes is so high that many mes-

sages are sent to them and consequently are dropped.

When the network area size increases (3000 m $

3000 m), CAR outperforms both T-ProPHET and ProPHET.

This is due to the fact that when the network area is large,

CAR uses the asynchronous routing. As the network area is

large, the probability to meet a blackhole is smaller so that

the asynchronous routing works quite efficiently.

Fig. 5 shows the performance increase in delivery ratio

of RCAR (T-ProPHET) on CAR (ProPHET) with respect to dif-

ferent network area sizes. The performance increase in

delivery ratio is calculated as the difference between the

delivery ratios of RCAR (T-ProPHET) and CAR (ProPHET),

respectively. The greater the performance increase the

greater the increase introduced by RCAR (T-ProPHET) on

CAR (ProPHET). We note that in all cases the performance

increase in delivery ratio introduced by RCAR on CAR is

higher than the one introduced by T-ProPHET on ProPHET.

Fig. 6 shows the delivery ratio of RCAR, CAR, ER, Pro-

PHET and T-ProPHET with respect to an increasing number

of blackholes. ER outperforms all the other protocols, ex-

cept in the scenario with 14 blackholes where it reaches

a delivery ratio comparable to the one of RCAR and CAR

and smaller than the one of T-ProPHET. This is due to the

fact that when the number of blackholes increases, the

probability that a node meets a blackhole is higher and

consequently it is higher the probability that a node for-

wards replicas of messages to blackholes. As a result many

messages are dropped and the delivery ratio decreases.

When the number of blackholes is small (2 and 6), RCAR

outperforms all the other protocols. In contrast when the

Table 1

Configuration parameters.

Parameter Value

Network area 1000 m $ 1000 m, 2000 m $ 2000 m,

3000 m $ 3000 m

Number of well

behaving nodes

20

Number of blackholes 2,6,10,14

Communication range 25 m

Node speed 0–5 m/s

Data generation rate 1 message/s

Simulation time 8900 s

Warmup period 300 s

RTTI 3 s

Number of runs 20

Buffer size 1000 messages

Reputation increment 0.1

Reputation decrement 0.05

Initial reputation 1

8 G. Dini, A. Lo Duca / Ad Hoc Networks xxx (2012) xxx–xxx

Please cite this article in press as: G. Dini, A. Lo Duca, Towards a reputation-based routing protocol to contrast blackholes in a delay tol-

erant network, Ad Hoc Netw. (2012), http://dx.doi.org/10.1016/j.adhoc.2012.03.003

http://dx.doi.org/10.1016/j.adhoc.2012.03.003


number of blackholes is high (10 and 14), T-ProPHET out-

performs all the other protocols. However, in all cases,

the performance increase in terms of delivery ratio intro-

duced by RCAR on CAR is higher than the one introduced

by T-ProPHET on ProPHET (Fig. 7). It is interesting to note

that T-ProPHET seems to be independent on the number

of blackholes, because the delivery ratio remains quite con-

stant while varying the number of blackholes. This is due

to the way it updates delivery probabilities, as described

in Section 5.3.

5.3. Attraction ratio

Figs. 8 and 10 show the attraction ratio of RCAR, CAR,

ProPHET and T-ProPHET with respect to an increasing net-

work area size and an increasing number of blackholes

respectively. We do not show the values for ER, because

in ER a blackhole simply drops the messages it receives

without attracting them. In ER, in fact, a blackhole has no

means to attract a message, as the routing mechanism

sends messages to all the nodes.

We note that the attraction ratio of CAR is higher than

the one of ProPHET in all scenarios so that also RCAR at-

tracts more messages than T-ProPHET. However this is

due to the different mechanisms adopted by CAR and Pro-

PHET to update delivery probabilities. In fact in CAR a node

calculates another node delivery probability exactly as the

delivery probability sent by that node. In particular, if a

blackhole sends a delivery probability Ub = 1, every node i

receiving it assumes that the blackhole has a delivery prob-

ability Uib = Ub = 1. In ProPHET, instead, a node i calculates

the delivery probability of a node j as the combination of

three factors: (a) the previous delivery probability assigned

by i to j, (b) the probability for i to meet j, which is calcu-

lated locally by i, (c) the delivery probability sent by j to i.

This means that if a blackhole sends a delivery probability

Ub = 1 to a node i, the node i calculates the delivery proba-

bility Uib for that blackhole keeping into account the de-

scribed factors so that in general Uib 6 Ub. It follows that

in CAR the probability to choose a blackhole is higher than

in ProPHET.

It is interesting to note that when the network area size

increases, the attraction ratio of CAR decreases, while the

one of ProPHET increases. This is due to the different mech-

anisms used by CAR and ProPHET to update the delivery

probabilities. When the network area size increases, the

probability that a node meets a blackhole is lower. How-

ever, in ProPHET the lower the probability to meet a car-

rier, the higher the influence of the delivery probability

sent by that carrier. In other words, when a blackhole

sends a delivery probability Ub = 1 to a node i, node i calcu-

lates Uib 6 Ub, if the network area size is small, whereas

node i calculates Uib = Ub [4], if the network area size is

large. In CAR, instead, the less the probability to meet a car-

rier, the less the probability that the carrier is chosen as

forwarder.

Figs. 9 and 11show the attraction ratio increase of RCAR

over CAR and T-ProPHET over ProPHET. The attraction ratio

increase is calculated as the difference between the attrac-

tion ratio of CAR (ProPHET) and RCAR (T-ProPHET). The

greater the attraction ratio increase the greater the

improvement introduced by the RCAR (T-ProPHET) over

Fig. 3. Nodes List Length distribution.

Fig. 4. Delivery ratio vs. network area size.

Fig. 5. Delivery ratio increase vs. network area size. Fig. 6. Delivery ratio vs. number of malicious nodes.
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CAR (ProPHET). RCAR outperforms T-ProPHET in the sce-

nario with a small network area, while when the network

area size increases T-ProPHET outperforms RCAR.

5.4. Average delay

Figs. 12 and 13 show the average delay of RCAR, CAR,

ER, ProPHET and T-ProPHET with respect to an increasing

network area size and an increasing number of blackholes,

respectively. We note that ER reaches a smaller average de-

lay than T-ProPHET and ProPHET and a greater average de-

lay than RCAR and CAR. Furthermore, the average delay of

ProPHET is higher than the one of CAR in all scenarios so

that also the average delay of T-ProPHET is higher than

the one of RCAR. The fact that the average delay of CAR is

lower than the one of ProPHET has already been discussed

in [1]. In practice, CAR employs also synchronous routing

while ProPHET does not.

5.5. Total number of sent messages

Figs. 14 and 15 show the total number of sent messages

in the network by RCAR, CAR and ER. We do not show the

values for T-ProPHET and ProPHET, because the authors in

[2] do not analyze this metric. We note that ER sends about

5.38 $ 106 messages in the worst case (scenario with 6

blackholes and network area of 1000 m $ 1000 m) and

1.046 $ 106 messages in the best case (scenario with 6

blackholes and network area of 3000 m $ 3000 m). RCAR

instead sends about 1.01 $ 106 messages in the worst case

(scenario with 10 blackholes and network area of

1000 m $ 1000 m) and 0.2 $ 106 messages in the best case

(scenario with 6 blackholes and network area of 3000 m $

3000 m).

We note that ER transmits a number of messages which

is about five times greater than RCAR. This large overhead

allows ER to outperform the other protocols in terms of

delivery ratio. However, such a gain is very limited. For in-

stance, in the case of 6 blackholes and a network size equal

to 3000 m $ 3000 m the delivery ratio of ER is 0.88

whereas that of RCAR is 0.77 (Fig. 14). It follows that from

a practical point of view such an improvement of delivery

ratio is not sufficient to justify the corresponding large

communication overhead. For this reason, ER is not advis-

able in a DTN.

Fig. 7. Delivery ratio increase vs. number of malicious nodes.

Fig. 8. Attraction ratio vs. network area.

Fig. 9. Attraction ratio increase vs. network area.

Fig. 10. Attraction ratio vs. number of malicious nodes.

Fig. 11. Attraction ratio increase vs. number of malicious nodes.
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RCAR generates a greater number of messages than CAR

because of the acknowledgment mechanism. The overhead

in number of messages introduced by RCAR to CAR is

53.95% in the worst case (scenario with 2 blackholes and

network area of 1000 m $ 1000 m) and 12.36% in the best

case (scenario with 6 blackholes and network area of

3000 m $ 3000 m). The high overhead introduced by RCAR

to CAR in the worst case is because in this scenario CAR has

also a high Attraction Ratio (Fig. 10). This means that CAR

delivers a low number of messages, because many of them

are dropped by blackholes.

6. Conclusions

In this paper we have presented a reputation-based

protocol to contrast blackholes in a DTN. The protocol

has been integrated in CAR and the resulting RCAR protocol

has been compared with T-ProPHET, a state-of-the-art rep-

utation-based routing protocol deriving from ProPHET,

from several viewpoints. As it turns out RCAR outperforms

T-ProPHET in terms of delivery ration and average delay.

Furthermore, the improvement of RCAR with respect to

CAR always outperforms the improvement of T-ProPHET

with respect to ProPHET. In addition to this, we believe

that RCAR has the following merits.

' RCAR proves that an effective and efficient reputation-

based routing protocol for DTN can be based on a local

notion of reputation. As it turns out from Section 5, such

a local notion allows us to effectively contrast black-

holes without incurring in the overhead and the techni-

cal complications inherent to maintaining a global

notion of reputation.

' Furthermore, RCAR has a reduced overhead. Actually, in

RCAR the information for reputation management is

properly integrated in data and acknowledgment mes-

sages. So, RCAR does not need to resort to expensive

broadcast/multicast communication for reputation

management. In addition, simulations show that the

node list is short so making sustainable the related

communication and computation overhead.

' Finally, RCAR shows that it is able to adapt to the highly

changing conditions of a DTN. In particular RCAR is able

to adapt its aging period so reducing the chance of false

positives and false negatives.
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