
Features
Perspectives on a Key Notion in Linguistics

EDITED BY

ANNA KIBORT AND GREVILLE G. CORBETT

1

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi



3
Great Clarendon Street, Oxford ox2 6dp

Oxford University Press is a department of the University of Oxford.
It furthers the University’s objective of excellence in research, scholarship,
and education by publishing worldwide in

Oxford New York

Auckland Cape Town Dar es Salaam Hong Kong Karachi
Kuala Lumpur Madrid Melbourne Mexico City Nairobi
New Delhi Shanghai Taipei Toronto

With offices in

Argentina Austria Brazil Chile Czech Republic France Greece
Guatemala Hungary Italy Japan Poland Portugal Singapore
South Korea Switzerland Thailand Turkey Ukraine Vietnam

Oxford is a registered trade mark of Oxford University Press
in the UK and in certain other countries

Published in the United States
by Oxford University Press Inc., New York

# 2010 editorial matter and organization Anna Kibort and Greville G. Corbett

The moral rights of the authors have been asserted
Database right Oxford University Press (maker)

# 2010 the chapters their authors

All rights reserved. No part of this publication may be reproduced,
stored in a retrieval system, or transmitted, in any form or by any means,
without the prior permission in writing of Oxford University Press,
or as expressly permitted by law, or under terms agreed with the appropriate
reprographics rights organization. Enquiries concerning reproduction
outside the scope of the above should be sent to the Rights Department,
Oxford University Press, at the address above

You must not circulate this book in any other binding or cover
and you must impose the same condition on any acquirer

British Library Cataloguing in Publication Data

Data available

Library of Congress Cataloging in Publication Data

Library of Congress Control Number: 2010922493

Typeset by SPI Publisher Services, Pondicherry, India
Printed in Great Britain
on acid-free paper by
MPG Books Group, Bodmin and King’s Lynn

ISBN 978–0–19–957774–3

1 3 5 7 9 10 8 6 4 2

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi



4

Towards a typology of grammatical
features

Anna Kibort

4.1 Introduction1

Classification of linguistic elements according to their inflectional form is a
key part of language description, formal syntactic theorizing, and most
computational linguistic applications, and has its roots in ancient models.
Matthews (1991: Chapter 10; summarized in Blevins 2006: 390) observes that
classical grammars approach grammatical analysis essentially as a problem
of classification: ‘[a]n utterance is divided into parts, which are assigned to
word classes and then subclassified in terms of their “accidents” or properties.’
Such properties, widely referred to as features or categories, express what is
shared by different linguistic elements, as opposed to what is idiosyncratic. In
contemporary linguistic practice, any such properties may be found labelled
as ‘morphosyntactic features’. However, if the term ‘morphosyntactic’ is to be
understood strictly as ‘relevant to both the morphological and the syntactic
component of the language’, we find on closer analysis that many such
features are not relevant to syntax, though they often encode semantic
distinctions.
For a feature, being ‘relevant to syntax’ requires involvement in either

syntactic agreement or government. The features of gender, number, and
person are typically involved in agreement, and the feature of case is typically
involved in government. If so, these are indeed morphosyntactic features.
Conversely, while in many languages the feature of tense encodes regular
semantic distinctions, it is not required by syntax through the mechanisms

1 The research reported in this chapter was undertaken within an ESRC-funded project (grant
number RES-051-27-0122) entitled ‘Grammatical features: a key to understanding language’. The
support of the ESRC is gratefully acknowledged.
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of either agreement or government. On this basis, if in a given language syntax
is not sensitive to the tense value of the verb, in hypothesizing the syntactic
rules for the language we do not have to involve tense.
This chapter investigates a range of linguistic features which can be

recognized through inflectional morphology. It offers a typology of gram-
matical features – distinguishing between morphosyntactic, morphoseman-
tic, and purely morphological features – as well as clear criteria for their
identification. I begin by assuming that what we recognize as features are
meanings or functions which are correlated with different forms of inflected
words. Section 4.2 discusses some concepts which are essential for the
proposed feature typology, including agreement and government, realization
and assignment of a feature value, and systematic multirepresentation of a
feature value. Section 4.3 describes the construction of a catalogue of
possible feature realizations which provides the basis for defining feature
types in Section 4.4. Namely, after identifying the feature and its value on an
element, I ask where the feature is interpreted, and on this basis establish the
method of the realization of this feature value on the element. By comparing
and relating different methods by which feature values are realized on
different elements, I arrive at a systematic catalogue of possible feature
realizations. I then adopt a different perspective and compare features as
superordinate categories rather than individual instances of feature realiza-
tions. I demonstrate that adopting this perspective allows us to define the
three types of grammatical features – morphosyntactic, morphosemantic,
and morphological – in terms of realization options available to their values.
I also give a brief overview of possible morphosyntactic features which have
been found in the world’s languages. Section 4.5 contains a summary of the
issues discussed in earlier sections, and a heuristic for recognizing feature
types in a given language. In Section 4.6, I apply the criteria for recognizing
feature types to a set of difficult data and present a case study of Kayardild,
an extreme case-stacking language of Australia. Kayardild’s case-like inflec-
tions have been put forward as possible candidates for agreement in case,
tense, mood, and polarity. I examine the phenomena in question and
conclude that some of them are better analysed as governed cases, and
others as morphosemantic features rather than morphosyntactic features
of agreement. Finally, in Section 4.7, I draw conclusions from the preceding
discussion for the inventory of morphosyntactic features, and offer closing
remarks in Section 4.8.
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4.2 Essential concepts for a typology of grammatical features

In this section I set out some concepts which are essential for the proposed
feature typology to assist with terminological clarity.

4.2.1 Features and values

In discussion of features, labels such as ‘gender’, ‘person’, or ‘tense’ are often
used to refer both to the value of the feature and to the feature as a superor-
dinate category. For example, the term ‘gender’ is used both for the particular
classes of nouns (a language may have two or more genders) and for the whole
grammatical category (a language may or may not have the category of
gender). Similarly, we refer to an ‘inventory of features’ (categories, or
features as such), while at the same time we talk about ‘feature checking’ or
‘unification of features’ in syntax (checking or unifying feature specifications,
that is, features and their values). However, it is important to maintain the
distinction between ‘features’ and their ‘values’ while attempting to construct
a taxonomy or typology because the characteristics or behaviour of the
feature as such will not be the same as the characteristics of a feature value.
The relationship between the concept of ‘gender’ and the concepts ‘mascu-

line’, ‘feminine’, ‘neuter’, or between the concept ‘case’ and the concepts
‘nominative’, ‘accusative’, ‘genitive’, etc., has been referred to with the pairs
of terms shown in Table 4.1 (based on Carstairs-McCarthy 1999: 266–267,
expanded).
Following Zwicky (1985), I adopt the terms ‘feature’ and ‘value’. Although the

concepts ‘masculine’, ‘feminine’, ‘neuter’; or the concepts ‘nominative’, ‘accusative’,

TABLE 4.1 Terms used to refer to features and values

superordinate hyponym

Matthews (1972: 162; 1991:
38–40)

category property, feature

Wurzel (1984: 61) Kategoriengefüge [complex
of categories]

Kategorien [category]

Bybee (1985) category (inflectional)
meaning

Zwicky (1985: 372ff.) feature value

Mel’čuk (1993a) category grammeme

Stump (2005: 50) inflectional category morphosyntactic
property
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‘genitive’, etc., are all ‘values’, further questions can be asked about the relation-
ships among them. One question concerns the partitioning of the feature space in
general between the available values (see, for example, attempts to arrive at
definitions of feature values for an ontology of linguistic description);2 another
concerns the structuring within the values available for a particular feature in a
particular language (see, for example, the structuring of gender values discussed in
Corbett 1991, or the structuring of number values discussed in Corbett 2000).
In the construction of the catalogue of the different types of feature

realization, I examine instances of feature values found on elements.

4.2.2 Features in the components of linguistic description

A first classification of features that can be proposed is according to the
component of linguistic description for which it is justified to use a particular
feature: morphology, syntax, semantics, or phonology (see Corbett this vol-
ume, Section 2.2.1). A feature operating exclusively within one component,
for example morphology, can be referred to as a ‘(purely) morphological
feature’, and so on. The term ‘morphosyntactic feature’ implies that a feature
operates across at least two components: morphology and syntax. Features
recognized through inflectional morphology are often of this type – examples
are gender or person. Typically, such features also correlate with semantic
distinctions, so in fact they interface three components: morphology, syntax,
and semantics. The aim of this chapter is to suggest a way of distinguishing
between the different types of features that involve the morphological com-
ponent. In Section 4.4.1, I offer definitions of a morphosyntactic, morpho-
semantic, and morphological feature by referring to the realization options
available to their values.

4.2.3 Agreement and government

Both agreement and government are concepts that are necessary to describe
inflectional morphology. They are both mechanisms which demand the
realization of a feature value on an element in a clause or phrase. In agree-
ment, as in she(sg) runs.sg, the target element (runs) carries ‘displaced’
grammatical information (sg), relevant to another element (she) (Moravcsik
1988: 90). In government, as in Polish piszę książkę ‘write.1sg book.acc’, the
governee element (książkę) carries grammatical information (acc) expressing

2 A good illustration is provided by definitions of gender and number values found in the current
version of the General Ontology for Linguistic Description (GOLD); see www.linguistics-ontology.
org/gold.html.
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the relationship it bears to another element (piszę), like a ‘brand mark’. Thus,
in both agreement and government the demand for the specific feature value
does not come from the target or the governee but from a ‘controller’ (in the
case of agreement) or a ‘governor’ (in the case of government). In this way,
agreement and government ‘share the characteristic of being syntactic rela-
tions of an asymmetric type’ (Corbett 2006: 8) with regard to the status of the
elements which participate in the featural dependency.
However, while the feature value of the target of agreement is determined

by the feature value of the controller, the feature value of the governee is
determined just by the presence of the governor. Concurring with Zwicky
(1992: 378) I assume that while a controller of agreement bears the feature
value it requires of its target (the feature values are expected to ‘match’), a
governor does not bear the feature value it requires of its governee. Therefore,
while government is also asymmetric with regard to the possession of the
feature specification by the elements, agreement, in contrast, is symmetric.
Despite this general principle, note that agreement mismatches may occur for
various reasons (see Corbett 2006: Chapter 5), a governor may have the
relevant feature specification coincidentally,3 and also that the presence of a
feature value may be covert due to various limitations of inflectional mor-
phology.

4.2.4 Systematic multirepresentation of a feature value

Both agreement and government can apply to more than one element in the
clause simultaneously, which may result in multiple occurrence of the same
feature specification in the domain. In agreement, we find that an element
may control a set of targets in the clause (and beyond). For example, in a
language which has gender, a head noun may control agreement in gender
with an attributive element, a predicate, a relative pronoun, and a personal
pronoun. The Agreement Hierarchy (Corbett 1979; 2006: 206–237), which
refers to the possible domains of agreement (that is, the controller together
with its targets), captures the set of constraints on options available for
agreement.
In government, we find that an element typically governs a constituent or

unit consisting of one or more elements. The most familiar example of
government of a feature over a unit is the assignment of case to (the elements
within) a noun phrase. When a noun and its adjectival modifier are in the

3 Corbett (2006: 8, fn. 10) notes that ‘[for] example, if we have a verb which governs the genitive, a
participle formed from it may be in the genitive. The fact that this participle then governs the genitive
is still a matter of it being present, and does not depend on its being in the genitive.’
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same case, it is because the case value is imposed on both simultaneously.
Corbett (2006: 133–135) discusses the possibility of viewing this type of feature
multirepresentation as agreement and concludes that it ‘will not count as
canonical agreement, if we take seriously the issue of asymmetry’. If one
accepts the view of syntax which is based on the notion of constituency,
when the noun and its modifier are a constituent ‘it follows that we have
matching of features within the noun phrase resulting from government
(rather than agreement in case)’.4 Note that the same analysis holds for
languages which allow more than one case to be stacked – this is an important
point for the discussion of Kayardild examples in Section 4.6.
Apart from agreement and government, we find one other mechanism

behind simultaneous inflectional marking of the same information on more
than one element in the domain: semantic choice. A feature value may be
selected for a constituent or an ‘informational unit’5 – e.g. a noun phrase, verb
phrase, verbal complex, or the clause – on the basis of semantics, and the
inflectional morphology in a particular language may demand that the feature
value is realized on several elements which are members of the constituent or
unit. In this situation, multiple elements will be expressing the same value of a
morphosemantic feature simultaneously. Examples of a semantically imposed
feature value which may be realized on several elements simultaneously are:
number, definiteness, or semantic case imposed on a noun phrase (see, for
example, Givón 2001: 427), or a verbal feature imposed on (the elements
making up) a verbal complex.
In all cases where a feature value is selected for and interpreted at the level

of a constituent or informational unit, whether due to government or seman-
tic choice, the ‘rule’ that determines which elements have to realize particular
inflections is found in the lexicon in the form of a generalization over the
relevant part of speech or a subclass within a part of speech.
It is also possible that simultaneous marking of the same information on

more than one element in the clause could be due to a semantic or pragmatic

4 A different conclusion follows for those who accept a dependency view of syntax and treat the
noun as the head of the phrase with the adjective depending on the noun (see, for example, Mel’čuk
1993b: 329, 337). Corbett (2006: 133, 135) argues that this would still be less canonical agreement than,
for example, agreement in gender because the imposed case value is not inherent to the noun; for those
who take a constituency-based view of syntax, government of case over the noun phrase is a better
analysis.

5 Evans (2003: 217), discussing Pollard and Sag’s definition of agreement (1988: 237–238) in which
they refer to ‘objects’, suggests instead using the term ‘informational entity’. He argues that in this way
we can apply it also to situations where tense, aspect, or mood are involved, not just entities such as
participants.
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choice made for each element individually for the same semantic or pragmatic
reason (‘what’s once true stays true’). In other words, the multirepresentation
of a feature value in the clause could be due to coinciding individual semantics
of the elements bearing the feature value. A clear example of this type of
multirepresentation of a feature value would be a feature of respect whose
marking could be justified semantically for every element on which it appears.
Corbett (2006: 137) remarks: ‘There are . . . languages where the existence of
multiple honorifics suggests an agreement analysis, but where it is not clear
that this is justified. It may be argued that each honorific is determined on
pragmatic grounds (and that they agree only in the sense that they are being
used in the same pragmatic circumstances).’
Finally, some instances of semantically justified multiple marking of infor-

mation may, arguably, not even be an expression of a morphosemantic
feature. This applies to phenomena such as the so-called ‘negative concord’,
where, if the principal marker of information (negation) is there, it requires
the presence of the second negation marker. Arguably, the phenomenon does
not qualify to be a ‘feature’ because ‘positive’ polarity is not information that
can be assigned to a value – it is, rather, simply lack of information.6 Corbett
(2006: 29) suggests that where the selection of additional information requires
that it has to be repeated somewhere else in the clause, such instances can be
termed ‘concord’.7
The diagram shown in Figure 4.1 summarizes the defining distinctions

between agreement and government, and illustrates how syntactic space
may be mapped out with features recognized through their realizations on
elements in a domain.

4.2.5 Assignment, interpretation, and realization of a feature value

Finally, a terminological note is due on the term ‘assignment’. This term is
used commonly with reference to verbs which ‘assign case’ values. It is also
used with reference to gender values, as in Corbett (1991), who discusses
mechanisms for allotting nouns to different genders; namely, native speakers

6 In order to determine whether such phenomena are indeed not features, or whether they are
perhaps less canonical features, we would have to analyse them within a canonical framework. This
work is in preparation.

7 The term ‘concord’ is sometimes used interchangeably with ‘agreement’. The view taken here is
that it is worth reserving the term ‘agreement’ for the featural dependency that involves a controller
and a target. Since Corbett (2006: 29) suggests reserving the term ‘concord’ for a strictly non-featural
repetition of additional information in a clause, we are left with no term(s) to refer uniquely to the
distributive marking of elements of the expansion of a phrase (whether dictated by government over a
phrase or by semantic choice). However, I have not attempted to introduce new terms for the
phenomena falling within this range.
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have the ability to ‘work out’ the gender of a noun, and models of this ability
have been called ‘gender assignment systems’.
So far, the concept of ‘assignment of a feature value’ has not been com-

monly used outside these two situations, even though it might be useful as a
general term to refer to the values of any feature. This idea is not adopted for
this chapter, but if it were, the locus of ‘assignment’ of a feature value would
correspond to what is referred to here as the locus of ‘interpretation’ of a
feature value. This contrasts with the locus of ‘realization’ of a feature value,
which is where we find the feature value expressed with a particular lexical
item. Hence, a case value is ‘assigned’ to a constituent – which means that it is
interpreted at a phrasal level – but it is ‘realized’ on particular elements
(nouns, adjectives) which are members of the constituent.
Note that when a gender value is ‘assigned’ to a noun, its realization on that

element is typically not overt (see also Section 4.4.3), although contextual
realizations of gender values on targets of agreement with the controlling
noun are overt.

4.3 Constructing a catalogue of possible feature realizations

In order to arrive at a morphosyntactic analysis of a clause such as (Polish):

Status of elements involved

symmetric asymmetric

sy
m

m
et

ri
c

systematic 
multirepresentation agreement 

P
os

se
ss

io
n 

of
 th

e 
fe

at
ur

e

as
ym

m
et

ri
c

(no features to 
manipulate) government

FIGURE 4.1 Types of featural dependency in a domain

(1) kupił-em dwie ładne
buy(pst)-m.1sg two(pl).nonvir.acc pretty.nonvir.pl.acc
szklanki
glasses(nonvir).pl.acc
‘I bought two pretty glasses.’

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

Towards a typology of features 71



we have to know what inventory of features and values to draw from, that is,
which semantic distinctions are grammaticalized as inflectional categories in
the language, and how many value distinctions the language makes within
each feature.
Establishing an inventory of features and values for a language can be a

complex issue. An example of language in which justifying a feature requires
careful analysis is Archi (Daghestanian), where the feature in question is
person. This language has no phonologically distinct forms realizing person,
nor does the standard description of Archi involve the feature person (only
gender and number). However, agreement patterns in Archi indicate that this
language does require us to recognize a person feature, even though it is a
non-autonomous one (Chumakina, Kibort, and Corbett 2007).
There are also many arguments in the literature about the number of values

for various features in different languages. Most problems with establishing
the number of values arise either when there is conflation of forms realizing
two different values (i.e. syncretism), or when different forms realize one
and the same value (resulting in distinct inflectional classes, heteroclisis, or
deponency).
In an inferential-realizational approach to inflectional morphology, which

is adopted here after Stump (2001), the realizations of feature values are
identified by establishing a paradigm correlating inflected forms with mor-
phosyntactic properties. The cells in the paradigm of forms associated with
a lexeme are regarded as pairings of a stem with a morphosyntactic property
(or a morphosyntactic property set), to yield an inflected word form which is
the realization of the pairing. Examples of how to establish the paradigm
for case in Russian can be found in Zaliznjak (1973) and Comrie (1986),
who discuss whether to recognize one or two genitive cases, and whether to
distinguish prepositional case from the locative; for further discussion of the
locative see Brown (2007). Examples of discussion regarding the paradigm for
gender can be found in Schenker (1955), Zaliznjak (1964), and Corbett (1991:
Chapter 6) who describes principles for determining the number of genders in
a language.
In complex gender systems, with mismatches between the number

of agreement classes of nouns and the number of inflectional forms on
agreement targets (as in Romanian, which has three agreement classes and
two target genders each in the singular and plural), Corbett (1991: 150ff.)
argues that a distinction has to be made between controller genders and target
genders. However, since target genders are only groupings that capture the
pattern of syncretism in agreement forms across the set of targets, when
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labelling Romanian gender values realized on elements it may be more
appropriate to refer to the agreement classes of nouns.8
The gender system of Polish poses a different challenge with regard to the

number of values, where subgenders (‘animate’, ‘inanimate’, and ‘personal’)
have been proposed in addition to the main genders (Brown 1998). Corbett
(1991: 163) argues that some agreement classes of nouns can be analysed as
subgenders, rather than as full genders, when they control minimally different
sets of agreement, that is, agreements differing for at most a small proportion
of the morphosyntactic forms of any of the agreement targets. Thus, a
subgender is an additional gender distinction within a minimal subset of
the paradigm.9
Having established the inventory of values to draw from, and identified the

feature and its value on the element we are analysing, we can compare the
sources of feature specifications found on different elements and begin con-
structing a systematic catalogue of different types of feature realization.
Paraphrasing Zwicky (1992: 369), I am going to find an appropriate place
for the differently behaving feature values in an articulated framework of
featural dependencies.

4.3.1 Contextually realized and inherently realized feature values

Following Anderson’s work on inflection types (1992: 82–83), Booij (1994,
1996) distinguishes two types of inflection: contextual – dictated by syntax
(e.g. number agreement on Dutch verbs), and inherent – not required by the
syntactic context, although it may have syntactic relevance (e.g. number on
Dutch nouns, tense on verbs). Corbett suggests that the distinction can be
applied to features in general, specifically that it ‘concerns the feature in
relation to where it is realized’ (2006: 123). Therefore, a contextual feature is

8 The controller genders in Romanian are usually called ‘masculine’ (for class I nouns), ‘feminine’
(for class II nouns), and the third, disputed gender (of class III nouns, which shares the singular form
of inflection with class I nouns and the plural form of inflection with class II nouns) is sometimes
called ‘neuter’ and sometimes ‘ambigeneric’. The latter is a useful term provided it is used not to imply
that there is no distinct gender but rather that the situation is different from the more common Indo-
European three-gender system in that the third gender in Romanian is non-autonomous.

9 Brown (1998) suggests that the difficult case of Polish masculine personal nouns (often labelled as
‘virile’ gender nouns) can be analysed as a main gender distinction if we recognize ‘masculine
personal’ as one of the values of the main gender system, and three different values for the subgender
of animacy: inanimate, animate, and person. The person subgender can then be analysed as fusing
with masculine to create the new gender masculine personal (when it spreads to the nominative case,
and from there to agreement targets which do not realize case). After careful consideration of gender
agreement in all targets including numeral phrases, Przepiórkowski (2003) offers an alternative
hierarchy of Polish genders which includes eleven genders.
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one dictated by syntax, while an inherent feature is not required by the
syntactic context (for the particular item), although it may have syntactic
relevance.
Since both agreement and government are syntactic mechanisms that

demand the realization of a feature value on an element in a domain, feature
values determined through agreement and government can be regarded as
being realized ‘contextually’. Such feature values can also be thought of as
information that logically originates outside the element on which it is found.
In contrast, an inherently realized feature value can be thought of as informa-
tion that logically belongs to the element on which it is found. Thus, features
found on controllers of agreement are inherent features, while features found
on agreement targets and on governees are contextual features.
We can now construct a diagram representing the first few subdivisions

within the catalogue of possible feature realizations. The diagram includes the
inherent vs. contextual distinction, and within the contextual realization
distinguishes between feature values determined through agreement and
those determined through government (see Figure 4.2).
Examples of contextual features of agreement are: gender – on adjectives,

verbs, pronouns; nominal number – on verbs, relative and personal pro-
nouns; person – on verbs, and on nouns in possessive constructions; case –
on adjectives in predicate nominal constructions; respect – (honorifics/po-
liteness markers/special agreement) on verbs; and definiteness – (non-auton-
omous inflection, but possibly agreement effects) on adjectives (see below).
An example of a contextual feature of government is ‘structural’ case on

Feature value
realized on
an element

Inherent
(not dictated
by syntax)

Contextual
(dictated by

syntax)

Determined
through

agreement

Determined
through

government

FIGURE 4.2 Inherent vs. contextual distinction in the catalogue of feature realization
types
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nouns or noun phrases. On the other hand, examples of inherently realized
feature values are: gender and number values on nouns, person values on
pronouns (and arguably nouns, too – though by default), and tense values on
verbs.
The following illustrate the less common features of agreement:

Case – in Polish, the genitive case value on the predicate adjective matches the
genitive case value of the quantified noun of the subject noun phrase (Dzi-
wirek 1990: 147; Corbett 2006: 134):

(2) Sześć kobiet był-o smutnych.
six.nom woman.pl.gen was-n.3sg sad.pl.gen
‘Six women were sad.’

Respect – languages which have agreement in respect include Muna (Austro-
nesian), Maithili (Indo-Iranian), Tamil, and Bavarian German; the following
illustrates the use of honorific agreement markers in Maithili (Stump and
Yadav 1988; Corbett 2006: 137–138):

(3) tohar bāp aelthun
your.mid_hon father.hon came.3_hon.2_mid_hon
‘Your (mid-honorific) father (honorific) came.’

Definiteness – in German, definiteness of the determiner dictates the choice of
the form of the following adjective (‘weak’ or ‘mixed’ inflection). We observe
the correlation: definite articles co-occur in the noun phrase with adjectives
bearing ‘weak’ inflection; indefinite articles (and some other elements such as
possessive pronouns) co-occur with adjectives bearing ‘mixed’ inflection; and
the absence of an article correlates with the presence of fully inflected adjec-
tives (‘strong’ inflection) (cf. Corbett 2006: 95–96). Hence, it can be argued
that we observe agreement effects (systematic covariance), though the ex-
ponence of definiteness on adjectives is non-autonomous.
Thus, a feature value can be realized contextually or inherently. When a

feature value is realized contextually, its realization is determined by the
syntactic rules of agreement or government. When a feature value is realized
inherently, its realization follows only the rules specified by inflectional
morphology which require a particular feature to be realized on a particular
part of speech or a subclass within a part of speech. A gender assignment
system, which classifies nouns into genders on the basis of their inherent
formal or semantic properties, is a set of rules specifying the inherent realiza-
tion of the values of gender.
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4.3.2 Fixed vs. selected feature values

A further question that can be asked about inherently realized feature values is
whether the particular value is lexically supplied to the element, or whether it
has been selected from a range of available values. The following example
illustrates the distinction. Both gender and number values are inherently
realized on nouns; they logically ‘belong to’ nouns (in the case of gender)
or noun phrases (in the case of number) even when they are used to demand
matching agreement on targets. But they are different in that a gender value is
typically fixed for a particular noun, while a number value is typically not fixed
but selected from a set of options.10 (Counter-examples, that is instances of a
selected gender value, are multiple-gender nouns such as baby which can be
assigned any of the available English genders;11 and instances of a fixed
number value – pluralia tantum such as scissors or dregs).
Furthermore, since inherent feature values are ‘not dictated by syntax’, they

can be found on any elements, not necessarily only on controllers of agree-
ment. Examples include features such as tense, aspect, mood, evidentiality,
voice, topic, focus, and other nominal and verbal features which can be
expressed through inflectional morphology in various languages. For the
majority of these features, the feature value found on the element is a value
selected from a range of values available in the language. So, for example, an
inflectional tense marker on a verb can be regarded as expressing an inher-
ently realized value of the feature tense, selected from a range of options.
Thus, the catalogue of the possible feature realizations can gain another
subdivision: that between the fixed vs. selected distinction within inherent
feature realization (see Figure 4.3).

4.3.3 Semantic vs. formal basis for the selection of a feature value

Finally, one more distinction can be made within both types of inherently
realized feature values, orthogonal to the realization method itself: the dis-
tinction between formal and semantic criteria for the selection of a feature
value. The distinction between formal and semantic assignment of gender
values was proposed by Corbett (1991) to account for the criteria according to
which nouns can be allotted to genders. Corbett demonstrates that gender

10 Note that, otherwise, gender and number seem to be more similar than other features, and that
is probably why it may be difficult to define their values independently of each other. The difficulty of
counting genders in some languages is almost always due to gender’s interaction with number.

11 Note that in English the choice of gender is manifested only in agreement with pronouns.

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

76 Anna Kibort



assignment systems in languages can be semantic or semantic-and-formal –
that is, the set of rules that determine the assignment of inherent gender
values to nouns refers to the meaning of words, or a combination of the
meaning of words and the form of words. There is always some semantic basis
to gender classification in any language that has the feature of gender, though
gender values can be semantically transparent to a greater or lesser extent.
Within any gender assignment system, the assignment of the gender value

to a particular noun can be attributed either to the noun’s meaning or to its
form. Where the meaning and the form of the noun conflict in terms of
gender assignment, semantic criteria may overrule formal considerations (e.g.
Russian djadja ‘uncle’, or Polish mężczyzna ‘man’, poeta ‘poet’, etc., have a
feminine form and masculine meaning, and they consistently trigger mascu-
line agreement).
This distinction also proves useful when extended to other features, for

example number. Among nouns with a fixed value of number, it can be
argued that at least some (e.g. English singularia tantum happiness, poverty,
and other abstract nouns) have their inherent number value assigned on a
semantic basis. On the other hand, some others (e.g. English pluralia tantum
scissors, dregs) are assigned their inherent (and fixed) number value on the
basis of form.
In many other instances the formal and semantic criteria for the selection of

the feature value coincide (e.g. Mary is formally singular and denotes a
singular referent). Therefore, the distinction between the formal and the
semantic basis for feature selection can be considered an optional subclassifi-
cation within the catalogue of feature realization types (see Figure 4.4).

Feature value
realized on
an element

Inherent
(not dictated
by syntax)

Contextual
(dictated by

syntax)

Fixed
(a lexically

supplied value)

Selected
(from a range

of values)

Determined
through

agreement

Determined
through

government

FIGURE 4.3 Fixed vs. selected distinction in the catalogue of feature realization types

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

Towards a typology of features 77



4.3.3.1 Semantic vs. syntactic agreement The distinction between semantic
vs. formal criteria in the selection of an inherent feature value for an element
corresponds to a distinction proposed independently elsewhere, that of se-
mantic vs. syntactic agreement.
We have seen that some controllers with a fixed feature value could be seen

as embodying a mismatch between their form and their meaning (e.g. scissors
or measles). However, if they trigger consistent agreement, we may conclude
that their form–meaning mismatch is resolved pre-syntactically in favour of
one of the values (either the formally determined or the semantically deter-
mined one). Hence, such mismatch is invisible to syntax. But there are
controllers for which the mismatch is not resolved pre-syntactically. Instead,
it is visible to syntax and is carried over to the domain of agreement: such
controllers induce more than one type of agreement. Furthermore, there
are controllers which trigger variable agreement with the same type of target,
and controllers which trigger different agreements according to the type of
target. Many complex and fascinating examples of variable agreement, and
conditions which favour it, are described in Corbett (2006, also references
therein to earlier work).
In his discussion of agreement controllers which induce more than one

type of agreement, Corbett (2006: 155–160) refers to the traditional distinction
between syntactic and semantic agreement:

Feature value
realized on
an element

Inherent
(not dictated
by syntax)

Contextual
(dictated by

syntax)

Fixed
(a lexically

supplied value)

Selected
(from a range

of values)

Based on
formal
criteria 

Determined
through

agreement

Determined
through

government

Based on
semantic
criteria 

Based on
formal
criteria 

Based on
semantic
criteria 

FIGURE 4.4 Semantic vs. formal distinction in the catalogue of feature realization types
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In the most straightforward cases syntactic agreement (sometimes called ‘agreement

ad formam’, ‘formal agreement’ or ‘grammatical agreement’) is agreement consistent

with the form of the controller (the committee has decided). Semantic agreement (or

‘agreement ad sensum’, ‘notional agreement’, ‘logical agreement’ or ‘synesis’) is agree-

ment consistent with its meaning (the committee have decided). ( . . . ) The terms

syntactic and semantic agreement are used only when there is a potential choice. In

many instances formal and semantic properties of the controller coincide and so
agreement is both syntactically and semantically justified ( . . . ). I use the labels

‘syntactic agreement’ and ‘semantic agreement’ only when a mismatch gives rise to

a potential choice. (Corbett 2006: 155)

Furthermore, Corbett acknowledges that different features may be involved,
not just number. Thus, syntactic and semantic agreement are cover terms to
describe contrasting agreement possibilities. Controllers which have such
possibilities are referred to as ‘hybrid’ controllers. It has been observed that
the availability of agreement options for their different targets, as well as
speakers’ preferences in the choice of option, are consistent with the Agree-
ment Hierarchy (Corbett 1979, 2006: 206–237).
It is important to emphasize that syntactic and semantic agreement are

both instances of agreement. However, in situations when their outcomes
would not coincide, syntactic agreement is regarded as more canonical, while
semantic agreement is perceived as a ‘mismatch’ of formal feature values
between the controller and the target (Corbett 2006: 24).

4.3.3.2 Hybrid controllers of agreement Typical examples of hybrid control-
lers are committee-type nouns in English which have a choice of agreement
options in the predicate: the committee has decided – syntactic agreement of the
predicate with the noun; or the committee have decided – semantic agreement of
the predicate with the noun, common particularly in British English (Corbett
2006: 158, and references therein).
Another representative example, illustrating a choice of gender values,

involves Russian nouns denoting professions, like vrač ‘doctor’. This noun
(and many others in its class) has the morphology typical of a masculine
noun, but can denote a male or a female. Therefore, when referring to a
female referent, the noun can trigger either syntactic (masculine) or semantic
(feminine) gender agreement in an attributive element, as well as a choice of
syntactic (masculine) or semantic (feminine) agreement in the predicate.
Corbett reports that in this context most speakers opt for syntactic agreement
with an adjective, and for semantic agreement with the verb (2006: 158, and
his earlier publications on gender).
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For hybrid controllers, there is always a choice of the feature value to control
agreement on the particular target. Therefore, I conclude that the feature value
is selected from the available range, where the range includes the feature
value based on formal criteria, and the feature value based on semantic criteria.
The choice of the former results in syntactic agreement, while the latter gives
semantic agreement. Note that elements (other than hybrid controllers of
agreement) which have their feature value selected from a set of options tend
to have the value selected on the basis of semantic criteria. This is true of most
count nouns which are assigned an inherent number value, or of nouns for
which one can select their inherent gender value (e.g. baby), or of many
different types of elements that realize a value of a morphosemantic feature
such as tense, aspect, mood, evidentiality, voice, topic, focus, and other
nominal and verbal features expressed through inflectional morphology.
Recognizing the distinction between semantic and formal assignment can be

useful for all features, not just those agreement features which participate in
agreement mismatches. Furthermore, this distinction is indispensable when
trying to explain agreementpatterns (includingmismatches) in a systematicway.

4.4 A typology of grammatical features

The sections above complete the account of the ways in which a feature value,
recognized through inflectional morphology, can be realized on a linguistic
element. I now take a different perspective on features and compare features
as superordinate categories. My aim is to distinguish between features which
are relevant to syntax (morphosyntactic features) and those which are not
(morphosemantic features). Also, I want to be able to relate purely morpho-
logical features to the other two types. In order to do this, I define a feature as
follows: a feature is a set of values and the available options for their
realization on linguistic elements.
The three types of grammatical features – morphosyntactic, morpho-

semantic, and morphological – can now be defined in terms of the realization
options available to their values.

4.4.1 Defining morphosyntactic, morphosemantic, and morphological
features

A morphosyntactic feature is a feature whose values are involved in either
government or agreement. Since agreement requires the presence of a con-
troller which is specified for the feature value it imposes on the target, the
values of a morphosyntactic feature may be contextual (when found on
targets and governees) or inherent (when found on controllers of agreement).
Hence, a morphosyntactic feature is a set of values which have available to
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them all of the options identified in the catalogue of realization types, as
shown in Figure 4.5.
A morphosemantic feature is a feature whose values are not involved in

agreement or government but are inherent only. That is, the elements on
which the values are found are not controllers of agreement. Because it is not
involved in either agreement or government, a morphosemantic feature is not
relevant to syntax. Hence, a morphosemantic feature is a set of values which
have the realization options shown in Figure 4.6 available to them.

Feature value
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an element
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Fixed
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FIGURE 4.5 Realization options available to a morphosyntactic feature
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FIGURE 4.6 Realization options available to a morphosemantic feature
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Finally, a purely morphological feature is a feature whose values are not
involved in agreement or government, and are inherent only. Furthermore,
the values of a morphological feature do not co-vary with semantic functions
(even though there may be instances of free formal variation between values
of a morphological feature). Hence, a morphological feature is a set of values
which have the realization options shown in Figure 4.7 available to them.
Morphological features have a role only in morphology (hence the possi-

bility of hypothesising ‘morphology-free syntax’). An example of a morpho-
logical feature is inflectional class (a ‘declensional class’, or a ‘conjugation’).
Morphological features can be arbitrary; they may have to be specified for
individual lexical items, hence they are instances of lexical features. Alterna-
tively, they may be predictable, to varying extents, from phonological and/or
semantic correlations. That is, given the phonology or semantics of a given
lexical item, it may be possible to assign its morphological feature value by an
assignment rule, rather than having to specify it in the lexicon (Corbett 2006:
122–123; for more on morphological features, see Corbett and Baerman 2006).

4.4.2 Identifying morphosyntactic features in a language

The definitions above correspond to canonical morphosyntactic, morpho-
semantic, and morphological features. No feature in any natural language is
expected to have values which are consistently realized in the permitted ways
across all relevant elements. However, in a given language, we recognize the
feature as morphosyntactic if its values are involved in either agreement or
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FIGURE 4.7 Realization options available to a morphological feature
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government for any set of elements. In turn, a morphosemantic feature in a
given language is a feature which is inherent only; that is, there are no
elements (word classes or lexemes) for which it is contextual.
In the search for possible morphosyntactic features, I have found at least

one language (for each feature) in which the features shown in Table 4.2 can
be morphosyntactic. However, while some of these are typical features of
agreement or government and occur very commonly, others only rarely play a
role in syntax. The map in Figure 4.8 shows how they share out the workload
in syntax between them.

TABLE 4.2 Morphosyntactic features

participates in agreement participates in government

number ü
gender ü
person ü
respect ü
case ü ü
definiteness ü
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common rare not attested
Participation in agreement

FIGURE 4.8 Participation of various semantic categories in the syntax

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

Towards a typology of features 83



The categories which have not been found to participate in either agree-
ment or government are often morphosemantic features.12

4.4.3 Gender and nominal classification

Gender is perhaps the only feature whose values, when found on controllers
of agreement (that is, the gender values inherently assigned to nouns),
typically have no overt expression in the majority of languages which have
the gender feature. There are languages where gender is marked on nouns of
all or most noun classes (Bantu languages, also Berber, especially North
Berber – Kabyle, Tashelhit, Tamazight) or on most nouns with the exception
of nouns referring to humans (many Arawak languages of South America, e.g.
Baniwa and Tariana; Alexandra Aikhenvald, personal communication). How-
ever, languages marking genders on nouns are a small minority. Perhaps the
fact that gender values are not marked on nouns may be related to the fact
that gender is also a feature in which the inherent assignment of the value is
predominantly fixed – that is, typically (even though not necessarily), most
nouns in languages that have the feature of gender have only one fixed value
of gender. Furthermore, the inherent value of gender on the noun is assigned
to it on the basis of some specific criterion, semantic or formal. Therefore, in
fact, the gender of a noun in a gendered language need not even be specified in
the noun’s lexical entry, since it can be derived from other information –
semantic, morphological, or phonological.
Because of these characteristics, the term ‘gender’ is most commonly used

to refer to classes of nouns within a language which are ‘reflected in the
behaviour of associated words’ (Hockett 1958: 231). This is also the definition
adopted by Corbett (1991), who argues that in order to define gender we have
to refer to the targets of agreement in gender, which allow us to justify the
classification of nouns into genders. In the present typology, it has been
possible to retain the special status of gender. However, the position of gender
within the typology needs to be clarified in order to enable comparisons with
other features.
As defined in Hockett (1958) and Corbett (1991), gender is exclusively a

feature of agreement. Hence, the feature is referred to as ‘gender’ in a language

12 More information, discussion, examples, and references pertaining to each feature can be found
on the Grammatical Features website which has been created as an extension to the Features project
(www.features.surrey.ac.uk, mirrored at: www.grammaticalfeatures.net). At present, the website al-
ready contains articles totalling about 50,000 words plus extensive bibliography, but it is envisaged as a
live and ever-growing resource which may, in time, become part of ‘Web 2.0’ with more direct
participation of the community.
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if it concerns the classification of the nominal inventory of the language, but
only if the inherently assigned gender values found on nouns are matched
by contextually realized gender values found on targets of agreement in
gender. If a language has a system of nominal classification expressed through
inflectional morphology, but the noun classes do not participate in agree-
ment, the classification does not qualify as ‘gender’. With respect to syntax,
the status of such a feature is similar to the status of tense in most of the
familiar languages: an inflectionally marked feature such as tense expresses a
semantic or formal distinction, but is not relevant to syntax for the purposes
of agreement or government. Syntax does not need to know the value of an
inflectional noun classifier or inflectionally marked tense. Therefore, the
distinction between inflectional noun classification and gender is that, while
the former can only be a morphosemantic feature, gender can only be a
morphosyntactic feature.

4.5 Agreement, government, and multirepresentation – summary

In a given language, morphosyntactic features are those features whose values
participate in agreement or government. We identify a feature dependency as
agreement when an element carries grammatical information relevant to
another, and as government when an element carries grammatical informa-
tion expressing the relationship it bears to another element. In contrast,
morphosemantic features are those features whose values are never found to
participate in agreement or government in the given language. Both agree-
ment and government can apply to more than one element in the clause
simultaneously, which may result in multiple occurrence of the same feature
specification in the domain.
Apart from agreement and government, we may find inflectional marking

of the same information simultaneously on more than one element in the
domain due to semantic choice. We find that the same feature value may be
realized distributively on the basis of semantics on several elements which are
members of a constituent or an ‘informational unit’, e.g. a noun phrase, verb
phrase, verbal complex, or the clause. In this situation, multiple elements
express the same value of a morphosemantic feature simultaneously. It is also
possible that simultaneous marking of the same information on more than
one element in the clause could be due to a semantic or pragmatic choice made
for each element individually for the same semantic or pragmatic reason
(‘what’s once true stays true’). In this case, the multirepresentation of a
feature value in the clause is due to coinciding individual semantics of the
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No.
The value is specified for the unit
(including the element) following a

semantic/pragmatic choice. The unit
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care’ about one another, since their
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on the feature specification of other

elements in the unit.
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Yes.
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[C]

Yes.
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the feature value through
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consist of only one
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care’ about one another,
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the value to the set (N.B.
the domain of agreement

may be larger than a
clause – for pronouns).

[D]

FIGURE 4.9 A decision tree about featural dependencies in a domain
Notes:

Re [A]: Simultaneous realizationof a feature value onmultiple elements is due to coinciding individual semantics.
If truly the same semantic choice is made for each element in the domain individually, it belongs here.

Re [B]: Simultaneous realization of a feature value on multiple elements is due to semantic/pragmatic
choice over the unit, not due to the semantics of the individual members of the unit. This includes the
realization of semantic case distributively within a noun phrase, as well as instances of distributive
realization of feature values at clause level (where the unit is a clause).

Re [C]: Simultaneous realization of a feature value on multiple elements is due to government imposed by
the governor over the unit of government. An example is the government of case over a noun phrase.

Re [D]: Simultaneous realization of a feature value on multiple elements is due to agreement imposed by the
controller over the set of targets (since ‘multiple targets are the same as each other’, Corbett 2006: 8).
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elements realizing the feature value. (For more detailed discussion of system-
atic multirepresentation of a feature value in a domain, see Section 4.2.4.)
All possible distinctions in the sources of feature realizations on elements

can be ordered along a decision tree about featural dependencies, representing
the minimum set of questions that are relevant in the process of combining
linguistic elements into phrases and clauses (see Figure 4.9). The first three
questions in the tree are relevant to morphology only, and even though the
answers in some instances may have some semantic basis, they are not
determined by semantic or syntactic choice. The next two questions are
relevant to semantics in that the answers to them depend on semantic (or
pragmatic) choice. Finally, the last question is relevant to syntax, and both
answers invoke a syntactic rule.
Note that Evans (2003: 217, fn. 15–16) refers to situations such as [A] and [B]

as ‘informational equivalence’ where there is ‘no directionality’. This corre-
sponds to my notion of ‘symmetry in the status of the elements involved in a
featural dependency’, and ‘symmetry in the possession of the feature’ (Sec-
tions 4.3.3–4.3.4). In situations [C] and [D] there is ‘directionality’, which
corresponds to Corbett’s (2006: 8) notion of agreement and government
being ‘asymmetrical’, and to my notion of ‘asymmetry in the status of the
elements involved in a featural dependency’.
It is also important to note that there may be instances of multirepresenta-

tion of a feature value which cannot be clearly identified as belonging to either
situation [A] or [B]. Analysing respect by appealing to semantic justification
at every element that marks it is perhaps the most convincing. However,
certainly with some instances of respect, and probably with many instances of
other morphosemantic features (such as tense, aspect, or mood), attempts to
argue that the individual element makes sense semantically together with the
particular feature value may involve an undue stretching of the semantic
interpretation. We can also expect some tricky situations, as with multiple
noun classifiers in Daly languages (Australia), which can be seen as the
predecessors of agreement systems.13
This completes the outline of a heuristic for recognizing feature types in a

language. We can expect that in many familiar instances of featural depen-
dencies it will only confirmwhat is already fairly straightforward to recognize.
However, we can also expect to find instances which are not straightforward
and require careful consideration. In the following sections I revisit the
difficult phenomena found in Kayardild (a highly endangered language

13 I am grateful to Greville Corbett for providing this example.
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from the Tangkic family, spoken in Queensland, Australia), in an attempt to
classify them with respect to the distinctions identified above. The main
objective of the analysis is to establish whether Kayardild does indeed have
agreement in case and, even more unusually, whether it does have agreement
in the verbal categories of tense, aspect, mood, and polarity (TAMP).

4.6 Agreement, government, or semantic choice – the problem cases
of Kayardild

Kayardild presents an extreme example of stacking case-like suffixes emanat-
ing from different syntactic levels, with some suffixes changing the word class
of their host. Most of these case-like suffixes occur multiply in the clause,
lending themselves to be considered agreement phenomena. A detailed de-
scription of Kayardild can be found in Evans’s (1995) extensive grammar,
while problems posed by Kayardild for widely accepted views of agreement
are highlighted in Evans (2003). I begin with an overview of case phenomena
in Kayardild drawing from Evans (1995), and in the following sections I
discuss each type of the multirepresentation of a feature value in an attempt
to establish whether it is dictated by agreement (as in situation [D] above),
government (as in situation [C]), or semantic choice (as in situation [A] or
[B]). My subsections 4.6.1–4.6.6 correspond to the subsections labelled in
Evans (2003) as (a)–(f).14
Evans (1995: 101–121) identifies five types of functional domain in which

Kayardild case-like suffixes operate. In the adnominal domain, a case relates
one nominal phrase to another. In the relational domain, a case relates a core
argument to the verb or a peripheral argument to the clause as a whole. In the
modal domain, a case expresses the mood/tense/aspect of the clause. In the
associating domain, a case links a nominal phrase with a nominalized verb.
And, finally, in the complementizing domain, a case applies to a whole clause
and indicates either that the clause is an argument of the matrix clause or that
‘certain marked coreference relationships exist between matrix and subordi-
nate clause’ (Evans 1995: 101). Nominals have been found to take up to four
cases, in the following order, with the last two types of suffix being mutually
exclusive (Evans 1995: 101; see also end of Section 4.6.4 below for some further
discussion of the associating and complementizing functions of the oblique
case):

14 With special thanks to Nicholas Evans for his timely reading of the Kayardild analysis presented
here.
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(4) stemþ adnominalþ relationalþmodalþ associating/complementizing

Each of the five functional domains uses a subset of the common set of case
suffixes (Evans 1995: 103). In Figure 4.10, I reproduce a diagram from Evans
(1995: 102)15 which summarizes the range of functions performed by each
suffix and diagrammatically relates their morphological order to the syntactic

S'

S

NP(Relational)

NP(Adnominal)

ADNOMINAL RELATIONAL MODAL COMPLEMENTIZING

--------------------------------- NOMinative------------------------------------

(LOCative)a LOCative LOCative LOCative
ABLative ABLative ABLative
PROPrietive PROPrietive PROPrietive

OBLique OBLique OBLique
ALLative ALLative
INSTRumental
UTILitive

GENitive (GENitive) ASSOCIATING
ASSOCiative (ASSOCiative)
ORIGin (ORIGin) OBLique
PRIVative PRIVative
CONSequential

Verbalizing Dative
Verbalizing Allative
Verbalizing Translative
Verbalizing Evitative
Verbalizing Donative
Verbalizing Purposive

FIGURE 4.10 The range of functions performed by case-like suffixes in Kayardild
a Evans (1995: 102) notes that not every entry can be justified here (the reader is referred to Chapter 4 of his grammar
for details). Unclear cases are in brackets (the three relational cases in brackets could be treated as either adnominal
or relational; the LOCative may only be used adnominally if no other case suffix follows). Furthermore, ‘[t]he
NOMinative is an “elsewhere case”, in equipollent opposition to all other cases: it appears only where no relational,
modal, associating or complementizing case is assigned.’

15 In the original figure, Evans used the term ‘verbal case’, but in the (2003) paper he changed it to
‘verbalizing case’, in order to prevent a possible misconstrual of this type of case as a ‘case marked on
verbs’, and to emphasize the way the case-like suffix changes the word class (i.e. part of speech
membership) of its host (Evans 2003: 214, fn. 13).
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level at which they operate. Verbalizing cases, which make up a different set of
suffixes, are

partly complementary and partly parallel to the normal case system. Core syntactic

functions are always marked by normal case, as are ‘static’ functions like the LOCative;

so are all adnominal functions (which are also static). What may be broadly described

as ‘dynamic’ functions, involving change over time (e.g. change of location, change of

possession) tend to take verbal[izing] cases. Some dynamic functions, like the allative,

ablative and purposive, take either, but the verbal[izing] case is gaining ground.

(Evans 1995: 182)

Evans (1995: 103) summarizes the principles of the distribution of case mark-
ing in Kayardild in the following way:

In general case suffixes appear on all words over which they have semantic or syntactic

scope [emphasis mine – A.K.]. Adnominal and relational cases are marked over entire

NPs, and complementizing case over all words in a clause, including the verb [fn. 11:
Particles and conjunctions, and pronominal subjects under certain conditions, are

excepted ( . . . )]. The distribution of modal case is basically all NPs except the subject

and some NPs linked to it semantically or syntactically; associating case has a slightly

larger domain.

4.6.1 Multiple case marking

Among the different types of case-like marking in Kayardild, three types
correspond the most closely to familiar types of cases: relational cases,
adnominal cases, and verbalizing cases. Roughly, relational cases indicate
the core arguments of the verb and some other thematic relations which are
interpreted as being in a ‘static’ relationship to the verb; adnominal cases (also
expressing a ‘static’ relationship) relate one nominal phrase to another; and
verbalizing cases indicate thematic relations which are interpreted as being in
a ‘dynamic’ relationship to the verb (see Section 4.6 above for a citation from
Evans regarding the terms ‘static’ and ‘dynamic’).
All cases are obligatorily marked on all elements of the relevant noun

phrases, and when two different cases are assigned to one element, they are
stacked. Therefore, we have examples such as (Evans 2003: 207):

(5) dan-kinaba-nguni dangka-naba-nguni mirra-nguni
this-abl-ins man-abl-ins good-ins
wangal-nguni
boomerang-ins
‘with this man’s good boomerang’
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where the ‘adnominal’ ablative case is not replaced by the following ‘relation-
al’ instrumental case indicating a thematic relation at clause level.
On the view of case offered here (following Corbett 2006: 133–135), this type

of case marking over noun phrases, whether it functions adnominally or
relationally, can be treated as assignment of case over a constituent rather
than as agreement in case with the head noun. Instances of Kayardild rela-
tional cases expressing core grammatical functions can presumably be treated
as instances of government of case over a noun phrase (hence, situation [C]),
while other cases (relational or adnominal) can be analysed as instances of
assignment of case to a noun phrase for semantic reasons, i.e. semantic cases
(hence, situation [B]). Verbalizing cases will fall under either of these analyses
depending on their function in a particular clause.
Since the constituency view of syntax makes us see these case phenomena as

expressing a relation of the whole noun phrase to the predicate or to another
noun phrase, it is not necessary to look for a controller of the case value, and
indeed there is no element here that would function as the controller of
agreement in case.

4.6.2 Modal case

Modal cases in Kayardild, formally identical to regular case inflections,
are ‘tense-sensitive object markers’ (Evans 2003: 209, fn. 10) which participate
in the expression of particular TAMP meanings. When the relevant TAMP
meaning is selected, the modal case has to appear on all noun phrases (and all
their component elements) except for the subject noun phrase, various types of
secondary predicates on the subject, nouns denoting body parts of the subject,
and noun phrases displaying other semantic links with the subject (such as
proprietive noun phrases denoting ‘private goals’, etc.) (Evans 2003: 211).
Modal cases occur only when certain verbal categories aremarked on the verb.

The verbal categories are expressed on the verb as final inflections which attach
to the verbal stemwith or without further derivational suffixes (Evans 1995: 253–
255). Evans (2003: 208) provides a table summarizing the meanings of the
combinations of modal cases with verbal TAMP in Kayardild. In order to
make my exposition easier, in Table 4.3 based on Evans’s, I have changed the
order of columns16 (otherwise preserving the content of the table):17

16 The order of the columns in Evans (2003: 208) is: ‘modal case’, ‘semantic category’, and
‘corresponding verbal categories’.

17 Additionally, Evans notes: ‘(i) Verbal categories listed in square brackets are relatively marked
examples where the modal case is independently varied from the verbal TAMP for particular semantic
effects. (ii) Modal case forms are cited in their canonical form’ (2003: 208).
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In the following example from Evans (2003: 207), past tense verb inflection
is used together with the modal ablative (glossed m.abl) to express the
semantic category labelled by Evans as ‘prior’:

(6) dangka-a burldi-jarra yarbuth-ina thabuju-karra-nguni-na
man-nom hit-pst bird-m.abl brother-gen-ins-m.abl
wangal-nguni-na
boomerang-ins-m.abl
‘The man hit the bird with brother’s boomerang.’

And in the following example (Evans 2003: 208), the ‘potential’ verb inflection
is used together with the modal proprietive (glossed m.prop) to express
futurity or ability:

(7) dangka-a burldi-ju yarbuth-u thabuju-karra-ngun-u
man-nom hit-pot bird-m.prop brother-gen-ins-m.prop
wangal-ngun-u
boomerang-ins-m.prop
‘The man will/can hit the bird with brother’s boomerang.’

TABLE 4.3 Combinations of modal cases with verbal TAMP in Kayardild

Verbal categories Corresponding
modal case

Semantic
category

ACTual (Affirmative and Negative) LOCative Instantiated
IMMEDiate {-kiya}

POTential (Affirmative and Negative) [giving
‘actual ability’ meaning]

APPRehensive [giving ‘actually occurring
undesirable event’ meaning]

POTential (Affirmative and Negative) PROPrietive Future
APPRehensive [giving ‘future undesirable’
meaning]

{-kuru}

PAST ABLative Prior
ALMOST {-kinaba}

PRECONdition

APPRehensive OBLique Emotive
DESIDerative {-inja}

HORTative (Affirmative and Negative)

DIRECted ALLative Inceptive
{-kiring}

IMPerative (Affirmative and Negative) Zero —
Continuative NOMinalization
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Although this covariation of TAMP marking on verbs and noun phrases
has been considered a strong candidate for an agreement analysis (see Evans
2003, and references therein to Hale 1973, Klokeid 1976, and Hale 1998 on
Lardil, also a Tangkic language), a closer look at the table of correspondences
reveals that all but one modal cases and some verbal TAMP categories can
be re-used in different combinations to yield different semantics. Evans
(2003: 210) gives the following examples: holding the modal case constant at
the modal proprietive, one can vary the verb’s polarity into the negative
potential (expressing ‘will not/cannot’), or the apprehensive (expressing
‘watch out or . . . ’). Or, holding the verbal inflection constant at the potential,
one can vary the modal case into the modal locative (expressing ‘was able to’,
i.e. using the modal locative to ‘locate’, in actual modality, the ability denoted
by the verbal potential inflection).
In my view, the fact that the covariation is not fixed but instead the

inflections can (to some extent) be mixed and matched to achieve different
meanings for the clause – each meaning expressing a particular value of
TAMP – should preclude it from being analysed as agreement. As the alter-
native, Evans (2003: 209 fn. 10, 219–221) considers analysing the phenomenon
as government of the noun phrases’ case by the verbal inflection. This is
prompted by the fact that the verbal inflections and the corresponding modal
case inflections are not isomorphic, and by the investigation of the diachrony
of this phenomenon: the current constructions originate from ‘oblique con-
structions’, that is, subordinate clauses under certain conditions where case
was distributed over the clause under government. Problems with this analy-
sis are the following: again, we do not find the expected fixed correspondence
between the verbal categories and modal cases; instead, the selected combina-
tion of the categories depends on semantics; furthermore, as observed by
Evans, ‘we would need to relax our definition of government so that it is not
seen as stemming just from lexical properties of the governor ( . . . ), but can
also stem from inflectional values’ (2003: 220). Weighing both options, Evans
(2003: 221) concludes that, even though the construction appears to be a
hybrid between agreement and government, it is easier to see it as the latter by
opening the notion of government to allow it to be assigned by inflectional
values (e.g. tense) rather than just lexical features (e.g. case frame).
Although without a theory of canonical government it is difficult to assess

fully the option of analysing modal case in Kayardild as government, a yet
different analysis appears to be plausible. Namely, it is widely accepted that
tense, aspect, mood, and polarity are features of the clause, with a value of
TAMP normally selected for the clause rather than for an individual element
in the clause. Tense, aspect, mood, and polarity are typically morphosemantic
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features, whose values correlate with different meanings and are dictated by
semantic choice. Cross-linguistically, TAMP categories are frequently com-
plex, combining values of the different features (e.g. tense plus aspect, or tense
plus aspect plus mood, etc.) into portmanteaux, or distributing the available
marking over the verbal complex in a ‘non-compositional’ way (see, for
example, the discussion of periphrastic TAMP in Bulgarian, Popova this
volume). It would not be unusual to claim that the TAMP category in
Kayardild was expressed in a complex way, that is that two different markers
were needed to express one TAMP value, one marker coming from the set of
verbal suffixes, and another from the set of modal cases. Since TAMP is a
feature of the clause, and since Kayardild has an evident tendency to mark
feature values multiply (‘on all words over which they have semantic or
syntactic scope’, Evans 2003: 103), here we once again see the selected value
marked on more than one element in the clause in Kayardild.
Therefore, I suggest that the multirepresentation of the modal case com-

ponent of the TAMP marking in Kayardild is due to the semantic choice of
the particular TAMP value for the clause, and to the requirement that in
Kayardild TAMP has to be marked on all elements of the syntactic verb
phrase (that is, all elements within the syntactic verb phrase have to bear
modal case). Hence, this situation falls in category [B] along with TAMP in
Bulgarian.

4.6.3 Complementizing case

Complementizing cases in Kayardild indicate various types of interclausal
relation such as being a clausal complement, and they are also frequently
triggered by ‘odd pivot’ conditions (that is, when the pivot shared between
clauses is not subject of both) (Evans 2003: 211–213). Furthermore, clauses
bearing complementizing case are frequently used independently as a result of
‘insubordination’, that is the (often conventionalized) ellipsis of the main
clause (Evans 2003: 221, fn. 21; 2007). The following examples (from Evans
2003: 212) illustrate the use of complementizing oblique (glossed c.obl) and
complementizing locative (glossed c.loc):

(8) ngada kurri-ja, dangka-ntha burldi-jarra-ntha
1sg.nom see-act man-c.obl hit-pst-c.obl
yarbuth-inaa-ntha thabuju-karra-nguni-naa-ntha
bird-m.abl-c.obl brother-gen-ins-m.abl-c.obl
wangal-nguni-naa-nth
boomerang-ins-m.abl-c.obl
‘I saw that the man had hit the bird with (my) brother’s boomerang.’
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(9) bilda kurri-ja, ngakulda bakiin-ki burldi-jarra-ya
3pl.nom see-act 12pl.nom all-c.loc hit-pst-c.loc
yarbuth-inaba-ya thabuju-karra-nguni-naba-ya
bird-m.abl-c.loc brother-gen-ins-m.abl-c.loc
wangal-nguni-naba-y
boomerang-ins-m.abl-c.loc
‘They saw that we all (including you) had hit the bird with brother’s
boomerang.’

Evans (2003: 212) notes that locative complementizing case is blocked from
appearing on pronouns, which therefore default to the nominative (as can be
seen in example (9)), but otherwise appears everywhere in the clause. The
choice between the complementizing oblique and the complementizing loca-
tive (the only two complementizing cases available) is due to semantics: if the
subject of the clausal complement is first person inclusive, the clause has to
take the complementizing locative case, and in all other instances the clause
takes the complementizing oblique. However, with second person subjects
either case may be used, and the choice depends on ‘subtle factors of solidari-
ty’, namely ‘c.loc, with its first inclusive affinities, is used when the speaker
wants to group him/herself with the addressee, while c.obl is used when no
such grouping is sought’ (Evans 1995: 493–495).
Complementizing case was originally due to agreement of an entire subor-

dinate clause with a case-marked noun phrase antecedent in the main clause,
but changes to the main clause case system have obscured this (Evans 1995:
543–549; 2003: 212, 221). In Evans’s assessment (2003: 225), this phenomenon
receives the largest number of question marks in answer to whether it fulfils
Corbett’s (2003, also 2006) criteria for canonical agreement. Synchronically,
there is no controlling antecedent, and clauses marked for complementizing
case can be used independently of the main clause. A government analysis is
not plausible either, for three reasons: the possibility of the clauses being
independent; the lack of governor in instances of complementizing case
assigned under ‘odd pivot conditions’; and the fact that the choice of the
complementizing case is driven by semantics.
In fact, complementizing cases in Kayardild appear to be analogous to

instances of semantic cases, such as the instrumental case in familiar languages
which is assigned to a unit (a noun phrase) on the basis of semantic choice.
Complementizing cases are, similarly, assigned to a unit (a clause) with which
the speaker chooses to express a statement (‘complementing information’)
about some participant in the main clause or in the discourse (including an
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omitted ‘understood’ participant). The choice of complementizing case value
(oblique vs. locative) is clearly determined by semantics: it depends on the
interpretation of the subject of the subordinate clause (and not on any features
of themain clause). It has to bemarked on all elements of the unit because this is
how Kayardild distributes all inflectional information. Hence, I do not hesitate
to propose that this phenomenon also falls in category [B].

4.6.4 Associating case

Associating case is used in connection with nominalizations. The nominalizing
suffix is one of two types of inflection in Kayardild that change the morphologi-
cal word class of the element without changing its syntactic word class. Nomi-
nalized verbs are syntactically verbal, but they are morphologically nominal and
take normal nominal case inflections (Evans 1995: 89–90). Nominalized verbs
may head certain types of dependent clause, or – if they are used in a main
clause – indicate continuous aspect (i.e. mark ongoing uncompleted actions).
All noun phrases in a clause headed by a nominalized verb (except the

subject and a few noun phrase types linked with it, e.g. secondary predicates
on the subject) have to carry an ‘associating oblique’ case (glossed a.obl) after
any other case suffix they may have (adnominal, relational, and/or modal)
(Evans 2003: 213). Examples (from Evans 2003: 213) include:

(10) ngada yalawu-n-da yakuri-nja thabuju-karra-nguni-nja
1sg.nom catch-nmlz-nom fish-a.obl brother-gen-ins-a.obl
mijil-nguni-nj
net-ins-a.obl
‘I am catching fish with brother’s net.’

(11) ngada kurri-jarra bilwan-jina [ yalawu-n-kina
1sg.nom see-pst them-m.abl catch-nmlz-m.abl
yakuri-naa-ntha thabuju-karra-nguni-naa-ntha
fish-m.abl-a.obl brother-gen-ins-m.abl-a.obl
mijil-nguni-naa-nth ]
net-ins-m.abl-a.obl
‘I saw them catching fish with brother’s net.’

Again, the covariation of verbal nominalization and associating case makes
the phenomenon available for consideration as agreement. However, as Evans
(2003: 222) remarks, the information on the verb and the host noun phrase is
‘less obviously of the same type’ (the verb is specified as being nominalized,
while elements of the noun phrase are specified as taking an associating
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oblique); the inflection on the verb changes its morphological class form (to
nominal), but the inflection on the noun phrase leaves its members un-
changed in word class. In my view, while it might be marginally possible to
see agreement just in the fact that the verb becomes (morphologically) a
noun, and other (target) elements have to agree with it, the key question
remains: what do the targets agree in? Kayardild has no gender and the
proposed feature has no relation to any independent nominal classification
that would need to be proposed for the language outside this construction.
There is no plausible agreement feature that could be posited here for the
elements to agree in.
Evans (2003: 222) suggests that associating case might be considered an

instance of government, ‘being a relation between a verbal head and its
object(s) and other dependents’; the noun phrase is required to carry an
associating oblique ‘much in the same way that nominalized verbs in many
languages govern the genitive, with the exception that the associating oblique
is added on to other cases rather than simply replacing them’. Evans expresses
concern about how to account for the process through which the associating
case value is distributed through the whole noun phrase – however, as I
already argued earlier, on a constituency view of syntax case is governed
over a constituent, and it may impose the same feature value simultaneously
on all members of the constituent. Therefore, associating case can indeed be
analysed as government of case by the nominalized verb over the noun phrase
it heads. Hence, it belongs in category [C].
The final question that can be posed with respect to associating case is

whether it qualifies to be a feature at all, considering that it appears to have
only one value: the associating oblique. In situations such as negative con-
cord, it is reasonable to argue that the phenomenon does not qualify to be a
feature because ‘positive’ polarity is not information that can be assigned to a
value – it is, rather, simply lack of information (see Section 4.2.4 above).
However, since the value of associating case is imposed by a syntactic
rule, rather than being an optional semantic addition, we would want to
recognize associating case as a morphosyntactic feature of government, even if
the feature appeared to have only one value. Nevertheless, we also observe
that the associating oblique is an additional function of the oblique case
value which belongs to the set of two values: oblique and locative. Both values
participate in the complementizing function, while only one value, the
oblique, participates in the associating function. Therefore, despite being
glossed here as a unique case (a.obl), the associating oblique is really an
oblique case (obl) which can be used in an associating function in addition to
its other uses.
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4.6.5 Multiple TAMP inflection on elements bearing verbalizing case

Multiple marking of elements with verbalizing case in Kayardild was already
mentioned in Section 4.6.1. Verbalizing cases express a range of case-like
meanings such as beneficiary, direction of motion, purpose, and so on
(Evans 1995: 89), and I argued in 4.6.1 that they were best analysed as either
instances of government of case over a noun phrase, or instances of choice of a
semantic case value for a noun phrase. In this section I discuss a different
aspect of the phenomenon of verbalizing case in Kayardild, namely the
simultaneous marking of the TAMP category on all elements bearing verba-
lizing case.
Verbalizing cases are the other type of suffix in Kayardild (the first one

being the nominalizing suffix) which changes the morphological word class of
the element without changing its syntactic word class. Verbalizing cases attach
to each member of the relevant noun phrase, thereby turning each element
into a morphological verb. The elements bearing verbalizing case then take
the full set of TAMP inflections identical to those found on verbs. They can
also take the middle derivational morpheme used in passives and reflexives,
and can undergo nominalization using the regular nominalizing suffix or the
resultative nominalization. With these suffixes, the verbalized elements are
morphologically indistinguishable from verbs, though they continue to occu-
py their original structural (syntactic) positions (in terms of the ordering
within noun phrases) (Evans 2003: 214). The following are examples of clauses
with a beneficiary noun phrase marked for verbalizing dative (glossed v.dat)
(Evans 2003: 215):

(12) ngada waa-jarra wangarr-ina ngijin-maru-tharra
1sg.nom sing-pst song-m.abl my-v.dat-pst
thabuju-maru-tharra
brother-v.dat-pst
‘I sang a song for my brother.’

(13) ngada waa-nangku wangarr-u ngijin-maru-nangku
1sg.nom sing-neg.pot song-m.prop my-v.dat-neg.pot
thabuju-maru-nangku
brother-v.dat-neg.pot
‘I won’t sing a song for my brother.’

Multirepresentation of the TAMP inflection in clauses with verbalizing case
in Kayardild has been regarded as another strong contender for an agreement
phenomenon: agreement in TAMP (Evans 2003: 214–215, 222–223). However,
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arguing against this analysis Evans (2003: 223) points out that the phenome-
non ‘lacks directionality’ and that ‘the category is clausal rather than lexical.
In other words, one cannot make a convincing case that the TAMP inflec-
tions, on nominals inflected for verbalizing case, are controlled by those on
the verb, since an equally plausible account is that both verb and nominals
simply reflect, in parallel, the clausal semantics of tense, aspect and mood.’
This means that, with respect to both the status of elements involved, as well
as the possession of the feature value, the featural dependency is symmetrical
rather than asymmetrical. Discussing the same phenomenon, Corbett con-
firms that the argument as to whether we have agreement in TAMP should
run parallel to that concerning the assignment of case to (the elements
within) a noun phrase; assuming we adopt the constituency approach to
syntax, ‘if one believes that tense, aspect, mood and polarity are features of
the clause, then marking of these features unusually on items other than on
the verb is symmetrical marking and hence not (canonical) agreement’
(2006: 139).
Two further arguments corroborate this conclusion. First and more impor-

tantly, Evans (1995: 163–164) states that it is possible to omit the main verb in
constructions involving verbalizing case. He remarks that this is also allowed
with some normal cases, but is more frequent with verbalizing cases. He
interprets this as ‘being due to the rich semantics of verbal[izing] cases,
which often allows the main verb action to be inferred’. An example is
(Evans 1995: 164):

(14) ngada dathin-kiiwa-thu ngilirr-iiwa-thu
1sg.nom that-v.all-pot cave-v.all-pot
‘I will go to that cave.’

If such instances were to be analysed as agreement of the verbalized elements in
TAMP, arguably there would be no controller with which the elements could
agree. Second, while the categories of tense, aspect, mood, and polarity could
plausibly function as features of agreement, the fact that elements bearing
verbalizing case can also carry the same nominalization marker (which ap-
pears at the same locus as TAMP) as the verb raises the question of what feature
that would be.
My conclusion is that the best analysis of multiple TAMP inflection on

elements bearing verbalizing case in Kayardild is indeed to regard it as a
clausal rather than lexical category, where a particular value of TAMP is
selected for the clause following a semantic choice. The multirepresentation
of TAMP inflection is due to the requirement that in Kayardild TAMP has to
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be marked on all elements of the verbal complex, that is, on the main verb
together with all other verbalized elements (which are morphologically
verbs). (Compare this to the phenomenon discussed in 4.6.2, where all
elements within a syntactic verb phrase have to bear modal case.) Hence,
this situation falls in category [B].18

4.6.6 Multiple TAMP inflection on elements in a verbal group/complex

Finally, Evans (2003: 215–216, 223–224) mentions one more potential site for
agreement in Kayardild. This is a construction which involves a more familiar
‘verbal group’, that is, a sequence of serialized verbs consisting of an obligatory
main verb plus up to two further verbs functioning as markers of associated
motion, adverbial quantification and aspect. They appear in a fixed order in a
single intonational group, and the meaning of the group may be non-com-
positional. In Kayardild, all verbs in a verbal group take identical values for
TAMP, as in the following example (Evans 2003: 223, also cited and discussed
in Corbett 2006: 140), where the two verbs of the verbal group match in tense:

(15) niya kuujuu-jarra thaa-tharr
3sg.nom swim-pst return-pst
‘He went off for a swim.’

Note that the verb thaa-tha ‘return’ here means ‘go off and V’ rather than ‘V
and return’; therefore (15) could be uttered in a situation when someone has
gone off for a swim and not necessarily returned from the swimming yet.
Evans emphasizes that the past tense ‘is used because of a rule that all words in
a verbal group must agree in TAMP, not because it is independently locating
“returning” in the past’ (2003: 223–224).
Examples like (15), of tense and other verbal features matching within a serial

verb complex, are common in serial verb constructions, and the following

18 Alternatively, a case might possibly be made for analysing this phenomenon (or at least some
instances of this phenomenon) as situation of type [A], that is, a clause-level feature which is specified
for the relevant elements one by one, each time with the same semantic justification. The phrase
‘[sing] [for-my] [for-brother]’ is a verbal group, with the elements other than the main verb bearing a
verbalizing case. We may be able to say that negation is specified individually for each element to yield:
‘[not-sing]’, ‘[not-(do-something)-for-my]’, and ‘[not-(do-something)-for-brother]’. This stretches
the semantic interpretation, but probably no more than some other examples of simultaneous
marking that we may be tempted to consider to be situations of type [A]. More importantly, this
points to the fact that, just as we do not have clear criteria (based on a canonical approach) to
distinguish government from agreement, we also do not have any clear criteria to distinguish situation
[A] from situation [B] when a feature value is multirepresented in a domain.
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sentence illustrates the same phenomenon from Paama (Paamese) (Oceanic, a
language of Vanuatu; Crowley 2002: 68):

(16) ni-suvulu ni-hiitaa netano
1sg:dist.fut-climb.down 1sg:dist.fut-descend down
‘I will climb down.’

As suggested by Corbett (2006: 140), in examples such as (15) and (16) it is still
possible to view the verbal group as a semantic and syntactic unit, and a
TAMP value as being assigned to this unit. This is consistent with viewing a
serial verb construction as ‘a sequence of verbs which act together as a single
predicate without any overt marker of coordination, subordination, or syn-
tactic dependency of any other sort. Serial verb constructions describe what
is conceptualized as a single event’ (Aikhenvald 2006: 1, though see Baker
and Harvey 2010 for discussion of serial verb constructions vs. co-verb
constructions).
Therefore, I conclude that the matching of TAMP values in verbal groups,

as in (15) and (16), is also better treated as an instance of simultaneous
marking of the TAMP value within the verbal group, rather than an instance
of agreement of non-head verbs in TAMP with the head verb. I consistently
regard TAMP inflection as a clausal rather than lexical category, and view a
particular value of TAMP as being selected for the clause following a semantic
choice. The multirepresentation of TAMP inflection is due to the requirement
that in Kayardild TAMP has to be marked on all elements of the verbal
complex, that is, on the main verb together with other verbs in the verb
group. As Evans (2003: 223) observes, this looks like a very similar phenome-
non to that described in Section 4.6.5, ‘except that now it is agreement
between straightforward verbs rather than between a verb and nominals
whose inflections have converted them into morphological verbs’. (Also,
compare this once again to the phenomenon discussed in Section 4.6.2,
where all elements within a syntactic verb phrase have to bear modal case.)
Hence, I propose that this phenomenon also falls in category [B].
Evans (2003: 223) emphasizes that the crucial difference between this

phenomenon and TAMP multirepresented in clauses with verbalizing case
is that, in some constructions with serial verbs, ‘one cannot derive the choice
of TAMP inflection on certain non-head verbs directly from the clausal
semantics’. Evans attributes this choice to direct agreement with the head
verb, but still remarks that the multirepresentation of TAMP in this phenom-
enon is characterized by informational equivalence and lack of directionality
(2003: 217, fn. 15, 218). In response, I repeat the following arguments against an
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agreement analysis from the discussion of TAMP marking in clauses with
verbalizing case: first, TAMP is a clausal not lexical category; and second, the
possibility of multiple marking of nominalization in the verbal group suggests
that the phenomenon is not agreement because nominalization could hardly
be regarded as a feature of agreement.
In the scheme of featural dependencies proposed here, Evans’s distinction

between compositionality and non-compositionality of the verbal group
can be expressed as the difference between situation [A] and situation [B],
respectively. That is, any instances of simultaneous marking of a feature
value on more than one element which can be justified individually at
each element fall in category [A], while any instances of simultaneous mark-
ing of a feature value on more than one element which results from the
semantic choice of a feature value for an informational or phrasal unit fall in
category [B].

4.7 Conclusions for the inventory of morphosyntactic features

All six phenomena of Kayardild discussed above have been considered candi-
dates for agreement phenomena, even though they do not fulfil the criteria for
canonical agreement. Since we do not yet have comparable criteria to identify
and describe other types of featural dependencies (government, and semanti-
cally imposed features), I attempted to identify the space occupied by all these
dependencies, and subsequently reanalysed the Kayardild phenomena using
the criteria according to which this space is carved up by the dependencies.
The intuition behind this decision was that, within the space of featural
dependencies, the phenomena which may arguably be regarded as non-
canonical agreement are perhaps better analysed as (more) canonical in-
stances of a different featural dependency.
This new look at the problem cases of Kayardild has resulted in my

suggestion that:

(a) multiple case marking of relational, adnominal, and verbalizing cases
are either instances of government of case over a noun phrase (category
[C]), or instances of assignment of case to a noun phrase for semantic
reasons (category [B]);

(b) modal case is a component of the TAMP marking, with the
particular TAMP value selected for the clause for semantic reasons
(category [B]);

(c) complementizing case is a type of semantic case specified for a clause for
semantic reasons (category [B]);
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(d) associating case is a type of case governed by the nominalized verb over
the nominal phrase it heads (category [C]);

In all four instances above, multirepresentation of a case value is due to the
generalization in the lexicon that nominal elements have to realize all cases
they are assigned (that is, in general, ‘case suffixes appear on all words over
which they have semantic or syntactic scope’, Evans 1995: 103).

(e) multiple TAMP inflection on elements bearing verbalizing case is due to
a particular value of TAMP having been selected for the clause following
a semantic choice, and to the requirement that TAMP be marked on all
elements of the verbal complex (so, either category [B], or category [A]
in those instances where the feature value can be semantically justified
for every element individually);

(f) multiple TAMP inflection on elements in a verbal group/complex is due
to a particular value of TAMP having been selected for the clause
following a semantic choice, and to the requirement that TAMP
be marked on all elements of the verbal group (verbal complex)
(so, typically, category [B], though it could be category [A] in those
instances where the feature value can be semantically justified at every
element individually).

These conclusions are consistent with a view of case as a relational feature that
expresses a syntactic and/or semantic function of the constituent that carries
the particular case value. So, as expected, in Kayardild we find structural
(governed) cases and semantic (semantically imposed) cases. But we do not
find agreement in case. Agreement in case is rare, and the best examples are
found on predicate adjectives, as in the following sentence from Polish (cited
in Dziwirek 1990: 147; see also Corbett 2006: 134). Here, the genitive case value
on the predicate adjective matches the genitive case value of the quantified
noun of the subject noun phrase (the following example is repeated from (2)
in Section 4.3.1):

(17) Sześć kobiet był-o smutnych.
six.nom woman.pl.gen was-n.3sg sad.pl.gen
‘Six women were sad.’

Kayardild presents an extreme example of case stacking (as far as I am aware it
is a record-breaker, allowing up to four case markers to be stacked)19, and the

19 Furthermore, Evans suggests that, theoretically, more than four case inflections could occur, but
he has no naturally occurring examples, nor has he been able to elicit any or have such made-up
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best explanation for this multirepresentation of case in phrases must be that
there is a generalization in the lexicon specifying that nominal elements in
Kayardild have to realize all cases they are assigned.20 Since I have argued that
cases in Kayardild are assigned to whole constituents either by government or
by semantic choice, there is no need to invoke agreement to account for
multiple case marking in Kayardild.
Finally, I have also argued that the assignment of particular tense, aspect,

mood, and polarity values in Kayardild is due solely to a semantic choice, and
their multirepresentation in the clause or the informational unit (such as a
verbal group) is also due to the fact that Kayardild marks feature values on all
relevant elements. This conclusion is consistent with the widely held view that
tense, aspect, mood, and polarity are features of the clause (rather than being
interpreted at the level of lexical items). If this conclusion is accepted, we have
to exclude tense, aspect, mood, and polarity from the inventory of morpho-
syntactic features since their analysis as possible features of agreement can no
longer be supported.
Hence, on the basis of cross-linguistic evidence found so far, the only

features which qualify for inclusion in the inventory of morphosyntactic
features are:

" number (a common feature of agreement)
" gender (a common feature of agreement)
" person (a common feature of agreement)
" respect (a rare feature of agreement)
" case (a rare feature of agreement, and a common feature of government)
" definiteness (a rare morphosyntactic feature, probably of agreement,

although this has not yet been established with certainty because we
currently lack the criteria to describe [non-]canonical government).

4.8 Closing remarks

Features are a central notion in linguistics, yet very often they are taken for
granted, and linguists have not had a commonly agreed-upon inventory of

examples accepted; ‘[t]his is probably due to processing limitations rather than a strict grammatical
constraint’ (1995: 114).

20 This does not exclude the possibility of there being exceptions to this general rule, for example
regarding some subclasses of elements – for example, pronouns under certain conditions (e.g. as
subjects of complement clauses or objects of imperatives) are excepted from case marking.
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these basic units of description. The Features Project undertaken in Surrey
began to construct such an inventory, focusing on morphosyntactic features.
The analysis of feature realization types and considerations of symmetry may
provide a new basis for formulating criteria with which to systematize features
and establish appropriate inventories for linguists to build on.
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l’Université de Montréal, September 1970.

Comrie, Bernard (1986). ‘On delimiting cases’, in Richard D. Brecht and James
S. Levine (eds) Case in Slavic. Columbus, OH: Slavica, 86–106.

—— Martin Haspelmath, and Balthasar Bickel (2004). ‘The Leipzig Glossing Rules’.

Available at: http://www.eva.mpg.de/lingua/resources/glossing-rules.php [Revised

2008].

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

References 297



Copestake, Ann (1992). ‘The representation of lexical semantic information’, PhD

thesis, University of Sussex. Published (1993) as Cognitive Science Research Paper

280, University of Sussex.

—— (1995). ‘The representation of group denoting nouns in a lexical knowledge

database’, in Patrick Saint-Dizier and Evelyne Viegas (eds) Computational Lexical

Semantics. Cambridge: Cambridge University Press, 207–230.

—— (2002). Implementing Typed Feature Structure Grammars (CSLI Lecture Notes
110). Stanford, CA: CSLI Publications.

—— Dan Flickinger, Ivan A. Sag, and Carl Pollard (2005). ‘Minimal Recursion

Semantics: an introduction’, Journal of Research on Language and Computation

3(2–3): 281–332.

—— Alex Lascarides, and Dan Flickinger (2001). ‘An algebra for semantic construc-

tion in constraint-based grammars’, in Proceedings of the 39th Annual Meeting of the

Association for Computational Linguistics (ACL 2001), Toulouse, France. University of

Pennsylvania, Philadelphia, PA: Association for Computational Linguistics. 8 pp.
Corbett, Greville G. (1979). ‘The agreement hierarchy’, Journal of Linguistics 15:

203–224. Reprinted (2003) in Francis X. Katamba (ed.) Morphology: Critical Con-

cepts in Linguistics. IV: Morphology and Syntax. London: Routledge, 48–70.

—— (1987). ‘The morphology/syntax interface: evidence from possessive adjectives in

Slavonic’, Language 63: 299–345.

—— (1991). Gender. Cambridge: Cambridge University Press.

—— (2000). Number. Cambridge: Cambridge University Press.

—— (2006). Agreement. Cambridge: Cambridge University Press.
—— (2007). ‘Canonical typology, suppletion and possible words’, Language 83: 8–42.

—— (2008). ‘Determining morphosyntactic feature values: the case of case’, in

Greville G. Corbett and Michael Noonan (eds) Case and Grammatical Relations:

Papers in Honor of Bernard Comrie (Typological Studies in Language 81). Amster-

dam: John Benjamins, 1–34.

—— and Matthew Baerman (2006). ‘Prolegomena to a typology of morphological

features’, Morphology 16: 231–246.

—— and Richard J. Hayward (1987). ‘Gender and number in Bayso’, Lingua 73: 1–28.
Craig, Colette (ed.) (1986). Noun Classes and Categorization. Amsterdam: John Ben-

jamins.

Crowley, Terry (1978). The Middle Clarence Dialects of Banjalang. Canberra: Australian

Institute of Aboriginal Studies.

—— (2002). Serial Verbs in Oceanic: A Descriptive Typology. Oxford: Oxford Univer-

sity Press.

Dalrymple, Mary and Ronald M. Kaplan (2000). ‘Feature indeterminacy and feature

resolution’, Language 76: 759–798.
Daniels, Mike and Detmar Meurers (2004). ‘GIDLP: a grammar format for lineariza-

tion-based HPSG’, in Stefan Müller (ed.) Proceedings of the HPSG-2004 Conference,

Center for Computational Linguistics, Katholieke Universiteit Leuven. Stanford, CA:

CSLI Publications, 93–111.

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

298 References



Danon, Gabi (2001). ‘Syntactic definiteness in the grammar of Modern Hebrew’,

Linguistics 39(6): 1071–1116.

—— (2002). ‘The Hebrew object marker and semantic type’, in Yehuda Falk (ed.)

Proceedings of IATL 17. The Hebrew University of Jerusalem: The Israel Association

for Theoretical Linguistics. 19 pp.

—— (2006). ‘Caseless nominals and the projection of DP’, Natural Language and

Linguistic Theory 24(4): 977–1008.
——(2008). ‘Definiteness spreading in theHebrewconstruct state’,Lingua 118(7): 872–906.

Deen, Kamil Ud (2005). The Acquisition of Swahili. Amsterdam: John Benjamins.

—— (2006). ‘Object agreement and specificity in early Swahili’, Journal of Child

Language 33: 223–246.

DeLoache, Judy S. (1995). ‘Early understanding and use of symbols’, Current Directions

in Psychological Science 4: 109–113.

Demuth, Katherine (1988). ‘Noun classes and agreement in Sesotho acquisition’, in

Michael Barlow and Charles Ferguson (eds) Agreement in Natural Languages:
Approaches, Theories and Descriptions. Stanford, CA: CSLI Publications, 305–321.

—— (1992). ‘Acquisition of Sesotho’, in Dan I. Slobin (ed.) The Crosslinguistic Study of

Language Acquisition. Volume 3. Hillsdale, NJ: Lawrence Erlbaum, 557–638.

—— (2000). ‘Bantu noun class systems: loan word and acquisition evidence of

semantic productivity’, in Günter Senft (ed.) Classification Systems. Cambridge:

Cambridge University Press, 270–292.

—— (2003). ‘The acquisition of Bantu languages’, in Derek Nurse and Gerald

Phillipson (eds) The Bantu Languages. Surrey: Curzon Press, 209–222.
Dench, Alan and Nicholas Evans (1988). ‘Multiple case-marking in Australian lan-

guages’, Australian Journal of Linguistics 8(1): 1–47.

Dickinson, Markus (2004). ‘Polish numeral phrases and predicative modification’, ms.

To appear in The Ohio State University Working Papers in Linguistics (OSUWPL),

Columbus, OH. 22 pp.

Diesing, Molly (1990). ‘Verb movement and the subject position in Yiddish’, Natural

Language and Linguistic Theory 8: 41–79.

Dixon, Robert M. W. (1972). The Dyirbal Language of North Queensland. Cambridge:
Cambridge University Press.

—— (1977). A Grammar of Yidiny. Cambridge: Cambridge University Press.

—— (1980). The Languages of Australia. Cambridge: Cambridge University Press.

—— (1982a). ‘Problems in Dyirbal dialectology’, in John Anderson (ed.) Language

Form and Linguistic Variation: Papers Dedicated to Angus McIntosh (Current Issues

in Linguistics 15). Amsterdam: John Benjamins, 43–74.

—— (1982b). Where Have All the Adjectives Gone? and Other Essays in Semantics and

Syntax. Berlin: Mouton de Gruyter.
—— (1984). Searching for Aboriginal Languages. St. Lucia: University of Queensland Press.

—— (1989). ‘The Dyirbal kinship system’, Oceania 59: 245–268.

—— (1990). ‘Compensating phonological changes: an example from the northern

dialects of Dyirbal’, Lingua 80: 1–34.

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

References 299



Dixon, Robert M. W. and Grace Koch (1996). Dyirbal Song Poetry: The Oral Literature

of an Australian Rainforest People. St. Lucia: University of Queensland Press.

Dobrovie-Sorin, Carmen (2000). ‘(In)definiteness spread: from Romanian genitives

to Hebrew construct state nominals’, in Virginia Motapanyane (ed.) Comparative

Studies in Romanian Syntax. Oxford: Elsevier, 177–226.

—— (2003). ‘From DPs to NPs: a bare phrase structure account of genitives’, in

Martine Coene and Yves D’hulst (eds) From NP to DP. Volume 2: The Expression of
Possession in Noun Phrases. Amsterdam: John Benjamins, 75–120.

Doner, John (1970). ‘Tree acceptors and some of their applications’, Journal of Com-

puter and System Sciences 4: 406–451.

Donohue, Mark (2003). ‘Review of The Design of Agreement: Evidence from Chamorro

by Sandra Chung’, Linguistic Typology 7: 285–292.

Dorais, Louis-Jacques (2003). Inuit Uqausiqatigiit: Inuit Languages and Dialects (sec-

ond, revised edition). Iqaluit: Nunavut Arctic College.

Dorian, Nancy (1980). Language Death: The Life Cycle of a Scottish Gaelic Dialect.
Philadelphia, PA: University of Pennsylvania Press.

Dowty, David and Pauline Jacobson (1988). ‘Agreement as a semantic phenomenon’,

in Joyce Powers and Kenneth de Jong (eds) Proceedings of the Fifth Eastern States

Conference on Linguistics (ESCOL), University of Pennsylvania, Philadelphia, PA,

September 30–October 2, 1988. Columbus, OH: Ohio State University, 95–101.

Dresher, B. Elan (2009). The Contrastive Hierarchy in Phonology. Cambridge: Cam-

bridge University Press.

—— and Keren Rice (2007). Markedness and the Contrastive Hierarchy in Phonology.
Project description available at http://www.chass.utoronto.ca/!contrast/.

—— and Xi Zhang (2005). ‘Contrast and phonological activity in Manchu vowel

systems’, Canadian Journal of Linguistics/Revue canadienne de linguistique 50: 45–82.

Dziwirek, Katarzyna (1990). ‘Default agreement in Polish’, in Katarzyna Dziwirek,

Patrick Farrell and Errapel Mejı́as-Bikandi (eds) Grammatical Relations: A Cross-

Theoretical Perspective. Stanford, CA: CSLI Publications, 147–161.

Efere, Emmanuel Efereala (2001). ‘The pitch system of the Bumo dialect of Izon’,

University of British Columbia Working Papers in Linguistics (Current Research on
African Languages and Linguistics) 4: 115–259.

Emonds, Joseph E. (1976). A Transformational Approach to English Syntax: Root,

Structure-Preserving, and Local Transformations. New York, NY: Academic Press.

——(2000). Lexicon andGrammar: The English Syntacticon. Berlin:Mouton deGruyter.

Engelhardt, Miriam (2000). ‘The projection of argument-taking nominals’, Natural

Language and Linguistic Theory 18(1): 41–88.

Evans, Nicholas (1995). A Grammar of Kayardild, with Historical-Comparative Notes

on Tangkic. Berlin: Mouton de Gruyter.
—— (1997). ‘Head classes and agreement classes in the Mayali dialect chain’, in Mark

Harvey and Nicholas Reid (eds) Nominal Classification in Aboriginal Australia

(Studies in Language Companion Series 37). Amsterdam: John Benjamins, 105–46.

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

300 References



—— (2003). ‘Typologies of agreement: some problems from Kayardild’, in Dunstan

Brown, Greville G. Corbett, and Carole Tiberius (eds) Agreement: A Typological

Perspective. Special issue of the Transactions of the Philological Society 101(2).

Oxford: Blackwell, 203–234.

—— (2007). ‘Insubordination and its uses’, in Irina Nikolaeva (ed.) Finiteness:

Theoretical and Empirical Foundations. Oxford: Oxford University Press, 366–431.

Falk, Yehuda (2006). ‘Constituent structure and grammatical functions in the Hebrew
action nominal’, in Jane Grimshaw, Joan Maling, Chris Manning, Jane Simpson,

and Annie Zaenen (eds) Architectures, Rules, and Preferences: A Festschrift for Joan

Bresnan. Stanford, CA: CSLI Publications, 185–207.

Farrar, Scott and D. Terence Langendoen (2003). ‘A linguistic ontology for the

Semantic Web’, GLOT International 7(3): 97–100.

Fassi Fehri, Abdelkader (1993). Issues in the Structure of Arabic Clauses and Words.

Dordrecht: Kluwer Academic Publishers.

—— (1999). ‘Arabic modifying adjectives and DP structures’, Studia Linguistica 53(2):
105–154.

Faßke, Helmut (1981). Grammatik der obersorbischen Schriftsprache der Gegenwart:

Morphologie. Bautzen: Domowina Verlag.

Fitch, W. Tecumseh, Marc D. Hauser, and Noam Chomsky (2005). ‘The evolution of

the language faculty: clarifications and implications’, Cognition 97(2): 179–210.

Flemming, Edward (2004). ‘Contrast and perceptual distinctiveness’, in Bruce Hayes,

Robert Kirchner, and Donca Steriade (eds) Phonetically-Based Phonology. Cam-

bridge: Cambridge University Press, 232–276.
Flickinger, Dan (2002). ‘On building a more efficient grammar by exploiting types’, in

Stephan Oepen, Dan Flickinger, Jun-ichi Tsujii, and Hans Uszkoreit (eds) Collabo-

rative Language Engineering. Stanford, CA: CSLI Publications, 1–17.

—— and Emily M. Bender (2003). ‘Compositional semantics in a multilingual grammar

resource’, in EmilyM. Bender, Dan Flickinger, Frederik Fouvry, andMelanie Siegel (eds)

Proceedings of the Workshop on Ideas and Strategies for Multilingual Grammar Develop-

ment, ESSLLI 2003, Vienna, Austria, 18–29 August 2003. 33–42.

—— Jan Tore L!nning, Helge Dyvik, Stephan Oepen, Francis Bond (2005). ‘SEM-I
rational MT – enriching deep grammars with a semantic interface for scalable

Machine Translation’, in Proceedings of Machine Translation Summit X, Phuket,

Thailand, 165–172.

Frampton, John and Samuel Gutmann (1999). ‘Cyclic computation, a computation-

ally efficient minimalist syntax’, Syntax 2: 1–27.

—— —— (2002). ‘How sentences grow in the mind’, ms, Northwestern University.

Published as Frampton and Gutmann (2006).

—— —— (2004). ‘Crash-proof syntax’, in Samuel D. Epstein and T. Daniel Seely (eds)
Derivation and Explanation in the Minimalist Program. Oxford: Blackwell, 90–105.

—— —— (2006). ‘How sentences grow in the mind: agreement and selection in an

efficient minimalist syntax’, in Cedric Boeckx (ed.) Agreement Systems. Amsterdam:

John Benjamins, 121–157.

OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

References 301



Frank, Robert (2002). Phrase Structure Composition and Syntactic Dependencies. Cam-

bridge, MA: MIT Press.

Franks, Steven (1995). Parameters of Slavic Morphosyntax (Oxford Studies in Compar-

ative Syntax). New York, NY: Oxford University Press.

—— and Tracy Holloway King (2000). A Handbook of Slavic Clitics. New York and

Oxford: Oxford University Press.

Fraser, Norman M. and Greville G. Corbett (1997). ‘Defaults in Arapesh’, Lingua 103:
25–57.

Frisch, Stefan (1996). Similarity and Frequency in Phonology. PhD thesis, Northwestern

University.

—— Janet Pierrehumbert, and Michael B. Broe (2004). ‘Similarity avoidance and the

OCP’, Natural Language and Linguistic Theory 22: 179–228.

Gallistel, Charles R. (1990). The Organization of Learning. Cambridge, MA: MIT Press.
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OUP CORRECTED PROOF – FINAL, 20/7/2010, SPi

References 313



Stump, Gregory T. (2001). Inflectional Morphology: A Theory of Paradigm Structure.

Cambridge: Cambridge University Press.

—— (2005). ‘Word-formation and inflectional morphology’, in Pavol Štekauer and
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