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ABSTRACT

A new highly parallel approach to automatic recognition of speech,
inspired by early Fletcher’s research on Articulation Index, and
based on independent probability estimates in several sub-bands of
the available speech spectrum, is presented. The approach is espe-
cially suitable for situations when part of the spectrum of speech
is corrupted. In such cases, it can yield an order-of-magnitude im-
provement in the error rate over a conventional full-band recognizer.

1. Introduction

The first step in most of the current automatic speech recognizers
(ASR) is to convert the incoming speech signal into series of short-
term vectors. Each vector represents a short segment of the signal.
Each element of the vector describes some part of the information
carried by the signal; for example each element of the short-term
spectral vector represents energy of the speech signal in a given fre-
quency range.
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Figure 1: Conventional ASR.

A typical ASR uses the whole feature vector for its subsequentclas-
sification into one of the linguistic classes (phoneme, syllable, word,
utterance,..). Time-alignment (e.g. Viterbi search, dynamic time
warping) of the incoming stream of feature vectors is typically also
involved in the classification.

2. The Problem

Consider the case when some of the elements of the short-term vec-
tor contain corrupted or even misleading information, while the re-
maining ones are still uncorrupted (Fig. 1). This can occur e.g. when
the speech signal gets corrupted by selective noise. In the current

main-stream ASR the entire feature vector is used as one entity and
even a single corrupted spectral element can severely degrade the
performance of the recognizer. This can be rather annoying to the
user who has relatively little difficulty in understanding such par-
tially corrupted speech [6].

3. The Human Way

Early Fletcher’s work [5] on Articulatory Index (see [1] for a re-
view) suggests that human auditory perception works differently
than the current ASR. Specifically,Fletcher suggests that the linguis-
tic message gets decoded independently in different frequency sub-
bands and the final decoding decision is based on merging the deci-
sions from the sub-bands. According to Fletcher [5], the probabil-
ities of erroneous recognition in the sub-bands PfEig multiply to
yield the overall error rate

PfErrorg =
Y
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Figure 2: Sub-band Model

One interpretation of Fletcher’s work is that as soon as any sub-band
combination yields sufficient information, the information from the
remaining (possibly corrupted) sub-bands does not have to be used
for subsequent decoding of the message.

This notion receives some support from the recent work of Lipp-
mann [8] who showed that when the important frequency band (800-
4000 Hz) is left out of the decoding process, neither of the remain-
ing low or high frequency bands alone has sufficient information to



decode the linguistic message. In contrast, if both the high and low
remaining bands are heard, then the message can be decoded with
a reasonable accuracy. Similarly, Riener et al [9] showed that al-
though the word intelligibility in sentences is about 23% in individ-
ual high and low 1/3 rd octave frequency bands, when the two bands
are presented simultaneously, the intelligibility increases to 77%.

In many situations, an ASR recognition performance could be im-
proved if the ASR would have the human ability to de-emphasize
the unreliable frequency sub-bands in the decoding stage; provided
the remaining clean sub-bands could supply sufficiently reliable in-
formation. Furthermore, this approach could be beneficial if some
sub-bandswere inherently better for certain classesof speechsounds
than others. Possibly, even different recognition strategies could be
applied in different sub-bands.

This approach requires the use of information about the reliability
of different sub-bands. For humans the decision about reliability of
a particular frequency band could rely on semantics and syntax of
the linguistic message. In fact, it may not be unreasonable to expect
ASR to be eventually able to do the same. Moreover, classifiers used
in ASR should be eventually capable of delivering confidence levels
for their decisions which could then be used in deciding on reliabil-
ity of the information on which they act. Finally, signal processing
techniques which can estimate noise level at particular segments of
speech directly from the signal (see e.g. [10]) can supply the addi-
tional a priori knowledge about the reliability of the information in
a given speech segment and sub-band.

This paper describes an approach (Fig. 2) to ASR based on the de-
scribed sub-bandparadigm. We show its feasibility and capability of
functioning on partially corrupted speech with relatively minor loss
of performance.

4. Sub-band ASR

In this study we subdivide the available speechspectrum into a num-
ber of frequency sub-bandsand extract spectral features from each of
the sub-bands. Recognition is done independently in eachof the sub-
bands; each recognizer yielding conditional probability estimates
for all the classes to be recognized. These estimates are then merged
to give the final result. The problem of how to merge the decisions
from the sub-bands is nontrivial. The merging process should pro-
vide for de-weighting or entirely eliminating any of the unreliable
sub-band recognizers from the final decision process (Fig. 2).

There are several issues involved in designing such a sub-band
model: 1) the number of frequency sub-bands, 2) the features to be
used in each sub-band, 3) the temporal unit at which information
should be merged, 4) the merging technique.

5. Experiments

Our experiments are based on a 13-word vocabulary consisting of
the isolated digits (zero, oh, one, two, three, four, five, six, seven,
eight, nine) and control words (yes,no) from the Bellcore database.
We used 200 speakers from the database,with 150 speakers for train-
ing and 50 speakers for testing. The baseline system is the conven-

tional recognizer of Fig. 1.

The issue of how to subdivide the available frequency band is open.
The more and narrower the sub-bands, the better is the chance to al-
leviate frequency-localized degradation. On the other hand exceed-
ingly narrow bands could yield a poor discrimination between the
linguistic classes. We have experimented with about two sub-bands
(roughly 7 critical bands per sub-band) and with 7 sub-bands (about
2 critical bands per sub-band as suggested by Allen [1]).

The features that we use are the power spectrum values obtained af-
ter the PLP critical band filter analysis followed by cube-root com-
pression, and equal loudness equalization [7]. The sub-bands in
the seven-band experiments have certain overlap due to overlapping
shapes of the underlying critical bands. Each of the sub-band recog-
nizers is a phoneme-based HMM/MLP hybrid recognizer [2].

In addition to the frequency subdivision, we have to decide on the
temporal unit (frame, HMM state, phoneme, syllable, word, sen-
tence,...) at which the merging should be done. In our experiments,
we have merged classifier outputs at the word level (11 words in our
digit vocabulary are monosyllabic and 2 words consist of two sylla-
bles).

We have experimented with both linear and non-linear merging tech-
niques using sub-band logarithmic likelihoods derived for all the
words in the vocabulary. For the linear merging technique, we have
tried a weighted sum of the log likelihoods and have examined two
types of weighting: 1) equal weighting, and 2) weighting by the ac-
curacy of each vocabularyword in the individual sub-bands(weights
were derived from the performance of the individual sub-bands on
the cross validation data set). For the non-linear merging technique,
we have used an MLP trained on the training data. The MLP merg-
ing technique gave the best results in our experiments.

Table 1 and Table 2 show the results on the original (uncorrupted)
speech. The reported results are the average results on 4 jack-knifed
portions of the database.

Recognizer Error %
Baseline 3.85
sub-band 1 ( 111 : 1330Hz) 14.00
sub-band 2 (1220 : 4000Hz) 10.65
Linear Merging
equal weights 4.2
accuracy weights 4.3
MLP Merging (26:26:13) 2.73

Table 1: Uncorrupted Speech: 2 sub-band System (frequency
ranges and the MLP architecture as indicated in brackets).

These results demonstrate that partial information from the indi-
vidual sub-bands can be successfully merged. Linear weighting
schemes appear to be feasible for the 2-band approach but we were
not able to use them successfully for merging the outputs from the
narrow-band (7-band) classifiers. The best results were always ob-
tained by using MLPs for merging.



Recognizer Error %
Baseline 3.85
sub-band 1 ( 111- 485Hz) 58.93
sub-band 2 ( 426- 759Hz) 30.93
sub-band 3 ( 686-1110Hz) 34.05
sub-band 4 (1020-1580Hz) 33.1
sub-band 5 (1450-2200Hz) 29.7
sub-band 6 (1030-3050Hz) 40.95
sub-band 7 (2820-4000Hz) 49.8
Linear Merging
equal weights 14.9
accuracy weights 12.58
MLP Merging (91:26:13) 3.77

Table 2: Uncorrupted Speech: 7 sub-band System (frequency
ranges and the MLP architecture as indicated in brackets).

In comparison to the conventional full-band ASR approach, the im-
provement of the performance for the 2-band system using the MLP
merging technique is significant relative to the standard error of a
binomial distribution that was approximately 0.5%. The improve-
ment for the 7-band system appears to be less significant. (The issue
of the optimal sub-division of the available spectrum into sub-bands
and the choice of appropriate features in each sub-band is to some
extent studied in the companion paper [11]).

6. Towards ASR on partially corrupted
speech

In the previous section we have shown that ASR in sub-bands is fea-
sible and may be beneficial. The companion paper [11] suggests
that linear weighting schemes are capable of superior performance
in noise. However, in our experiments the non-linear MLP merging
technique systematically outperformed the linear schemes and we
are primarily interested in extending the MLP merging techniques
for applications in the case of the environmental mismatch.

We are considering various nonlinearmerging schemeswhich would
allow for a selective weighting of partially corrupted bands. As the
first step, however, we decided to investigate merging using a hard
threshold approach i.e. switching-off the less reliable bands.

We conducted a series of experiments with various combinations of
the sub-bands in the 7-band model. Two techniques were investi-
gated. The first one was based on the MLP merging technique using
subsets of sub-band recognizers (Fig. 2). The second technique was
similar to the technique of Green et al. [6] and used a single rec-
ognizer trained on a limited number of sub-bands. Each experiment
resulted in 127 different configurations (different MLPs acting on
all possible combinations of classifier outputs of 7 sub-band recog-
nizers in the first experiment and 127 different recognizers trained
on different combinations of the 7 sub-bands features in the second
one) to explore all possible combinations of the 7 sub-bands.

In both cases, there was a gradual decrease of performance with
decreasing number of available sub-bands, supporting [6]. For a
small number of dropped bands (3 or less), the performance of both

schemes was comparable. For more than 3 bands dropped, the per-
formance of the the MLP merging scheme was significantly better.

Fig. 3 shows the maximum, minimum, and median error rates ob-
tained by the MLP merging scheme by dropping different number
of sub-bands for all possible combinations of the sub-bands.
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Figure 3: Range of error rates obtained with different combinations
of sub-bands using the MLP merging technique

Typically, we observed that leaving out adjacent bands yielded max-
imum error rates while the minimum error rates were obtained when
the remaining bands interleaved with the ones that were left out.
Leaving out the first (111-485 Hz) band always resulted in improved
performance, indicating the lack of reliable linguistic information in
telephone speech at such low frequencies.

7. Experiments with frequency-localized
additive noise

Sinusoidal noise at 900 Hz was added to the original test set at dif-
ferent SNRs. The outputs of all seven sub-band recognizers were
merged using all 127 MLPs trained on the clean training data using
all possible combinations of the 7 sub-bands from the previous ex-
periment. The results of this experiment are shown in Fig 4.

7.1. How well we could do (if only..)?

..we could find the right sub-band combination The figure shows
that the conventional sub-band recognizer seriously deteriorates
with the increasing noise level. The sub-band recognizer which uses
all seven sub-bandsdeteriorates somehow slower but still rather fast.
When allowing for leaving out some of the sub-bands, the error rate
for the noisy speechcould improve dramatically (more than an order
of magnitude !! for the 0 dB SNR ).

7.2. Which sub-bands?

Adaptation: The results show that there exists at least one sub-
band combination (among the available 127 ones) which is capable
of yielding a very good result even in the presence of a significant
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Figure 4: Performance of different merging techniques on speech
corrupted with additive sinusoidal noise at 900Hz.

degradation by selective noise. This can be obviously used with ad-
vantage if the application allows for any adaptation to a given envi-
ronment.

Prior knowledge about the signal: Another possibility we ex-
plored was to obtain some prior knowledge from the SNR estimates
in the individual sub-bands [10] and to leave out the sub-bands with
SNRs below a certain threshold (10dB in our case). When this can
be done reliably (as was the case with our experimental sinusoidal
additive noise) it could yield results close to the optimal (also shown
in the Fig 4).

Combining decisions from the individual combinations: We
currently do not have any definite way to do so. Majority vote among
all available sub-band combinations yields about half the error rates
of the conventional full-band approach. (This result is also shown
in Fig 4).

If we had a reliable way to determine confidence for decisions from
any given sub-band combination, then we would be able to prune
sub-band combinations which had low confidence levels from the
voting committee. We have tried several confidence level estimates.
The best results were so far obtained by distance pruning based on
the maximum difference between the 2 best outputs of the MLP used
in merging. The top 15% of the MLPs having the maximum dis-
tance were used in the majority vote. (This result is also shown in
the Fig 4).

Prior knowledge about the message: If a powerful language
model would be available, it might also be used in pruning out the
erroneous decisions from the individual sub-band combinations. We
have not pursued this possibility yet.

8. Conclusion

Sub-band based recognition appears to be a powerful way to deal
with partially corrupted speech. The system we have described in
this paper can be readily used with adaptation and in situations where
some estimate of the environmental noise is available. Even when
these are not available, in situations where speech is corrupted by
selective noise, the technique still significantly outperforms the con-
ventional single-band recognizer. As our capability of deriving and
using indications of reliability of decisions from individual sub-band
recognizers improves, we expect further advances from using the
proposed scheme.
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