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#### Abstract

In many engineering applications, we have to combine probabilistic and interval uncertainty. For example, in environmental analysis, we observe a pollution level $x(t)$ in a lake at different moments of time $t$, and we would like to estimate standard statistical characteristics such as mean, variance, autocorrelation, correlation with other measurements. In environmental measurements, we often only measure the values with interval uncertainty. We must therefore modify the existing statistical algorithms to process such interval data.

In this paper, we provide a survey of algorithms for computing various statistics under interval uncertainty and their computational complexity. The survey includes both known and new algorithms.
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## 1. Formulation of the Problem

Computing statistics is important. In many engineering applications, we are interested in computing statistics. For example, in environmental analysis, we observe a pollution level $x(t)$ in a lake at different moments of time $t$, and we would like to estimate standard statistical characteristics such as mean, variance, autocorrelation, correlation with other measurements. For each of these characteristics $C$, there is an expression $C\left(x_{1}, \ldots, x_{n}\right)$ that enables us to provide an estimate for $C$ based on the observed values $x_{1}, \ldots, x_{n}$. For example, a reasonable statistic for estimating the mean value of a probability distribution is the population average $E\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{n} \cdot\left(x_{1}+\ldots+x_{n}\right)$; a reason-
able statistic for estimating the variance $V$ is the population variance $V\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{n} \cdot \sum_{i=1}^{n}\left(x_{i}-E\right)^{2}$, where $E \stackrel{\text { def }}{=} \frac{1}{n} \cdot \sum_{i=1}^{n} x_{i}$.

Comment. The population variance is often computed by using an alternative formula $V=M-E^{2}$, where $M=\frac{1}{n} \cdot \sum_{i=1}^{n} x_{i}^{2}$ is the population second moment.

Comment. In many practical situations, we are interested in an unbiased estimate of the population variance

$$
V_{u}\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{n-1} \cdot \sum_{i=1}^{n}\left(x_{i}-E\right)^{2}
$$

In this paper, we will describe how to estimate $V$ under interval uncertainty; since $V_{u}=\frac{n}{n-1} \cdot V$, we can easily transform estimates for $V$ into estimates for $V_{u}$.

Interval uncertainty. In environmental measurements, we often only measure the values with interval uncertainty. For example, if we did not detect any pollution, the pollution value $v$ can be anywhere between 0 and the sensor's detection limit $D L$. In other words, the only information that we have about $v$ is that $v$ belongs to the interval $[0, D L]$; we have no information about the probability of different values from this interval.

Another example: to study the effect of a pollutant on the fish, we check on the fish daily; if a fish was alive on Day 5 but dead on Day 6 , then the only information about the lifetime of this fish is that it is somewhere within the interval $[5,6]$; we have no information about the distribution of different values in this interval.

In non-destructive testing, we look for outliers as indications of possible faults. To detect an outlier, we must know the mean and standard deviation of the normal values - and these values can often only be measured with interval uncertainty (see, e.g., [38, 39]). In other words, often, we know the result $\widetilde{x}$ of measuring the desired characteristic $x$, and we know the upper bound $\Delta$ on the absolute value $|\Delta x|$ of the measurement error $\Delta x \stackrel{\text { def }}{=} \widetilde{x}-x$ (this upper bound is provided by the manufacturer of the measuring instrument), but we have no information about the probability of different values $\Delta x \in[-\Delta, \Delta]$. In such situations, after the measurement, the only information that we have about the true value $x$ of the measured quantity is that this value belongs to interval $[\widetilde{x}-\Delta, \widetilde{x}+\Delta]$.

In geophysics, outliers should be identified as possible locations of minerals; the importance of interval uncertainty for such applications was emphasized in $[36,37]$. Detecting outliers is also important in bioinformatics [42].

In bioinformatics and bioengineering applications, we must solve systems of linear equations in which coefficients come from experts and are only known with interval uncertainty; see, e.g., [52].

In biomedical systems, statistical analysis of the data often leads to improvements in medical recommendations; however, to maintain privacy, we do not want to use the exact values of the patient's parameters. Instead, for each parameter, we select fixed values, and for each patient, we only keep the corresponding range. For example, instead of keeping the exact age, we only record whether the age is between 0 and 10,10 and 20,20 and 30 , etc. We must then perform statistical analysis based on such interval data; see, e.g., $[20,51]$.

Estimating statistics under interval uncertainty: a problem. In all such cases, instead of the true values $x_{1}, \ldots, x_{n}$, we only know the intervals $\mathbf{x}_{1}=\left[\underline{x}_{1}, \bar{x}_{1}\right], \ldots, \mathbf{x}_{n}=\left[\underline{x}_{n}, \bar{x}_{n}\right]$ that contain the (unknown) true values of the measured quantities. For different values $x_{i} \in \mathbf{x}_{i}$, we get, in general, different values of the corresponding statistical characteristic $C\left(x_{1}, \ldots, x_{n}\right)$. Since all values $x_{i} \in \mathbf{x}_{i}$ are possible, we conclude that all the values $C\left(x_{1}, \ldots, x_{n}\right)$ corresponding to $x_{i} \in \mathbf{x}_{i}$ are possible estimates for the corresponding statistical characteristic. Therefore, for the interval data $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$, a reasonable estimate for the corresponding statistical characteristic is the range

$$
C\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right) \stackrel{\text { def }}{=}\left\{C\left(x_{1}, \ldots, x_{n}\right) \mid x_{1} \in \mathbf{x}_{1}, \ldots, x_{n} \in \mathbf{x}_{n}\right\} .
$$

We must therefore modify the existing statistical algorithms so that they compute, or bound these ranges. This is the problem that we solve in this paper.

This problem is a part of a general problem. The above range estimation problem is a specific problem related to a combination of interval and probabilistic uncertainty. Such problems - and their potential applications - have been described, in a general context, in the monographs [27, 45]; for further developments, see, e.g., $[2,3,4,5,7$, $11,28,30,40,41,48]$ and references therein.

## 2. Analysis of the Problem

Mean. Let us start our discussion with the simplest possible characteristic: the mean. The arithmetic average $E$ is a monotonically increasing function of each of its $n$ variables $x_{1}, \ldots, x_{n}$, so its smallest possible value $\underline{E}$ is attained when each value $x_{i}$ is the smallest possible $\left(x_{i}=\underline{x}_{i}\right)$ and its largest possible value is attained when $x_{i}=\bar{x}_{i}$ for all $i$. In other words, the range $\mathbf{E}$ of $E$ is equal to $\left[E\left(\underline{x}_{1}, \ldots, x_{n}\right), E\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)\right]$. In other words, $\underline{E}=\frac{1}{n} \cdot\left(\underline{x}_{1}+\ldots+\underline{x}_{n}\right)$ and $\bar{E}=\frac{1}{n} \cdot\left(\bar{x}_{1}+\ldots+\bar{x}_{n}\right)$.

Variance: computing the exact range is difficult. Another widely used statistic is the variance. In contrast to the mean, the dependence of the variance $V$ on $x_{i}$ is not monotonic, so the above simple idea does not work. Rather surprisingly, it turns out that the problem of computing the exact range for the variance over interval data is, in general, NP-hard [10, 24] which means, crudely speaking, that the worst-case computation time grows exponentially with $n$. Moreover, if we want to compute the variance range with a given accuracy $\varepsilon$, the problem is still NP-hard. (For a more detailed description of NP-hardness in relation to interval uncertainty, see, e.g., [19].)

Linearization. From the practical viewpoint, often, we may not need the exact range, we can often use approximate linearization techniques. For example, when the uncertainty comes from measurement errors $\Delta x_{i}$, and these errors are small, we can ignore terms that are quadratic (and of higher order) in $\Delta x_{i}$ and get reasonable estimates for the corresponding statistical characteristics. In general, in order to estimate the range of the statistic $C\left(x_{1}, \ldots, x_{n}\right)$ on the intervals $\left[\underline{x}_{1}, \bar{x}_{1}\right]$, $\ldots,\left[\underline{x}_{n}, \bar{x}_{n}\right]$, we expand the function $C$ in Taylor series at the midpoint $\widetilde{x}_{i} \stackrel{\text { def }}{=}\left(x_{i}+\bar{x}_{i}\right) / 2$ and keep only linear terms in this expansion. As a result, we replace the original statistic with its linearized version $C_{\text {lin }}\left(x_{1}, \ldots, x_{n}\right)=C_{0}-\sum_{i=1}^{n} C_{i} \cdot \Delta x_{i}$, where $C_{0} \stackrel{\text { def }}{=} C\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right)$, $C_{i} \stackrel{\text { def }}{=} \frac{\partial C}{\partial x_{i}}\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}\right)$, and $\Delta x_{i} \stackrel{\text { def }}{=} \widetilde{x}_{i}-x_{i}$. For each $i$, when $x_{i} \in\left[\underline{x}_{i}, \bar{x}_{i}\right]$, the difference $\Delta x_{i}$ can take all possible values from $-\Delta_{i}$ to $\Delta_{i}$, where $\Delta_{i} \xlongequal{\text { def }}\left(\bar{x}_{i}-\underline{x}_{i}\right) / 2$. Thus, in the linear approximation, we can estimate the range of the characteristic $C$ as $\left[C_{0}-\Delta, C_{0}+\Delta\right]$, where $\Delta \stackrel{\text { def }}{=} \sum_{i=1}^{n}\left|C_{i}\right| \cdot \Delta_{i}$.

In particular, if we take, as the statistic, the population variance $C=V$, then $C_{i}=\frac{\partial V}{\partial x_{i}}=\frac{2}{n} \cdot\left(\widetilde{x}_{i}-\widetilde{E}\right)$, where $\widetilde{E}$ is the average of the midpoints $\widetilde{x}_{i}$, and $C_{0}=\frac{1}{n} \cdot \sum_{i=1}^{n}\left(\widetilde{x}_{i}-\widetilde{E}\right)^{2}$ is the variance of the midpoint values $\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}$. So, for the variance, $\Delta=\frac{2}{n} \cdot \sum_{i=1}^{n}\left|\widetilde{x}_{i}-\widetilde{E}\right| \cdot \Delta_{i}$.

It is worth mentioning that for the variance, the ignored quadratic term is equal to $\frac{1}{n} \cdot \sum_{i=1}^{n}\left(\Delta x_{i}\right)^{2}-(\Delta E)^{2}$, where $\Delta E \stackrel{\text { def }}{=} \frac{1}{n} \cdot \sum_{i=1}^{n} \Delta x_{i}$, and therefore, can be bounded by 0 from below and by $\Delta^{(2)} \stackrel{\text { def }}{=} \frac{1}{n} \cdot \sum_{i=1}^{n} \Delta_{i}^{2}$ from above. Thus, the interval $\left[V_{0}-\Delta, V_{0}+\Delta+\Delta^{(2)}\right]$ is a guaranteed enclosure for $\mathbf{V}$.

Linearization is not always acceptable. In some cases, linearized estimates are not sufficient: the intervals may be wide so that quadratic terms can no longer be ignored, and/or we may be in a situation where we want to guarantee that, e.g., the variance does not exceed a certain required threshold. In such situations, we need to get the exact range - or at least an enclosure for the exact range.

Since, even for as simple a characteristic as variance, the problem of computing its exact range is NP-hard, we cannot have a feasible-time algorithm that always computes the exact range of these characteristics. Therefore, we must look for the reasonable classes of problems for which such algorithms are possible. Let us analyze what such classes can be.

## 3. Reasonable Classes of Problems for Which We Can Expect Feasible Algorithms for Statistics of Interval Data

First class: narrow intervals. As we have just mentioned, the computational problems become more complex when we have wider intervals. In other words, when intervals are narrower, the problems are easier. How can we formalize "narrow intervals"? One way to do it is as follows: the true values $x_{1}, \ldots, x_{n}$ of the measured quantity are real numbers, so they are usually different. The data intervals $\mathbf{x}_{i}$ contain these values. When the intervals $\mathbf{x}_{i}$ surrounding the corresponding points $x_{i}$ are narrow, these intervals do not intersect. When their widths becomes larger than the distance between the original values, the intervals start intersecting.

Definition. Thus, the ideal case of "narrow intervals" can be described as the case when no two intervals $\mathbf{x}_{i}$ intersect.

Second class: slightly wider intervals. Slightly wider intervals correspond to the situation when few intervals intersect, i.e., when for some integer $K$, no set of $K$ intervals has a common intersection.

Third class: single measuring instrument. Since we want to find the exact range $\mathbf{C}$ of a statistic $C$, it is important not only that intervals are relatively narrow, it is also important that they are approximately of the same size: otherwise, if, say, $\Delta x_{i}^{2}$ is of the same order as $\Delta x_{j}$, we cannot meaningfully ignore $\Delta x_{i}^{2}$ and retain $\Delta x_{j}$. In other words, the interval data set should not combine high-accurate measurement results (with narrow intervals) and low-accurate results (with wide intervals): all measurements should have been done by a single measuring instrument (or at least by several measuring instruments of the same type).

How can we describe this mathematically? A clear indication that we have two measuring instruments (MI) of different quality is that one interval is a proper subset of the other one: $\left[\underline{x}_{i}, \bar{x}_{i}\right] \subseteq\left(\underline{x}_{j}, \bar{x}_{j}\right)$.

This restriction only refers to inexact measurement results, i.e., to non-degenerate intervals. In additional to such interval values, we may also have values produced by very accurate measurements, so accurate that we can, for all practical purposes, consider these values exactly known. From this viewpoint, when we talk about measurements made by a single measuring instrument, we may allow degenerate intervals (i.e., exact numbers) as well.

As we will see, the absence of such pairs is a useful property that enables us to compute interval statistics faster. We will also see that this absence happens not only for measurements made by a single MI, but also in several other useful practical cases. Since this property is useful, we will give it a name.

Definition. We say that a collection of intervals satisfies a subset property if $\left[\underline{x}_{i}, \bar{x}_{i}\right] \nsubseteq\left(\underline{x}_{j}, \bar{x}_{j}\right)$ for all $i$ and $j$ for which the intervals $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$ are non-degenerate.

Fourth class: same accuracy measurement. In some situations, it is also reasonable to consider a specific subcase of the single MI case when all measurements are performed with exactly the same accuracy.

After each measurement, we get the measurement result $\widetilde{x}_{i}$, and we conclude that the (unknown) true value $x_{i}$ of the measured quantity belongs to the interval $\mathbf{x}_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right]$, where $\underline{x}_{i}=\widetilde{x}_{i}-\Delta_{i}$ and $\bar{x}_{i}=\widetilde{x}_{i}+\Delta_{i}$.

In the above text, we characterized measurement uncertainty in terms of the (absolute) measurement error $\Delta x_{i}=\widetilde{x}_{i}-x_{i}$. In this case, the upper bound $\Delta_{i}$ on the absolute value $\left|\Delta x_{i}\right|$ of the measurement error is a natural measure of the measurement accuracy. In these terms, the case of same accuracy measurements can be described as the case when all these upper bounds coincide: $\Delta_{1}=\ldots=\Delta_{n}$.

We have mentioned that the single MI case covers not only the situation when the intervals come from measurements, but other important situations as well. How can we describe this same accuracy property in the general case, when we are simply given $n$ intervals $\mathbf{x}_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right]$ that do not necessarily come from measurements?

In the case when the interval $\mathbf{x}_{i}$ results from a measurement, the value $\Delta_{i}$ is the half-width of the interval. Thus, in general, the case of "same accuracy" measurements can be described as the case in which all non-degenerate intervals $\left[\underline{x}_{i}, \bar{x}_{i}\right]$ have exactly the same half-width $\Delta_{i}=\frac{1}{2} \cdot\left(\bar{x}_{i}-\underline{x}_{i}\right)$.

Comment. Sometimes, it is reasonable to describe measurement errors in relative terms - as accuracy, say, $5 \%$ instead of 0.1 units; (see, e.g., [39]). A relative measurement error is defined as the ratio $\delta x_{i} \stackrel{\text { def }}{=} \Delta x_{i} /\left|\widetilde{x}_{i}\right|$. Within this description, as a natural measure of the measurement accuracy, we can take the largest possible absolute value $\left|\delta x_{i}\right|$ of the relative error, i.e., the value $\delta_{i}=\Delta_{i} / \widetilde{x}_{i}$.

In such situations, it is reasonable to consider the case when all the measurements are of the same relative accuracy, i.e., in which all nondegenerate intervals $\left[\underline{x}_{i}, \bar{x}_{i}\right]$ have exactly the same ratio $\delta_{i}=\Delta_{i} /\left|\widetilde{x}_{i}\right|$ between the half-width and the midpoint. One can easily check that this condition is equivalent to the condition that all non-degenerate intervals have the same ratio $\bar{x}_{i} / \underline{x}_{i}$.

This case is yet another subcase of the single MI case; it may be beneficial to check whether any of our algorithms can be simplified when restricted to this subcase.

Fifth class: several MI. After the single MI case, the natural next case is when we have several MI, i.e., when our intervals are divided into several subgroups each of which has the above-described subset property.

Comment. The need to use multiple MI comes from the interval uncertainty. Indeed, as sample size increases, a point of diminishing returns is reached when observations are interval bounds that contain measurement error. For example, when constructing a confidence interval
on $E$, we expect its width to monotonically decrease as a function of sample size. In the presence of interval bounded measurement errors, a point will be reached where increasing sample size has almost no impact. Indeed, in the limit, as $n \rightarrow \infty$, the confidence interval will be the width of measurement error intervals.

If, however, it is possible to use multiple measuring instruments to produce multiple intervals for each observation, then these multiple measurements can be intersected to reduce the interval width due to measurement error on each observation; see, e.g., [46, 47]. In this way, effort could be balanced between increasing sample size and increasing the number of measuring instruments used for each observation.

Sixth class: privacy case. Although these definitions are in terms of measurements, they make sense for other sources of interval data as well. For example, for privacy data, intervals either coincide (if the value corresponding to the two patients belongs to the same range) or are different, in which case they can only intersect in one point. Similarly to the above situation, we also allow exact values in addition to ranges; these values correspond, e.g., to the exact records made in the past, records that are already in the public domain.

Definition. We will call interval data with this property - that every two non-degenerate intervals either coincide or intersect at most in one point - privacy case.

Comment. For the privacy case, the subset property is satisfied, so algorithms that work for the subset property case work for the privacy case as well.

Comment. Sometimes, in the privacy-motivated situation, we must process interval data in which intervals come from several different "granulation" schemes. For example, to find the average salary in North America, we may combine US interval records in which the salary is from 0 to 10,000 US dollars, from 10,000 to 20,000 , etc., with the Canadian interval records in which the ranges are between 0 to 10,000 Canadian dollars, 10,000 to 20,000 Canadian dollars, etc. When we transform these records to a single unit, we get two different families of intervals, each of which satisfies the subset property. Thus, to handle such situations, we can use algorithms develop for the several MI case.

Seventh class: non-detects. Similarly, if the only source of interval uncertainty is detection limits, i.e., if every measurement result is either an exact value or a non-detect, i.e., an interval $\left[0, D L_{i}\right]$ for some
real number $D L_{i}$ (with possibly different detection limits for different sensors), then the resulting non-degenerate intervals also satisfy the subset property. Thus, algorithms that work for the subset property case work for this "non-detects" case as well.

Also, an algorithm that works for the general privacy case also works for the non-detects case when all sensors have the same detection limit $D L$.

Let us now describe the known algorithms for statistics of interval data.

## 4. Results

### 4.1. Variance: Lower Bound

Known result: in brief. The lower bound $\underline{V}$ can be always computed in time $O(n \cdot \log (n))$ [14].

Main idea behind this result. The algorithm for computing $\underline{V}$ is based on the fact that when a function $V$ attains a minimum on an interval $\left[\underline{x}_{i}, \bar{x}_{i}\right]$, then either $\frac{\partial V}{\partial x_{i}}=0$, or the minimum is attained at the left endpoint $x_{i}=\underline{x}_{i}-$ then $\frac{\partial V}{\partial x_{i}}>0$, or the minimum is attained at the right endpoint $x_{i}=\bar{x}_{i}$ and $\frac{\partial V}{\partial x_{i}}<0$. Since the partial derivative is equal to $(2 / n) \cdot\left(x_{i}-E\right)$, we conclude that either $x_{i}=E$, or $x_{i}=\underline{x}_{i}>E$, or $x_{i}=\underline{x}_{i}<E$. Thus, if we know where $E$ is located in relation to all the endpoints, we can uniquely determine the corresponding minimizing value $x_{i}$ for every $i$ : if $\bar{x}_{i} \leq E$ then $x_{i}=\bar{x}_{i}$; if $x_{i} \leq \underline{x}_{i}$, then $x_{i}=\underline{x}_{i}$; otherwise, $x_{i}=E$. The corresponding value $E$ can be found from the condition that $E$ is the average of all the selected values $x_{i}$.

So, to find the smallest value of $V$, we can sort all $2 n$ bounds $\underline{x}_{i}, \bar{x}_{i}$ into a sequence $x_{(1)} \leq x_{(2)} \leq \ldots$; then, for each zone $\left[x_{(k)}, x_{(k+1)}\right]$, we compute the corresponding values $x_{i}$, find their variance $V_{k}$, and then compute the smallest of these variances $V_{k}$.

As we have mentioned, the corresponding value $E$ can be found from the condition that $E$ is the average of all the selected values $x_{i}$. If $E$ is in the zone $\left[x_{(k)}, x_{(k+1)}\right]$, then we know all the values $x_{i}$, so $n \cdot E$ should be equal to the sum of these values:

$$
n \cdot E=\sum_{i: \underline{x}_{i} \geq x_{(k+1)}} \underline{x}_{i}+\left(n-N_{k}\right) \cdot E+\sum_{j: \bar{x}_{j} \leq x_{(k)}} \bar{x}_{j}
$$

where by $N_{k}$, we denoted the total number of such $i$ 's for which $\underline{x}_{i} \geq$ $x_{(k+1)}$ and $j$ 's for which $\underline{x}_{j} \leq x_{(k)}$.

Subtracting $\left(n-N_{k}\right) \cdot E$ from both sides of this equality, we conclude that $N_{k} \cdot E=S_{k}$, where

$$
S_{k} \stackrel{\text { def }}{=} \sum_{i: x_{i} \geq x_{(k+1)}} \underline{x}_{i}+\sum_{j: \bar{x}_{j} \leq x_{(k)}} \bar{x}_{j} .
$$

If $N_{k}=0$, this means that $x_{i}=E$ for all $i$, so $V=0$. If $N_{k} \neq 0$, then $E=S_{k} / N_{k}$.

Once $E$ is computed, we can now compute the corresponding variance $V_{k}$ as $M_{k}-E^{2}$, where $M_{k}$ is the second population moment:

$$
M_{k}=\frac{1}{n} \cdot \sum_{i: x_{i} \geq x_{(k+1)}}\left(\underline{x}_{i}\right)^{2}+\frac{n-N_{k}}{n} \cdot E^{2}+\frac{1}{n} \cdot \sum_{j: \bar{x}_{j} \leq x_{(k)}}\left(\bar{x}_{j}\right)^{2},
$$

i.e., $V_{k}=M_{k}^{\prime}-\frac{N_{k}}{n} \cdot E^{2}$, where

$$
M_{k}^{\prime} \stackrel{\text { def }}{=} \frac{1}{n} \cdot\left(\sum_{i: \underline{x}_{i} \geq x_{(k+1)}}\left(\underline{x}_{i}\right)^{2}+\sum_{j: \bar{x}_{j} \leq x_{(k)}}\left(\bar{x}_{j}\right)^{2}\right) .
$$

How many steps do we need for this algorithm? Sorting requires $O(n$. $\log (n))$ steps. Computing the initial values of $S_{k}, N_{k}$, and $M_{k}^{\prime}$ requires linear time, i.e., $O(n)$ steps.

For each $k$, the values $S_{k}, N_{k}$, and $M_{k}^{\prime}$ differ from the previous value by only one or two terms - namely, e.g., the values $i$ for which $\underline{x}_{i} \geq x_{(k)}$ but $\underline{x}_{i}<x_{(k+1)}$. In other words, the only change is for $i$ for which $x_{(k)} \leq \underline{x}_{i}<x_{(k+1)}$. Since $x_{(k)}$ is the ordering of all lower and upper bounds, this means that $x_{(k)}=\underline{x}_{i}$.

Similarly, the only change in the second sum is the term for which $\bar{x}_{j}=x_{(k)}$.

So, each of these values $S_{k}, \ldots$, can be computed from the previous values $S_{k-1}, \ldots$ in a constant number of steps. Thus, the overall number of steps for computing them is linear in $n$. The smallest of the values $V_{k}$ is the desired $\underline{V}$. Thus, we can compute $\underline{V}$ in $O(n \cdot \log (n))+O(n)=$ $O(n \cdot \log (n))$ steps.

Comment. If two bounds happen to coincide, then for the corresponding $k$, we may have a difference of several values between $S_{k}$ and $S_{k-1}$. However, each of the $2 n$ bounds can occur only once in this change, so the overall number of terms is still $O(n)$.

How good is this algorithm? Since even simple sorting requires at least $O(n \cdot \log (n))$ steps, algorithms like this, that compute a bound of a statistical interval characteristic in $O(n \cdot \log (n))$ steps, can be considered a "golden standard" for such algorithms.

### 4.2. Variance: Upper Bound

General case. We have already mentioned that computing $\bar{V}$ is, in general, an NP-hard problem.

A new NP-hardness result. In the original proof of NP-hardness, we have $\widetilde{x}_{1}=\ldots=\widetilde{x}_{n}=0$, i.e., all measurement results are the same, only accuracies $\Delta_{i}$ are different. What if all the measurement results are different? We can show that in this case, computing $\bar{V}$ is still an NP-hard problem: namely, for every $n$-tuple of real numbers $\widetilde{x}_{1}, \ldots, \widetilde{x}_{n}$, the problem of computing $\bar{V}$ for intervals $\mathbf{x}_{i}=\left[\widetilde{x}_{i}-\Delta_{i}, \widetilde{x}_{i}+\Delta_{i}\right]$ is still NP-hard.

To prove this result, it is sufficient to consider $\Delta_{i}=N \cdot \Delta_{i}^{(0)}$, where $\Delta_{i}^{(0)}$ are the values used in the original proof and $N$ is a large integer (that will be selected later). In this case, we can describe $\Delta x_{i}=\widetilde{x}_{i}-x_{i}$ as $N \cdot \Delta x_{i}^{(0)}$, where $\Delta_{i}^{(0)} \in\left[-\Delta_{i}^{(0)}, \Delta_{i}^{(0)}\right]$. For large $N$, the difference between the variance corresponding to the values $x_{i}=\widetilde{x}_{i}+N \cdot \Delta x_{i}^{(0)}$ and $N^{2}$ times the variance of the values $\Delta x_{i}^{(0)}$ is bounded by a term proportional to $N$ (and the coefficient at $N$ can be easily bounded). Thus, the difference between $\bar{V}$ and $N^{2} \cdot \bar{V}^{(0)}$ is bounded by $C \cdot N$ for some known constant $C$. Hence, by computing $\bar{V}$ for sufficiently large $N$, we can compute $\bar{V}^{(0)}$ with a given accuracy $\varepsilon>0$, and we already know that computing $\bar{V}^{(0)}$ with given accuracy is NP-hard. This reduction proves that our new problem is also NP-hard.

How to compute the upper bound: general case. It is known that the maximum of a quadratic function on an interval is always attained at one of the endpoints. Thus, in principle, we can always compute the upper bound $\bar{V}$ in time $2^{n}$ : namely, it is sufficient to compute the variance $V$ for all $2^{n}$ possible vectors $x=\left(x_{1}^{\varepsilon_{1}}, \ldots, x_{n}^{\varepsilon_{n}}\right)$, where $\varepsilon_{i} \in\{-,+\}, x_{i}^{-}=\underline{x}_{i}$ and $x_{i}^{+}=\bar{x}_{i}-$ then the largest of these $2^{n}$ values is the desired value $\bar{V}$.

Cases of narrow intervals and slightly wider intervals. For $\bar{V}$, we can provide an analysis of the derivatives which is similar to the analysis provided for $\underline{V}$. For $\bar{V}$, to this analysis, we can add the fact that the
second derivative of $V$ is $\geq 0$, so there cannot be a maximum inside the interval $\left[\underline{x}_{i}, \bar{x}_{i}\right]$.

So, when $\bar{x}_{i} \leq E$, we take $x_{i}=\underline{x}_{i}$; when $E \leq \underline{x}_{i}$, we take $x_{i}=\bar{x}_{i}$; otherwise, we must consider both possibilities $x_{i}=\underline{x}_{i}$ and $x_{i}=\bar{x}_{i}$.

When intervals do not intersect, we thus end up with an $O(n \cdot \log (n))$ algorithm for computing $\bar{V}$. It turns out that a $O(n \cdot \log (n))$ algorithm is possible not only when the original intervals $\left[\widetilde{x}_{i}-\Delta_{i}, \widetilde{x}_{i}+\Delta_{i}\right]$ do not intersect, but also in a more general case when the "narrowed" intervals $\left[\widetilde{x}_{i}-\Delta_{i} / n, \widetilde{x}_{i}+\Delta_{i} / n\right]$ do not intersect. In fact, a $O(n \cdot \log (n))$ algorithm is even possible in the case when for some integer $K<n$, no sub-collection of greater than $K$ narrowed intervals of $\mathbf{x}_{i}$ has a common intersection [50].

Case of the subset property. For the case of the subset property, we can sort the intervals in lexicographic order: $\mathbf{x}_{i} \leq \mathbf{x}_{j}$ if and only if $\underline{x}_{i}<\underline{x}_{j}$ or $\left(\underline{x}_{i}=\underline{x}_{j}\right.$ and $\left.\bar{x}_{i} \leq \bar{x}_{j}\right)$.

It can be proven that the maximum of $V$ is always attained if for some $k$, the first $k$ values $x_{i}$ are equal to $\underline{x}_{i}$ and the next $n-k$ values $x_{i}$ are equal to $\bar{x}_{i}$. This result is proven by reduction to a contradiction: if in the maximizing vector $x=\left(x_{1}, \ldots, x_{n}\right)$, some $\bar{x}_{i}$ is preceding some $\underline{x}_{j}, i<j$, then we can increase $V$ while keeping $E$ intact - which is in contradiction with the assumption that the vector $x$ was maximizing. Specifically, to increase $V$, we can do the following: if $\Delta_{i} \leq \Delta_{j}$, we replace $\bar{x}_{i}$ with $\underline{x}_{i}=\bar{x}_{i}-2 \Delta_{i}$ and $\underline{x}_{j}$ with $\underline{x}_{j}+2 \Delta_{i}$; otherwise, we replace $\underline{x}_{j}$ with $\bar{x}_{j}=\underline{x}_{j}+2 \Delta_{j}$ and $\bar{x}_{i}$ with $\bar{x}_{i}-2 \Delta_{j}$.

As a result, we arrive at the following algorithm: first, we sort the intervals $\left[\underline{x}_{i}, \bar{x}_{i}\right]$ in lexicographic order; then, for $k=0,1, \ldots, n$, compute the value $V=M-E^{2}$ for the corresponding vectors $x^{(k)}=$ $\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{n}\right)$. When we go from a vector $x^{(k)}$ to the vector $x^{(k+1)}$, only one term changes in the vector $x$, so only one term changes in each of the sums $E$ and $M$.

How good is this algorithm? Sorting takes $O(n \cdot \log (n))$ time; computing the initial values of $E$ and $M$ requires linear time $O(n)$. For each $k$, computing the new values of $E$ and $M$ requires a constant number of steps, so overall, computing all $n$ values of $E, M$ (and hence $V$ ) requires linear time. Thus, the overall time of this algorithm is $O(n \cdot \log (n))$.

Comment. In our proof, we used a technique of replacing two values in such a way that their sum (and hence, the overall average) remain unchanged. According to [13], this technique, called a transfer, was first introduced by Robert Muirhead in 1903. The transfer technique is actively used both in mathematics, where it is one of the main tools in proving inequalities (see, e.g., [15]), and in economics, where it has
been used by several major economists (e.g., by Hugh Dalton) as a basis of their economic theories and results.

Case of several MI. In case of several MI, we can similarly prove that if we sort the intervals corresponding to each MI in lexicographic order, then the maximum of $V$ is attained when from intervals corresponding to each MI, the values $x_{i}$ corresponding to this MI form a sequence $\left(\underline{x}_{1}, \ldots, \underline{x}_{k_{j}}, \bar{x}_{k_{j}+1}, \ldots, \bar{x}_{n_{j}}\right)$, where $n_{j}$ is the total number of intervals corresponding to the $j$-th MI.

Thus, to find the maximum of $V$, we must find the values $k_{1}, \ldots, k_{m}$ corresponding to $m$ MIs. For these values, $V=M-E^{2}$, where $M=$ $\sum M_{j}$ and $E=\sum E_{j}$, where we denoted by $E_{j}$ and $M_{j}$, the averages of, correspondingly, $x_{i}$ and $x_{i}^{2}$, taken by using only results of $j$-th MI.

For each MI $j$, we can compute all $n_{j}+1$ possible values $E_{j}$ and $M_{j}$ in linear time.

There are $\leq n^{m}$ combinations of $k_{i}$ s; for each combination, we need $m$ additions to compute $E=\sum E_{j}, m$ additions to compute $M=$ $\sum M_{j}$, and a constant number of operations to compute $V=M-E^{2}$. Thus, overall, we need time $O\left(n^{m}\right)$.

Cases of privacy and non-detects. Since these two cases are a particular case of the subset property case, and for the subset property case, we have an $O(n \cdot \log (n))$ algorithm, this same algorithm can be applied to these two cases as well.

Case when only some intervals are non-degenerate. Sometimes, most of the data is accurate, so among $n$ intervals, only $d \ll n$ are nondegenerate intervals. For example, we can have many accurate values and $d$ non-detects.

In this situation, to find the extrema of $V$, we only need to find $x_{i}$ for $d$ non-degenerate intervals; thus, we only need to consider $2 d$ zones formed by their endpoints.

To compute $\underline{V}$, we need time $O(d \cdot \log (d))$ to sort $2 d$ endpoints, time $O(n)$ to produce the initial values of $S_{k}, N_{k}$, and $M_{k}^{\prime}$, and then time $O(d)$ to compute all the other values $S_{k}, N_{k}$, and $M_{k}^{\prime}$ - and the corresponding values $V_{k}$. Since $d \leq n$, the resulting time is $O(d \cdot \log (d)+$ $n)$.

To compute $\bar{V}$, in the general case, we only have to consider possible combinations of $d$ endpoints, so the overall time is $n+2^{d}$ instead of $2^{n}$.

For the case of feasible algorithms, similarly to computing $\underline{V}$, for computing $\bar{V}$ for classes 1,2 , and 3, we need time $O(d \cdot \log (d)+n)$ (hence we need the same time for classes 4,6 , and 7 ).

For class 5 (with $m \mathrm{MI}$ ), we need $O(d \cdot \log (d))$ steps for sorting, $O(n)$ steps for the original arrangement, and $d^{m}$ steps to compute the values for all $d^{m}$ possible combinations of $k_{j}$. For $m \geq 2$, we have $d \cdot \log (d) \leq d^{m}$, hence the overall time is $O\left(n+d^{m}\right)$.

### 4.3. Covariance

What is covariance. When we two different measurement results $x_{i}$ and $y_{i}$ for each measurement $i$, then an important statistical characteristic is the covariance $C_{x y}=\frac{1}{n} \cdot \sum_{i=1}^{n}\left(x_{i}-E_{x}\right) \cdot\left(y_{i}-E_{y}\right)$, where $E_{x}=\frac{1}{n} \cdot \sum_{i=1}^{n} x_{i}$ and $E_{y}=\frac{1}{n} \cdot \sum_{i=1}^{n} y_{i}$ are the corresponding population averages. The covariance can also be described as $C_{x y}=M_{x y}-E_{x} \cdot E_{y}$, where $M_{x y} \stackrel{\text { def }}{=} \frac{1}{n} \cdot \sum_{i=1}^{n} x_{i} \cdot y_{i}$ is the second mixed moment.

General case. In general, computing the range of the covariance $C_{x y}$ based on given intervals $\mathbf{x}_{i}$ and $\mathbf{y}_{i}$ is NP-hard [38].

Cases of narrow intervals and slightly wider intervals. When boxes $\mathbf{x}_{i} \times \mathbf{y}_{i}$ do not intersect - or if $\geq K$ boxes cannot have a common point - we can compute the range in feasible time [1].

The main idea behind the corresponding algorithm is to consider the derivatives of $C_{x y}$ relative to $x_{i}$ and $y_{i}$. Then, once we know where the point $\left(E_{x}, E_{y}\right)$ is in relation to $x_{i}$ and $y_{i}$, we can uniquely determine the optimizing values $x_{i}$ and $y_{i}$ - except for the boxes $\mathbf{x}_{i} \times \mathbf{y}_{i}$ that contain $\left(E_{x}, E_{y}\right)$.

The bounds $\underline{x}_{i}$ and $\bar{x}_{i}$ divide the $x$ axis into $2 n+2$ intervals; similarly, the $y$-bounds divide the $y$-axis into $2 n+2$ intervals. Combining these intervals, we get $O\left(n^{2}\right)$ zones.

Due to the limited intersection property, for each of these zones, we have finitely many ( $\leq K$ ) indices $i$ for which the corresponding box intersects with the zone. For each such box, we may have two different combinations: $\left(\underline{x}_{i}, \underline{y}_{i}\right)$ or $\left(\bar{x}_{i}, \bar{y}_{i}\right)$ for $\bar{C}_{x y},\left(\underline{x}_{i}, \bar{y}_{i}\right)$ or $\left(\bar{x}_{i}, \underline{y}_{i}\right)$ for $\underline{C}_{x y}$. Thus, we have finitely many $\left(\leq 2^{K}\right)$ possible combinations of $\left(x_{i}, y_{i}\right)$ corresponding to each zone.

When we move from a zone to the next one, each sum $M_{x y}, E_{x}$, and $E_{y}$ changes by a single term. Thus, for each zone, we need to perform finitely many steps to update these values and to find the corresponding values of the covariances. Thus, to cover all $O\left(n^{2}\right)$ zones, we need $O\left(n^{2}\right)$ time.

Case of same accuracy measurements. Another polynomial-time case is when all the measurements are exactly of the same accuracy, i.e., when all non-degenerate $x$-intervals have the same half-width $\Delta_{x}$, and all non-degenerate $y$-intervals have the same half-width $\Delta_{y}$.

In this case, e.g., for $\bar{C}_{x y}$, if we have at least two boxes $i$ and $j$ intersecting with the same zone, and we have $\left(x_{i}, y_{i}\right)=\left(\underline{x}_{i}, \underline{y}_{i}\right)$ and $\left(x_{j}, y_{j}\right)=\left(\bar{x}_{j}, \bar{y}_{j}\right)$, then we can swap $i$ and $j$ assignments - i.e., make $\left(x_{i}^{\prime}, y_{i}^{\prime}\right)=\left(\bar{x}_{i}, \bar{y}_{i}\right)$ and $\left(x_{j}^{\prime}, y_{j}^{\prime}\right)=\left(\underline{x}_{j}, \underline{y}_{j}\right)-$ without changing $E_{x}$ and $E_{y}$. In this case, the only change in $C_{x y}$ comes from replacing $x_{i} \cdot y_{i}+x_{j} \cdot y_{j}$. It is easy to see that the new value $C$ is larger than the old value if and only if $z_{i}>z_{j}$, where $z_{i} \stackrel{\text { def }}{=} \widetilde{x}_{i} \cdot \Delta_{y}+\widetilde{y}_{i} \cdot \Delta_{x}$.

Thus, in the true maximum, whenever we $\operatorname{assign}\left(\underline{x}_{i}, \underline{y}_{i}\right)$ to some $i$ and $\left(\bar{x}_{i}, \bar{y}_{j}\right)$ to some $j$, we must have $z_{i} \leq z_{j}$.

So, to get the largest value of $C_{x y}$, we must: sort the indices by $z_{i}$, select a threshold $t$, and $\operatorname{assign}\left(\underline{x}_{i}, \underline{y}_{i}\right)$ to all the boxes with $z_{i} \leq t$ and $\left(\bar{x}_{j}, \bar{y}_{j}\right)$ to all the boxes $j$ with $z_{j}>t$.

If $n_{k} \leq n$ denotes the overall number of all the boxes that intersect with $k$-th zone, then we have $n_{k}+1$ possible choices of thresholds, hence $n_{k}+1$ such assignments.

For each of $O\left(n^{2}\right)$ zones, we test $\leq n$ assignments; to the total of $O\left(n^{3}\right)$. Computing each assignment from the previous one requires a constant number of steps, so overall, we need time $O\left(n^{3}\right)$.

Privacy case. In the privacy case, all boxes $\mathbf{x}_{i} \times \mathbf{y}_{i}$ are either identical or non-intersecting, so the only case when a box intersects with a zone is when the box coincides with this zone.

For each zone $k$, there may be many $\left(n_{k}\right)$ such boxes, but since they are all identical, what matters for our estimates is how many of them are assigned one of the possible $\left(x_{i}, y_{i}\right)$ combinations and how many the other one. There are only $n_{k}+1$ such assignments: 0 to first combination and $n_{k}$ to second, 1 to first and $n_{k}-1$ to second, etc. Thus, the overall number of all combinations for all the zones $k$ is $\sum_{k} n_{k}+\sum_{k} 1$, where $\sum n_{k}=n$ and $\sum_{k} 1$ is the overall number of zones, i.e., $O\left(n^{2}\right)$.

For the original combination of $x_{i}$ and $y_{i}$, we need $O(n)$ steps. Moving from one combination to another means changing only one term in each sum $M_{x y}, E_{x}, E_{y}$, thus, computing each combination requires a constant number of steps - to the total of $O\left(n^{2}\right)$.

Thus, in the privacy case, we can compute both $\underline{C}_{x y}$ and $\bar{C}_{x y}$ in time $O\left(n^{2}\right)+O(n)=O\left(n^{2}\right)$.

Case when only some intervals are non-degenerate. For narrow intervals, if $n-d$ measurement results $\left(x_{i}, y_{i}\right)$ are exact numbers and only
$d$ are non-point boxes, then we only need $O\left(d^{2}\right)$ zones. So, we need $O(d \cdot \log (d))$ time for sorting, $O(n)$ to compute the initial values of $M_{x y}, E_{x}$, and $E_{y}$, and $O\left(d^{2}\right)$ time to compute the values $C_{x y}$ for all the zones - to the total of $O\left(n+d^{2}\right)$.

In the case of same accuracy measurements, if only $d$ boxes are non-degenerate, we need sorting (which takes time $O(d \cdot \log (d))$ ), initial computation (which takes time $O(n)$ ), and checking all $O\left(d^{3}\right)$ assignments - so the overall time is $O\left(n+d^{3}\right)$.

In the privacy case, similarly to the case of narrow intervals, we have $O\left(d^{2}\right)$ zones, so we also need time $O\left(n+d^{2}\right)$.

### 4.4. Population Moments

For population moments $\frac{1}{n} \cdot \sum_{i=1}^{n} x_{i}^{q}$, known interval bounds on $x^{q}$ leads to exact range.

### 4.5. Central Moments of Even Order

Definition. A population central moment is defined as
$M_{q}=\frac{1}{n} \cdot \sum_{i=1}^{n}\left(x_{i}-E\right)^{q}$.
Computing $\underline{M}_{q}$. For even $q$, we have $\frac{\partial M_{q}}{\partial x_{i}}=\frac{q}{n} \cdot\left(x_{i}-E\right)^{q-1}-q \cdot M_{q-1}$, so $\frac{\partial M_{q}}{\partial x_{i}} \geq 0 \leftrightarrow x_{i} \geq \lambda \stackrel{\text { def }}{=} E+\left(q \cdot M_{q-1}\right)^{1 /(q-1)}$.

Thus, once we know where $\lambda$ is located w.r.t. the endpoints, we can find all $x_{i}$ - and find $\lambda$ from the condition that this value $\lambda$ is equal to the values $E+\left(q \cdot M_{q-1}\right)^{1 /(q-1)}$ computed based on the resulting sample.

The value $M_{q-1}$ can be computed based on the corresponding population moments up to order $q-1$. Once we know the moments for one zone, we recomputing the moment for the next zone requires constant time.

Thus, to find $\underline{M}_{q}$, we must sort the endpoints (which takes time $O(n \cdot \log (n)))$, compute the original values of the moments (time $O(n)$ ), and then compute the moments for all zones (time $O(n))$ ) - overall time is $O(n \cdot \log (n))$.

Computing $\bar{M}_{q}$ for narrow and slightly wider intervals. In this case, a similar analysis of partial derivatives leads to an $O(n \cdot \log (n))$ algorithm.

Computing $\bar{M}_{q}$ the subset property case: idea. In this case, similarly to the variance, we can prove that the maximum is always attained at one of the vectors $x=\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{n}\right)$.

The following proof works not only for $M_{q}$, but also for a generalized central moment $M_{\psi} \stackrel{\text { def }}{=} \frac{1}{n} \cdot \sum_{i=1}^{n} \psi\left(x_{i}-E\right)$, where $E=\frac{1}{n} \cdot \sum_{i=1}^{n} x_{i}$ and $\psi(x) \geq 0$ is an (arbitrary) convex function for which $\psi(0)=0$ and $\psi^{\prime \prime}(x)>0$ for all $x \neq 0$.

Let us first show that the maximum cannot be attained inside an interval $\left[\underline{x}_{i}, \bar{x}_{i}\right]$.

Indeed, in this case, at the maximizing point, the first derivative

$$
\frac{\partial M_{\psi}}{\partial x_{i}}=\frac{1}{n} \cdot \psi^{\prime}\left(x_{i}-E\right)-\frac{1}{n^{2}} \cdot \sum_{j=1}^{n} \psi^{\prime}\left(x_{j}-E\right)
$$

should be equal to 0 , and the second derivative

$$
\frac{\partial^{2} M_{\psi}}{\partial x_{i}^{2}}=\frac{1}{n} \cdot \psi^{\prime \prime}\left(x_{i}-E\right) \cdot\left(1-\frac{2}{n}\right)+\frac{1}{n^{3}} \cdot \sum_{j=1}^{n} \psi^{\prime \prime}\left(x_{j}-E\right)
$$

is non-positive. Since the function $\psi(x)$ is convex, we have $\psi^{\prime \prime}(x) \geq 0$, so this second derivative is a sum of non-negative terms, and the only case when it is non-negative is when all these terms are 0 s, i.e., when $x_{j}=E$ for all $j$. In this case, $M_{\psi}=0$ which, for non-degenerate intervals, is clearly not the largest possible value of $M_{\psi}$.

So, for every $i$, the maximum of $M_{\psi}$ is attained either when $x_{i}=\underline{x}_{i}$ or when $x_{i}=\bar{x}_{i}$.

Similarly to the proof for the variance, we will now prove that the maximum is always attained for one of the vectors $\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{n}\right)$.

To prove this, we need to show that if $x_{i}=\bar{x}_{i}$ and $x_{j}=\underline{x}_{j}$ for some $i<j$ (and $\underline{x}_{i} \leq \underline{x}_{j}$ ), then the change described in that proof, while keeping the average $E$ intact, increases the value of $M_{\psi}$. Without losing generality, we can consider the case $\Delta_{i} \leq \Delta_{j}$. In this case, the fact that $M_{\psi}$ increase after the above-described change is equivalent to: $\psi\left(\underline{x}_{i}+2 \Delta_{i}-E\right)+\psi\left(\underline{x}_{j}-E\right) \leq \psi\left(\underline{x}_{i}-E\right)+\psi\left(\underline{x}_{j}+2 \Delta_{i}-E\right)$, i.e., that $\psi\left(\underline{x}_{i}+2 \Delta_{i}-E\right)-\psi\left(\underline{x}_{i}-E\right) \leq \psi\left(\underline{x}_{j}+2 \Delta_{j}-E\right)-\psi\left(\underline{x}_{j}-E\right)$. Since $\underline{x}_{i} \leq \underline{x}_{j}$ and $\underline{x}_{i}-E \leq \underline{x}_{j}-E$, this can be proven if we show that for every $\Delta>0$ (and, in particular, for $\Delta=2 \Delta_{i}$ ), the function $\psi(x+\Delta)-\psi(x)$ is increasing. Indeed, the derivative of this function is equal to $\psi^{\prime}(x+\Delta)-\psi^{\prime}(x)$, and since $\psi^{\prime \prime}(x) \geq 0$, we do have $\psi^{\prime}(x+\Delta) \geq$ $\psi^{\prime}(x)$.

Computing $\bar{M}_{q}$ the subset property case: algorithm. In view of the above result, to find $\bar{M}_{\psi}$, it is sufficient to check all $n$ vectors of the type $\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{n}\right)$, which, as we have shown, requires $O(n$. $\log (n))$ steps. For $m$ MIs, we similarly need $O\left(n^{m}\right)$ steps.

Case when only $d<n$ intervals are non-degenerate. If only $d$ out of $n$ intervals are non-degenerate, then we need $O\left(n+2^{d}\right)$ time instead of $O\left(2^{n}\right)$, and $O(n+d \cdot \log (d))$ instead of $O(n \cdot \log (n))$.

### 4.6. Central Moments of Odd Order

For odd $q$, the formula for the derivative has the same form $\frac{\partial M_{q}}{\partial x_{i}}=$ $\frac{q}{n} \cdot\left(x_{i}-E\right)^{q-1}-q \cdot M_{q-1}$, but due to the fact $q$ is odd, it leads to a more complex description of the condition $\frac{\partial M_{q}}{\partial x_{i}} \geq 0$ : it is equivalent to $x_{i} \geq \lambda^{+}$or $x_{i} \leq \lambda^{-}$, where $\lambda^{ \pm} \stackrel{\text { def }}{=} E \pm\left(q \cdot M_{q-1}\right)^{1 /(q-1)}$.

Thus, to find all the values $x_{i}$, instead of knowing a single zone where $\lambda$ lies, we now need to know two zones: a zone containing $\lambda^{-}$ and a zone containing $\lambda^{+}$. There are $O\left(n^{2}\right)$ such pairs of zones, and each needs to be tried. So, for odd $q$, if $\leq K$ intervals do not intersect, we can compute both $\underline{M}_{q}$ and $\bar{M}_{q}$ in time $O\left(n^{2}\right)$.

If only $d$ out of $n$ intervals are non-degenerate, then we need $O(n+$ $2^{d}$ ) time instead of $O\left(2^{n}\right)$, and $O\left(n+d^{2}\right)$ instead of $O\left(n^{2}\right)$.

### 4.7. Confidence Intervals and Outliers

What we are going to compute. Traditionally, in statistics, we fix a value $k_{0}$ (e.g., 2 or 3 ) and claim that every value $x$ outside the $k_{0}-$ sigma interval $[L, U]$, where $L \stackrel{\text { def }}{=} E-k_{0} \cdot \sigma, U \stackrel{\text { def }}{=} E+k_{0} \cdot \sigma$ (and $\sigma \stackrel{\text { def }}{=} \sqrt{V})$, is an outlier.

Thus, to detect outliers based on interval data, we must know the ranges of $L$ and $U$.

The values $L$ and $U$ can also be viewed as bound for the confidence intervals, so by checking outliers, we thus estimate the confidence interval as well.

Comment. Previously, we have mainly considered descriptive statistics - statistics used to describe the sample.
$L$ and $U$ are examples of inferential statistics - statistics that are used to make conclusions about the data (in this case, whether a given data point is an outlier).

Why cannot we simply combine the intervals for $E$ and $\sigma=\sqrt{V}$. In principle, we can use the general ideas of interval computations to combine these intervals and conclude, e.g., that $U$ always belongs to the interval $\mathbf{E}+k_{0} \cdot[\underline{\sigma}, \bar{\sigma}]$. However, as often happens in interval computations, the resulting interval for $U$ is wider than the actual range - wider because the values $E$ and $\sigma$ are computed based on the same inputs $x_{1}, \ldots, x_{n}$ and cannot, therefore, change independently.

As an example that we may lose precision by combining intervals for $E$ and $\sigma$, let us consider the case when $\mathbf{x}_{1}=\mathbf{x}_{2}=[0,1]$ and $k_{0}=2$. In this case, the range $\mathbf{E}$ of $E=\left(x_{1}+x_{2}\right) / 2$ is equal to $[0,1]$, where the largest value 1 is attained only if $x_{1}=x_{2}=1$. For the variance, we have $V=\left(\left(x_{1}-E\right)^{2}+\left(x_{2}-E\right)^{2}\right) / 2=\left(x_{1}-x_{2}\right)^{2} / 4$; so, the range $\mathbf{V}$ of $V$ is $[0,0.25]$ and, correspondingly, the range for $\sigma=\sqrt{V}$ is $[0,0.5]$. The largest value $\sigma=0.5$ is only attained in two cases: when $x_{1}=0$ and $x_{2}=1$, and when $x_{1}=1$ and $x_{2}=0$. When we simply combine the intervals, we conclude that $U \in[0,1]+2 \cdot[0,0.5]=[0,2]$. However, it is easy to see that $U$ cannot be equal to 2 :

- The only way for $U$ to be equal to 2 is when both $E$ and $\sigma$ attain their largest values: $E=1$ and $\sigma=0.5$.
- However, the only pair on which the mean $E$ attains its largest value 1 is $x_{1}=x_{2}=1$, and for this pair, $\sigma=0$.

So, in this case, the actual range of $U$ is narrower than the result $[0,2]$ of combining intervals for $E$ and $\sigma$.

Computing $\underline{U}$ and $\bar{L}$ : general case. There is a feasible algorithm for computing $\underline{U}$ and $\bar{L}$; see, e.g., $[23,24,26]$.

The idea of such an algorithm is similar to the idea of an algorithm for computing $\underline{V}$. It comes from the fact that the minimum of a differentiable function of $x_{i}$ on an interval $\left[\underline{x}_{i}, \bar{x}_{i}\right]$ is attained either inside this interval or at one of the endpoints. If the minimum is attained inside, the derivative $\frac{\partial U}{\partial x_{i}}$ is equal to 0 ; if it is attained at $x_{i}=\underline{x}_{i}$, then $\frac{\partial U}{\partial x_{i}} \geq 0$; finally, if it is attained at $x_{i}=\bar{x}_{i}$, then $\frac{\partial U}{\partial x_{i}} \leq 0$. For our function, $\frac{\partial U}{\partial x_{i}}=\frac{1}{n}+k_{0} \cdot \frac{x_{i}-E}{\sigma \cdot n}$; thus, $\frac{\partial U}{\partial x_{i}}=0$ if and only if $x_{i}=\lambda \stackrel{\text { def }}{=} E-\alpha \cdot \sigma$; similarly, the non-positiveness and non-negativeness of the derivative can be described by comparing $x_{i}$ with $\lambda$. So, either $x_{i} \in\left(\underline{x}_{i}, \bar{x}_{i}\right)$ and $x_{i}=\lambda$, or $x_{i}=\underline{x}_{i}$ and $x_{i}=\underline{x}_{i} \geq \lambda$, or $x_{i}=\bar{x}_{i}$ and $x_{i}=\bar{x}_{i} \leq \lambda$.

Hence, if we know how the value $\lambda$ is located with respect to all the intervals $\left[\underline{x}_{i}, \bar{x}_{i}\right]$, we can find the optimal values of $x_{i}$ : if $\bar{x}_{i} \leq \lambda$,
then minimum cannot be attained inside or at the lower endpoint, so it is attained when $x_{i}=\bar{x}_{i}$; if $\lambda \leq \underline{x}_{i}$, then, similarly, the minimum is attained when $x_{i}=\underline{x}_{i}$; if $\underline{x}_{i}<\lambda<\bar{x}_{i}$, then the minimum is attained when $x_{i}=\lambda$. So, to find the minimum, we will analyze how the endpoints $\underline{x}_{i}$ and $\bar{x}_{i}$ divide the real line, and consider all the resulting zones.

Let the corresponding zone $\left[x_{(k)}, x_{(k+1)}\right]$ be fixed. For the $i$ 's for which $\lambda \notin\left(\underline{x}_{i}, \bar{x}_{i}\right)$, the values $x_{i}$ that correspond to the minimal sample variance are uniquely determined by the above formulas.

For the $i$ 's for which $\lambda \in\left(\underline{x}_{i}, \bar{x}_{i}\right)$, the selected value $x_{i}$ should be equal to the same value $\lambda$. To determine this $\lambda$, we will use the fact that, by definition, $\lambda=E-\alpha \cdot \sigma$, where $E$ and $\sigma$ are computed by using the same value of $\lambda$. This equation is equivalent to $E-\lambda \geq 0$ and $\alpha^{2} \cdot \sigma^{2}=(\lambda-E)^{2}$. Substituting the above values of $x_{i}$ into the formula for the mean $E$ and for the standard deviation $\sigma$, we get the quadratic equation for $\lambda$. So, for each zone, we can uniquely determine the values $x_{i}$ that may correspond to a minimum of $U$.

For the actual minimum, the value $\lambda$ is inside one of these zone, so the smallest of the values $U_{k}$ is indeed the desired minimum.

The resulting algorithms $\underline{\mathcal{A}}_{U}$ for computing $\underline{U}$ and $\overline{\mathcal{A}}_{L}$ for computing $\bar{L}$ are as follows [24]. First, we sort all $2 n$ values $\underline{x}_{i}, \bar{x}_{i}$ into a sequence $x_{(1)} \leq x_{(2)} \leq \ldots \leq x_{(2 n)}$; take $x_{(0)}=-\infty$ and $x_{(2 n+1)}=+\infty$. For each of these zones $\left[x_{(k)}, x_{(k+1)}\right], k=0,1, \ldots, 2 n$, we compute the values

$$
\begin{gathered}
e_{k} \stackrel{\text { def }}{=} \sum_{i: \underline{x}_{i} \geq x_{(k+1)}} \underline{x}_{i}+\sum_{j: \bar{x}_{j} \leq x_{(k)}} \bar{x}_{j}, \\
m_{k} \stackrel{\text { def }}{=} \sum_{i: \underline{x}_{i} \geq x_{(k+1)}}\left(\underline{x}_{i}\right)^{2}+\sum_{j: \bar{x}_{j} \leq x_{(k)}}\left(\bar{x}_{j}\right)^{2},
\end{gathered}
$$

and $n_{k}=$ the total number of such $i$ 's and $j$ 's. Then, we solve the quadratic equation $A_{k}-B_{k} \cdot \lambda+C_{k} \cdot \lambda^{2}=0$, where

$$
\begin{gathered}
A_{k} \stackrel{\text { def }}{=} e_{k}^{2} \cdot\left(1+\alpha^{2}\right)-\alpha^{2} \cdot m_{k} \cdot n ; \quad \alpha \stackrel{\text { def }}{=} 1 / k_{0} \\
B_{k} \stackrel{\text { def }}{=} 2 \cdot e_{k} \cdot\left(\left(1+\alpha^{2}\right) \cdot n_{k}-\alpha^{2} \cdot n\right) \\
C_{k} \stackrel{\text { def }}{=} n_{k} \cdot\left(\left(1+\alpha^{2}\right) \cdot n_{k}-\alpha^{2} \cdot n\right)
\end{gathered}
$$

For computing $\underline{U}$, we select only those solutions for which $\lambda \cdot n_{k} \leq e_{k}$ and $\lambda \in\left[x_{(k)}, x_{(k+1)}\right]$; for computing $\bar{L}$, we select only those solutions for which $\lambda \cdot n_{k} \geq e_{k}$ and $\lambda \in\left[x_{(k)}, x_{(k+1)}\right]$. For each selected solution, we compute the values of

$$
E_{k}=\frac{e_{k}}{n}+\frac{n-n_{k}}{n} \cdot \lambda, \quad M_{k}=\frac{m_{k}}{n}+\frac{n-n_{k}}{n} \cdot \lambda^{2}
$$

$$
U_{k}=E_{k}+k_{0} \cdot \sqrt{M_{k}-\left(E_{k}\right)^{2}} \text { or } L_{k}=E_{k}-k_{0} \cdot \sqrt{M_{k}-\left(E_{k}\right)^{2}}
$$

Finally, if we are computing $\underline{U}$, we return the smallest of the values $U_{k}$; if we are computing $\bar{L}$, we return the smallest of the values $L_{k}$.

In these algorithms, sorting requires $O(n \cdot \log (n))$ steps (see, e.g., [6]). The initial computation of all the quantities requires linear time, and for each zone, we need a constant time to update all the quantities, compute $\lambda$, and then compute the corresponding value $U$. Thus, the algorithm requires $O(n \cdot \log (n))$ time.

Computing $\bar{U}$ and $\underline{L}$ : general case. It is known that in general, computing $\bar{U}$ and $\underline{L}$ is NP-hard [23, 24, 26].

If $1+\left(1 / k_{0}\right)^{2} \leq n$ (which is true, e.g., if $k_{0}>1$ and $n \geq 2$ ), then the corresponding maximum and minimum are always attained at the endpoints of the intervals $\left[\underline{x}_{i}, \bar{x}_{i}\right]$; so, to compute $\bar{U}$ and $\underline{L}$, it is sufficient to consider all $2^{n}$ combinations of such endpoints.

Computing $\bar{U}$ and $\underline{L}$ : cases of narrow intervals and slightly wider intervals. For computing $\bar{U}$ and $\underline{L}$, a feasible algorithm is possible not only when the original intervals $\left[\widetilde{x}_{i}-\Delta_{i}, \widetilde{x}_{i}+\Delta_{i}\right]$ do not intersect, but also in a more general case when $1 / n+1 / k_{0}^{2}<1$ and the "narrowed" intervals $\left[\widetilde{x}_{i}-\frac{1+\alpha^{2}}{n} \cdot \Delta_{i}, \widetilde{x}_{i}+\frac{1+\alpha^{2}}{n} \cdot \Delta_{i}\right]$ do not intersect - where $\alpha=1 / k_{0}$ and $\Delta_{i} \stackrel{\text { def }}{=}\left(\bar{x}_{i}-\underline{x}_{i}\right) / 2$ is the interval's half-width.

In fact, a feasible algorithm is even possible in the case when for some integer $K<n$, no sub-collection of greater than $K$ narrowed intervals of $\mathbf{x}_{i}$ has a common intersection [24].

The algorithms presented in [24] require quadratic time, but we can use the arguments like in the above description of $\bar{V}$ (see also [50]) and perform both algorithms in time $O(n \cdot \log (n))$.

Computing $\bar{U}$ and $\underline{L}$ : subset property case. For the subset property case, similarly to variance, we can prove that the maximum of $U$ and the minimum of $L$ are attained at one of the vectors $\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{n}\right)$; actually, practically the same proof works, because increasing $V$ without changing $E$ increases $U=E+k_{0} \cdot \sqrt{V}$ as well.

Thus, in this case, first, we sort the intervals $\left[\underline{x}_{i}, \bar{x}_{i}\right]$ in lexicographic order; then, for $k=0,1, \ldots, n$, we compute the values $V=M-E^{2}$ and $L$ and $U$ for the corresponding vectors $x^{(k)}=\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{n}\right)$. When we go from a vector $x^{(k)}$ to the vector $x^{(k+1)}$, only one term changes in the vector $x$, so only one terms changes in each of the sums $E$ and $M$.

Sorting takes $O(n \cdot \log (n))$ time. Computing the initial values of $E$ and $M$ requires linear time $O(n)$. For each $k$, computing the new values of $E$ and $M$ requires a constant number of steps, so overall, computing all $n$ values of $E, M$ (and hence $V$ ) requires linear time.

Thus, the overall time of this algorithm is $O(n \cdot \log (n))$.

Computing $\bar{U}$ and $\underline{L}$ : case of several MIs. In this case, similar to computing $\bar{V}$, we can perform all the computations in time $O\left(n^{m}\right)$.

Case when only some intervals $d<n$ are non-degenerate. In this case, we only need to sort the endpoints of non-degenerate intervals, and, correspondingly, only consider $2 d$ zones. Thus, here, the computational complexity is the same as for the case of computing $\bar{V}$ (see table below).

### 4.8. Degree of Outlier-Ness

What is the degree of outlier-ness. For every $x$, we can also determine the "degree of outlier-ness" $r$ as the smallest $k_{0}$ for which $x$ is no longer inside the interval $\left[E-k_{0} \cdot \sigma, E+k_{0} \cdot \sigma\right]$, i.e., as $|x-E| / \sigma$.

This ratio is another example of inferential statistic actively used in statistics.

Simplification of the problem. First, it turns out that the value of $r$ does not change if, instead of the original variables $x_{i}$ with values from intervals $\mathbf{x}_{i}$, we consider new variables $x_{i}^{\prime} \stackrel{\text { def }}{=} x_{i}-x$ and a new value $x^{\prime}=0$. Indeed, in this case, $E^{\prime}=E-x$ hence $E^{\prime}-x^{\prime}=E-x$, and the standard deviation $\sigma$ does not change if we simply shift all the values $x_{i}$. Thus, without losing generality, we can assume that $x=0$, and we are therefore interested in the ratio $|E| / \sigma$.

Second, the lower bound of the ratio $r$ is attained when the reverse ratio $1 / r=\sigma /|E|$ is the largest, and vice versa. Thus, to find the interval of possible values for $|E| / \sigma$, it is necessary and sufficient to find the interval of possible values of $\sigma /|E|$. Computing this interval is, in its turn, equivalent to computing the interval for the square $V / E^{2}$ of the reverse ratio $1 / r$.

Finally, since $V=M-E^{2}$, where $M \stackrel{\text { def }}{=} \frac{x_{1}^{2}+\ldots+x_{n}^{2}}{n}$ is the second moment, we have $V / E^{2}=M / E^{2}-1$, so computing the sharp bounds for $V / E^{2}$ is equivalent to computing the sharp bounds for the ratio $R \stackrel{\text { def }}{=} M / E^{2}$.

Computing $\underline{R}$. For every $i$, the location of the minimum on the interval [ $\left.\underline{x}_{i}, \bar{x}_{i}\right]$ depends on the values of the derivative

$$
\frac{\partial R}{\partial x_{i}}=\frac{2}{n \cdot E^{2}} \cdot\left(x_{i}-\frac{M}{E}\right)
$$

Thus, once we know where $\lambda \stackrel{\text { def }}{=} M / E$ is located in comparison with the endpoints, we can uniquely determine all the values $x_{i}$ - and the value $\lambda$ can be determined from the condition that the ratio $M / E$ is exactly equal to $\lambda$.

Thus, we arrive at the algorithm presented in [24]. Similar to $\underline{V}$, sorting requires time $O(n \cdot \log (n))$; computing the initial values of the corresponding sums requires $O(n)$ steps; finally, updating each of these values requires a constant number of steps, so the overall time is linear. Thus, we can compute $\underline{R}$ in $O(n \cdot \log (n))$ steps.

Computing $\bar{R}$ : general case. In principle, we can have $\bar{R}=+\infty-$ e.g., if $0 \in[\underline{E}, \bar{E}]$. If $0 \notin[\underline{E}, \bar{E}]-$ e.g., if $\underline{E}>0$ - then we can guarantee that $\bar{R}<+\infty$. In this case, we can bound $\bar{R}$ by the ratio $\bar{M} / \underline{E}^{2}$.

When $\bar{R}<n$, the maximum $\bar{R}$ is always attained at the endpoints [24], so we can compute $\bar{R}$ by testing all $2^{n}$ combinations of $\underline{x}_{i}$ and $\bar{x}_{i}$.

Computing $\bar{R}$ : cases of narrow intervals and slightly wider intervals. For computing $\bar{U}$ and $\underline{R}$, a feasible algorithm is possible not only when the original intervals $\left[\widetilde{x}_{i}-\Delta_{i}, \widetilde{x}_{i}+\Delta_{i}\right]$ do not intersect, but also in a more general case when $\bar{R}<n$ and the "narrowed" intervals $\left[x_{i}^{-}, x_{i}^{+}\right.$] do not intersect, where $x_{i}^{-} \stackrel{\text { def }}{=} \frac{\widetilde{x}_{i}}{1+\frac{\Delta_{i}}{\underline{E} \cdot n}}$ and $x_{i}^{+} \stackrel{\text { def }}{=} \frac{\widetilde{x}_{i}}{1-\frac{\Delta_{i}}{\underline{E} \cdot n}}$. In fact, a feasible algorithm is even possible in the case when for some integer $K<n$, no sub-collection of greater than $K$ narrowed intervals of $\mathbf{x}_{i}$ has a common intersection [24].

So, first, we sort all $2 n$ values $\underline{x}_{i}, \bar{x}_{i}$ into a sequence $x_{(1)} \leq x_{(2)} \leq$ $\ldots \leq x_{(2 n)}$, take $x_{(0)}=-\infty$ and $x_{(2 n+1)}=+\infty$, and thus divide the real line into $2 n+1$ zones $\left(x_{(0)}, x_{(1)}\right],\left[x_{(1)}, x_{(2)}\right], \ldots,\left[x_{(2 n-1)}, x_{(2 n)}\right]$, $\left[x_{(2 n)}, x_{(2 n+1)}\right)$. For each of these zones $\left[x_{(k)}, x_{(k+1)}\right], k=0,1, \ldots, 2 n$, and for each variable $x_{i}$, we take:

- $x_{i}=\underline{x}_{i}$ if $x_{i}^{+} \leq x_{(k)}$;
- $x_{i}=\bar{x}_{i}$ if $x_{i}^{-} \geq x_{(k+1)} ;$
- both values $x_{i}=\underline{x}_{i}$ and $x_{i}=\bar{x}_{i}$ otherwise.

For each of the resulting tuples $\left(x_{1}, \ldots, x_{n}\right)$, we compute $E, M$, and $\lambda=M / E$, and check if $\lambda$ is within the zone; if it is, we compute $R_{k}=M / E^{2}$.

The largest of these computed values $R_{k}$ is the desired upper endpoint $\bar{R}$.

This algorithm, if implemented along the lines of our algorithm for $\bar{V}$, can perform in time $O(n \cdot \log (n))$.

Computing $\bar{R}$ : cases of the subset property and of several MIs. For the subset property case, similarly to computing $\bar{V}$, we can prove that the maximum is attained on one of the vectors $x=$ $\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{n}\right)$. Thus, in this case, we can compute $\bar{R}$ in $O(n \cdot \log (n))$ steps.

Similarly, for the case of $m$ MIs, we can compute $\bar{R}$ in time $O\left(n^{m}\right)$.

Computing $\bar{R}$ : other cases. Other cases are handled similarly to the case of computing bound for $L$ and $U$, so we have similar complexity estimates.

Comment. We have described interval versions of several statistics of the type $C=f(M, E)$ : namely, $V=M-E^{2}, L=E-k_{0} \cdot \sqrt{V}$, $U=E+k_{0} \cdot \sqrt{V}$, and $R=M / E^{2}$. In all these cases, $f$ is an increasing function of $M$, hence $\frac{\partial f}{\partial x_{i}}=\frac{\partial f}{\partial M} \cdot \frac{2 x_{i}}{n}+\frac{\partial f}{\partial E} \cdot \frac{1}{n}$ has the same sign as $x_{i}-\lambda$ for some constant $\lambda \stackrel{\text { def }}{=}-\frac{1}{2} \cdot\left(\frac{\partial f}{\partial E} / \frac{\partial f}{\partial M}\right)$. Thus, for other statistics of the type $f(M, E)$, it may be possible to repeat arguments similar to the ones given for $V, L, U$, and $R$, and derive similar algorithms and similar computational complexity results.

### 4.9. Summary

The above results are summarized in the following table. In this table, the first row corresponds to a general case, other rows correspond to different classes of problems:

| class number | class description |
| :---: | :---: |
| 0 | general case |
| 1 | narrow intervals: no intersection |
| 2 | slightly wider intervals <br> $\leq K$ intervals intersect |
| 3 | subset property - <br> no interval is a "proper" subset of the other <br> e.g., single measuring instrument (MI) |
| 4 | same accuracy measurements: <br> all intervals have the same half-width |
| 5 | several ( $m$ ) measuring instruments: <br> intervals form $m$ groups, <br> with subset property in each group |
| 6 | privacy case: <br> intervals same or non-intersecting |
| 7 | non-detects case: <br> only non-degenerate intervals are [0, $\left.D L_{i}\right]$ |


| $\#$ | $E$ | $\mid V, L, U, R, M_{2 p}$ | $C_{x y}$ | $M_{2 p+1}$ |
| :--- | :--- | :--- | :--- | :--- |


| $0 \\| O(n)$ | NP-hard | NP-hard | ? |
| :---: | :---: | :---: | :---: |
| $1 \\| O(n)$ | $O(n \cdot \log (n))$ | $O\left(n^{2}\right)$ | $O\left(n^{2}\right)$ |
| $2 \\| O(n)$ | $O(n \cdot \log (n))$ | $O\left(n^{2}\right)$ | $O\left(n^{2}\right)$ |
| $3 \\| O(n)$ | $O(n \cdot \log (n))$ | ? | ? |
| $4 \\| O(n)$ | $O(n \cdot \log (n))$ | $O\left(n^{3}\right)$ | ? |
| $5 \\| O(n)$ | $O\left(n^{m}\right)$ | ? | ? |
| $6 \\| O(n)$ | $O(n \cdot \log (n))$ | $O\left(n^{2}\right)$ | ? |
| $7 \\| O(n)$ | $O(n \cdot \log (n))$ | ? | ? |

The case when only $d$ out of $n$ data points are intervals is summarized in the following table:

| \# \|| E | $V, L, U, R, M_{2 p}$ | $C_{x y}$ | $M_{2 p+1}$ |
| :---: | :---: | :---: | :---: |
| $0 \\| O(n)$ | NP-hard | NP-hard | ? |
| $1 \\| O(n)$ | $O(n+d \cdot \log (d))$ | $O\left(n+d^{2}\right)$ | $O\left(n+d^{2}\right)$ |
| $2 \\| O(n)$ | $O(n+d \cdot \log (d))$ | $O\left(n+d^{2}\right)$ | $O\left(n+d^{2}\right)$ |
| $3 \\| O(n)$ | $O(n+d \cdot \log (d))$ | ? | ? |
| $4 \\| O(n)$ | $O(n+d \cdot \log (d))$ | $O\left(n+d^{3}\right)$ | ? |
| $5 \\| O(n)$ | $O\left(n+d^{m}\right)$ | ? | ? |
| $6 \\| O(n)$ | $O(n+d \cdot \log (d))$ | $O\left(n+d^{2}\right)$ | ? |
| $7 \\| O(n)$ | $O(n+d \cdot \log (d))$ | ? | ? |

### 4.10. Other Statistical Characteristics

Weighted mean and weighted average. In the above text, we considered the case when we only know the upper bound $\Delta_{i}$ on the overall measurement error. In some real-life situations (see, e.g., [39]), we know the standard deviation $\sigma_{i}$ of the random error component and the bound $\Delta_{i}$ on the absolute value of the systematic error component. If we had no systematic errors, then we would able to estimate the mean $E$ by solving the corresponding Least Squares problem $\sum \sigma_{i}^{-2} \cdot\left(x_{i}-E\right)^{2} \rightarrow$ $\min _{E}$, i.e., as $E_{w}=\sum_{i=1}^{n} p_{i} \cdot x_{i}$, where $p_{i} \stackrel{\text { def }}{=} \frac{\sigma_{i}^{-2}}{\sum_{j}^{n} \sigma_{j}^{-2}}$. In this case, the

$$
\sum_{j=1}^{n} \sigma_{j}^{-2}
$$

variance can be estimated as $V_{w}=\sum_{i=1}^{n} p_{i} \cdot\left(x_{i}-E_{w}\right)^{2}=\sum_{i=1}^{n} p_{i} \cdot x_{i}^{2}-E_{w}^{2}$. Due to the presence of systematic errors, the true values $x_{i}$ may be anywhere within the intervals $\left[\underline{x}_{i}, \bar{x}_{i}\right] \stackrel{\text { def }}{=}\left[\widetilde{x}_{i}-\Delta_{i}, \widetilde{x}_{i}+\Delta_{i}\right]$. Thus, we arrive at the problem of estimating the range of the above expressions for weighted mean and weighted variance on the interval data $\left[\underline{x}_{i}, \bar{x}_{i}\right]$.

The expression for the mean is monotonic, so, similar to the average, we substitute the values $\underline{x}_{i}$ to get $\underline{E}_{w}$ and the values $\bar{x}_{i}$ to get $\bar{E}_{w}$.

For the weighted variance, the derivative is equal to $2 p_{i} \cdot\left(x_{i}-E_{w}\right)$, and the second derivative is always $\geq 0$, so, similarly to the above proof for the non-weighted variance, we conclude that the minimum is always attained at a vector $\left(\bar{x}_{1}, \ldots, \bar{x}_{k}, E_{w}, \ldots, E_{w}, \underline{x}_{k+l}, \ldots, \bar{x}_{n}\right)$. So, by considering $2 n+2$ zones, we can find $\underline{V}_{w}$ in time $O(n \cdot \log (n))$.

For $\bar{V}_{w}$, we can prove that the maximum is always attained at values $x_{i}=\underline{x}_{i}$ or $x_{i}=\bar{x}_{i}$, so we can always find it in time $O\left(2^{n}\right)$. If no more than $K$ intervals intersect, then, similarly to the non-weighted variance, we can compute $\bar{V}_{w}$ in time $O(n \cdot \log (n))$.

Robust estimates for the mean. Arithmetic average is vulnerable to outliers: if one of the values is accidentally mis-read as $10^{6}$ times larger than the others, the average is ruined. Several techniques have been proposed to make estimates robust; see, e.g., [16]. The best known estimate of this type is the median; there are also more general $L$ estimates of the type $\sum_{i=1}^{n} w_{i} \cdot x_{(i)}$, where $w_{1} \geq 0, \ldots, w_{n} \geq 0$ are given constants, and $x_{(i)}$ is the $i$-th value in the ordering of $x_{1}, \ldots, x_{n}$ in increasing order. Other techniques include $M$-estimates, i.e., estimates $a$ for which $\sum_{i=1}^{n} \psi\left(\left|x_{i}-a\right|\right) \rightarrow \max _{a}$ for some non-decreasing function $\psi(x)$.

Each of these statistics $C$ is a (non-strictly) increasing function of each of the variables $x_{i}$. Thus, similarly to the average, $\mathbf{C}=$ $\left[C\left(\underline{x}_{1}, \ldots, \underline{x}_{n}\right), C\left(\bar{x}_{1}, \ldots, \bar{x}_{n}\right)\right]$.

Robust estimates for the generalized central moments. When we discussed central moments, we considered generalized central moments $M_{\psi}=\frac{1}{n} \cdot \sum_{i=1}^{n} \psi\left(x_{i}-E\right)$ for an appropriate convex function $\psi(x)$. In that description, we assumed that $E$ is the usual average.

It is also possible to consider the case when $E$ is not the average, but the value for which $\sum_{i=1}^{n} \psi\left(x_{i}-E\right) \rightarrow \min _{E}$. In this case, the robust estimate for the generalized central moment takes the form

$$
M_{\psi}^{\mathrm{rob}}=\min _{E}\left(\frac{1}{n} \cdot \sum_{i=1}^{n} \psi\left(x_{i}-E\right)\right)
$$

Since the function $\psi(x)$ is convex, the expression $\sum_{i=1}^{n} \psi\left(x_{i}-E\right)$ is also convex, so it only attains its maximum at the vertices of the convex box $\mathbf{x}_{1} \times \ldots \times \mathbf{x}_{b}$, i.e., when for every $i$, either $x_{i}=\underline{x}_{i}$ or $x_{i}=\bar{x}_{i}$. For the subset property case, the same proof as for the average $E$ enables us to
conclude that the maximum of the new generalized central moment is also always attained at one of $n$ vectors $\left(\underline{x}_{1}, \ldots, \underline{x}_{k}, \bar{x}_{k+1}, \ldots, \bar{x}_{n}\right)$, and thus, that this maximum can be computed in time $O\left(n^{2}\right)$. For $m$ MIs, we need time $O\left(n^{m+1}\right)$.

Correlation. For correlation, we only know that in general, the problem of computing the exact range is NP-hard [9].

### 4.11. From the 1-D Ranges of $E$ and $V$ to the 2-D Range of $(E, V)$

Formulation of the Problem In the above text, we have described how, given the interval data $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$, we can compute the exact range $\mathbf{E}$ of the population mean $E$ and the exact range $\mathbf{V}$ of the population variance $V$. The fact that the range is exact means the following:

- first, that for every $x_{1} \in \mathbf{x}_{1}, \ldots, x_{n} \in \mathbf{x}_{n}$, the values $E$ and $V$ belong to the corresponding intervals $\mathbf{E}$ and $\mathbf{V}$;
- second, that for every value $E \in \mathbf{E}$, there exist values $x_{i} \in \mathbf{x}_{i}$ for which the population mean is equal to $E$, and that for every value $V \in \mathbf{V}$, there exist values $x_{i} \in \mathbf{x}_{i}$ for which the population variance is equal to $V$.

Based on the computed ranges $\mathbf{E}$ and $\mathbf{V}$, we can conclude that for every $x_{i} \in \mathbf{x}_{i}$, the pair ( $E, V$ ) belongs to the box $\mathbf{E} \times \mathbf{V}$. However, not all pairs $(E, V)$ from this box are possible. For example, the only way to get $E=\underline{E}$ is to use $x_{1}=\underline{x}_{1}, \ldots, x_{n}=\underline{x}_{n}$; in this case, the population variance can take only one value $V\left(\underline{x}_{1}, \ldots, \underline{x}_{n}\right)=\frac{1}{n} \cdot \sum_{i=1}^{n}\left(\underline{x}_{i}-\underline{E}\right)^{2}$.

It is therefore desirable to describe not only the ranges $\mathbf{E}$ and $\mathbf{V}$ of $E$ and $V$, but also the range of possible values of the pairs $(E, V)$. In other words, for each $E \in \mathbf{E}$, we want to know the range $\mathbf{V}(E)=$ $[\underline{V}(E), \bar{V}(E)]$ of possible values of the population variance $V$ under the condition that the population mean is equal to $E$. Let us describe how we can compute the dependence of the range $\mathbf{V}(E)$ on the given value of $E$.

Computing $\underline{V}(E)$. Let us show that we can compute the dependence $\underline{V}(E)$ in time $O(n \cdot \log (n))$. The corresponding algorithm is similar to the one that we used to compute $\underline{V}$.

Indeed, since $V=M-E^{2}$, minimizing $V$ under fixed $E$ is equivalent to minimizing $M=\frac{1}{n} \cdot \sum_{i=1}^{n} x_{i}^{2}$. Let $\left(x_{1}, \ldots, x_{n}\right)$ be a tuple that minimizes $M$.

Let us first show that if $x_{i}<\bar{x}_{i}$ and $x_{j}>\underline{x}_{j}$, then $x_{i} \geq x_{j}$. Indeed, in this case, if $\varepsilon>0$ is sufficiently small, we can replace $x_{i}$ with $x_{i}+\varepsilon$, and $x_{j}$ with $x_{j}-\varepsilon$. After this replacement, the population average $E$ does not change, and $M$ is replaced with $M+\frac{2}{n} \cdot\left(x_{i}-x_{j}\right) \cdot \varepsilon+O\left(\varepsilon^{2}\right)$. Since $M$ was at its minimum, the change in $M$ cannot be negative, hence $x_{i}-x_{j} \geq 0$ and $x_{i} \geq x_{j}$.

From this property, we can conclude that if $x_{i}$ and $x_{j}$ are inside the corresponding intervals, i.e., $\underline{x}_{i}<x_{i}<\bar{x}_{i}$ and $\underline{x}_{j}<x_{j}<\bar{x}_{j}$, then $x_{i}=x_{j}$. Indeed, from the fact that $x_{i}<\bar{x}_{i}$ and $x_{j}>\underline{x}_{j}$, we conclude that $x_{i} \geq x_{j}$, and similarly, from the fact that if $x_{j}<\bar{x}_{j}$ and $x_{i}>\underline{x}_{i}$, we conclude that $x_{j} \geq x_{i}$; therefore, $x_{i}=x_{j}$. Thus, all internal values of $x_{i}$ coincide. Let us denote the common internal value of $x_{i}$ by $\lambda$.

Similarly, we conclude that in the minimizing tuples $x=$ $\left(x_{1}, \ldots, x_{n}\right)$, every value $x_{i}=\underline{x}_{i}$ is not smaller than every internal value $x_{i}=\lambda$, and $\lambda$ is not smaller than every value $x_{j}=\bar{x}_{j}$. Thus, if we know $\lambda$, we can uniquely determine all $n$ values $x_{i}: x_{i}=\bar{x}_{i}$ when $\bar{x}_{i} \leq \lambda$, $x_{i}=\underline{x}_{i}$ when $\lambda \leq \underline{x}_{i}$, and $x_{i}=\lambda$ when $\underline{x}_{i}<\lambda<\bar{x}_{i}$. (If no $x_{i}$ attains its internal value, then, as $\lambda$, we can take any value separating $\bar{x}_{i}$ from $\underline{x}_{j}$.) Hence, after we sort the endpoints $\underline{x}_{i}$ and $\bar{x}_{i}$ into an increasing sequence $x_{(1)} \leq x_{(2)} \leq \ldots$, then, once we know to which zone $\left[x_{(k)}, x_{(k+1)}\right]$ the value $\lambda$ belongs, we get $N_{k}$ values $x_{i}=\lambda$ and $n-N_{k}$ known values $x_{i}$. Similarly to the case of $\underline{V}$, for $\lambda \in\left[x_{(k)}, x_{(k+1)}\right]$, we thus get $E$ as a linear function of $\lambda$ and the corresponding value $\underline{M}(E)$ - and hence, $\underline{V}(E)$ - as an explicit quadratic function of $\lambda$.

We can use the expression for $E$ to describe $\lambda$ as a linear function of $E$; substituting this expression into the formula for $\underline{V}(E)$, we get the coefficients of the quadratic expression that describes the dependence of $\underline{V}(E)$ on $E$ for all $E$ from the corresponding interval $\left[E_{k}, E_{k+1}\right]$, where $E_{k} \stackrel{\text { def }}{=} \sum_{i=1}^{k} \bar{x}_{i}+\sum_{j=k+1}^{n} \underline{x}_{j}$.

Similar to the case of $\underline{V}$, sorting requires $O(n \cdot \log (n))$ steps; the initial computation of the necessary expressions $E_{k}, M_{k}^{\prime}$, and $N_{k}$ requires $O(n)$ steps, and the transition from each $k$ to the next requires a constant number of steps. Thus, overall, we can determine the piece-wise quadratic dependence of $\underline{V}(E)$ on $E$ in $O(n \cdot \log (n))$ steps.

Computing $\bar{V}(E)$ : general case. For $\bar{V}$, we can similarly conclude that in the maximizing tuple $x=\left(x_{1}, \ldots, x_{n}\right)$, all the internal values of $x_{i}$
coincide $\left(x_{i}=\lambda\right)$, all the values $x_{i}=\underline{x}_{i}$ are smaller than or equal to $\lambda$, and all the values $x_{i}=\bar{x}_{i}$ are larger than or equal to $\lambda$.

In addition, we can prove that in the maximizing sequence, there can be at most one internal value. Indeed, if we have two internal values $x_{i}=x_{j}=\lambda$, then, for sufficiently small $\varepsilon>0$, we can replace $x_{i}=\lambda$ with $x_{i}=\lambda+\varepsilon$, and $x_{j}=\lambda$ with $x_{j}=\lambda-\varepsilon$. After this replacement, the population average $E$ does not change, and $M$ is replaced by a larger value $M+\frac{2}{n} \cdot \varepsilon^{2}$. Since $M$ was at its maximum, this cannot happen, so in the maximizing tuple, there is indeed at most one internal value $x_{i}$; all the other values $x_{j}$ are equal to either $\underline{x}_{j}$ or to $\bar{x}_{j}$.

In the general case, to find $\bar{V}(E)$, we can, therefore, test all the values $i$ from 1 to $n$; for each $i$, we try all $2^{n-1}$ combinations of $\underline{x}_{j}$ and $\bar{x}_{j}$. For each such combination, $E$ is a linear function of $\lambda$ and $V$ is a quadratic function of $\lambda$. Similarly to the case of $\underline{V}(E)$, we can find the linear dependence of $\lambda$ on $E$ and hence, the quadratic dependence of $V$ on $E$. The actual dependence $\bar{V}(E)$ is thus the maximum of the corresponding $2^{n-1} \cdot n=O\left(2^{n}\right)$ quadratic dependences. So, in general, we can find the dependence of $\bar{V}(E)$ on $E$ in $O\left(2^{n}\right)$ steps.

Computing $\bar{V}(E)$ : cases of narrow and almost narrow intervals. From the above properties of the maximizing sequence $x_{i}$, it follows that $x_{i}=\underline{x}_{i}$ when $\bar{x}_{i} \leq \lambda, x_{i}=\bar{x}_{i}$ when $\lambda \leq \underline{x}_{i}$, and for the remaining case when $\underline{x}_{i}<\lambda<\bar{x}_{i}$, we can have 3 possibilities: $x_{i}=\underline{x}_{i}, x_{i}=\bar{x}_{i}$, and $x_{i}=\lambda$ (where the equality $x_{i}=\lambda$ is possible for at most one value $i$ ).

So, once we fix the zone that contains $\lambda$, we can uniquely determine the values $x_{i}$ for all the intervals $\mathbf{x}_{i}$ except for the intervals that contain this zone. In the case of almost narrow intervals, for each zone, there are at most $K$ such intervals, so we have $\leq K \cdot 2^{K}=O(1)$ possible assignments. Thus, we can describe $\bar{V}(E)$ as the maximum of $O(n)$ dependences corresponding to all these assignments.

Similarly to the case of $\bar{V}$, computing all the coefficients of all these $O(n)$ dependences requires $O(n \cdot \log (n))$ time.

Computing $\bar{V}(E)$ : subset property case. In the subset property case, we can sort the intervals $\mathbf{x}_{i}=\left[\underline{x}_{i}, \bar{x}_{i}\right]$ in lexicographic order so that both their lower endpoints $\underline{x}_{i}$ and upper endpoints $\bar{x}_{i}$ become sorted: $\underline{x}_{1} \leq \underline{x}_{2} \leq \ldots$ and $\bar{x}_{1} \leq \bar{x}_{2} \leq \ldots$

Let us first show that, for every $E$, we can choose a monotonic maximizing sequence $x_{i}$. Indeed, if we have a maximizing sequence $\left(x_{1}, \ldots, x_{n}\right)$ in which $x_{i}>x_{j}$ for some $i<j$, then we have $x_{j}<x_{i} \leq \bar{x}_{i}$ and $x_{j} \geq \underline{x}_{j} \geq \underline{x}_{i}$ hence $x_{j} \in \mathbf{x}_{i}$, and similarly, $x_{i} \in \mathbf{x}_{j}$. Thus, we can swap the values $x_{i}$ and $x_{j}$ (i.e., take $x_{i}^{\text {new }}=x_{j}$ and $x_{j}^{\text {new }}=x_{i}$ )
and get a new sequence with exactly the same values of $E, M$, and $V$. After repeating such a swap as many times as necessary, we will get a maximizing sequence that is monotonic in the sense that $x_{1} \leq x_{2} \leq$ $\ldots \leq x_{n}$.

In view of the already proven properties of maximizing sequences, and in view of the fact that the sequences $\underline{x}_{i}$ and $\bar{x}_{i}$ are also monotonic, we conclude that the maximizing sequence has the following form: $\left(\underline{x}_{1}, \ldots, \underline{x}_{k_{1}}, \lambda, \bar{x}_{k+1}, \ldots, \bar{x}_{n}\right)$.

For each zone $\lambda \in\left[x_{(k)}, x_{(k+1)}\right]$, we thus get $E$ as a linear function of $\lambda$ and the corresponding value $\underline{V}$ as an explicit quadratic function of $\lambda$. So, we can get the coefficients of the quadratic expression that describes the dependence of $\bar{V}(E)$ on $E$ for all $E$ from the corresponding interval $\left[E_{k}^{\prime}, E_{k+1}^{\prime}\right]$, where $E_{k}^{\prime} \stackrel{\text { def }}{=} \sum_{i=1}^{k} \underline{x}_{i}+\sum_{j=k+1}^{n} \bar{x}_{j}$.

Similar to the case of $\bar{V}$, we can thus determine the piece-wise quadratic dependence of $\bar{V}(E)$ on $E$ in $O(n \cdot \log (n))$ steps.

## 5. Additional Issues

On-line data processing. In the above text, we implicitly assumed that before we start computing the statistics, we have all the measurement results. In real life, we often continue measurements after we started the computations. Traditional estimates for mean and variance can be easily modified with the arrival of the new measurement result $x_{n+1}$ : $E^{\prime}=\left(n \cdot E+x_{n+1}\right) /(n+1)$ and $V^{\prime}=M^{\prime}-\left(E^{\prime}\right)^{2}$, where $M^{\prime}=(n \cdot M+$ $\left.x_{n+1}^{2}\right) /(n+1)$ and $M=V+E^{2}$. For the interval mean, we can have a similar adjustment. However, for other statistics, the above algorithms for processing interval data require that we start computation from scratch. Is it possible to modify these algorithms to adjust them to online data processing? The only statistic for which such an adjustment is known is the variance, for which an algorithm proposed in [25, 49] requires only $O(n)$ steps to incorporate a new interval data point.

In this algorithm, we store the sorting corresponding to the zones and we store auxiliary results corresponding to each zone (finitely many results for each zone). So, if only $d$ out of $n$ intervals are non-degenerate, we only need $O(d)$ steps to incorporate a new data point.

Fuzzy data. Often, in addition to (or instead of) the guaranteed bounds, an expert can provide bounds that contain $x_{i}$ with a certain degree of confidence. Often, we know several such bounding intervals corresponding to different degrees of confidence. Such a nested family of
intervals is also called a fuzzy set, because it turns out to be equivalent to a more traditional definition of fuzzy set [32,33] (if a traditional fuzzy set is given, then different intervals from the nested family can be viewed as $\alpha$-cuts corresponding to different levels of uncertainty $\alpha$ ).

To provide statistical analysis of fuzzy-valued data, we can therefore, for each level $\alpha$, apply the above interval-valued techniques to the corresponding $\alpha$-cuts [29, 34].

Can we detect when the algorithms designed for the several MI case are applicable? For the several MI case, we know how many MIs there are and which measurements are made with which MI. In other words, the measurement results are labeled by the corresponding MI, and this labeling is used in the algorithms.

Sometimes, the intervals come not from measurements but, e.g., from experts. In some such cases, we can still divide the resulting intervals into a small number of sub-families each of which has a subset property. In such cases, instead of the time-consuming general-case algorithms, we can use more efficient algorithms designed for the case of several MIs.

To be able to apply these efficient algorithms, we must be able, given a family of intervals and a small integer $m$, to check whether this family can be subdivided into $m$ families that have the subset property.

For $m=2$, we can check whether this subdivision is possible as follows. Let $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ be the intervals that we want to subdivide. We will analyze these intervals one by one and, in the process of analyzing, assign each interval to one of the two families.

Without losing generality, we assign the first interval $\mathbf{x}_{1}$ to Family 1. When intervals $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}$ are already assigned to different families, we check whether the next interval $\mathbf{x}_{k+1}$ is in subset relation with the already assigned intervals $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}$. If $\mathbf{x}_{k+1}$ is in subset relation with an interval from the first family and with an interval from the second family, then the subdivision into 2 families is impossible, so we stop. Otherwise, if $\mathbf{x}_{k+1}$ is in subset relation with one of the intervals assigned to the first family, we assign it to the second family, else we assign it to the first family. If the algorithm did not stop, this means that we have the desired subdivision, so we can apply the algorithms developed for the case of several MIs.

For $m>2$, checking may not be easy. Indeed, we can construct a graph in which vertices are intervals, and vertices are connected if they are in a subset relation. Our objective is to assign a class to each vertex so that connected vertices cannot be of the same class. This is exactly the coloring problem that is known to be NP-hard [12].

Parallelization. In the general case, the problem of computing the range $\mathbf{C}$ of a statistic $C$ on interval data $\mathbf{x}_{i}$ requires too much computation time. One way to speed up computations is to use parallel computations.

If we have a potentially unlimited number of parallel processors, then, for the mean, the addition can be done in time $O(\log (n))$ [17]. In $O(n \cdot \log (n))$ algorithms for computing $\underline{V}$ and $\bar{V}$, we can perform sorting in time $O(\log (n))$, then compute $V_{k}$ for each zone in parallel, and find the largest of the $n$ resulting values $V_{k}$ in parallel (in time $O(\log (n))$ ). The sum that constitutes the variance can also be computed in parallel in time $O(\log (n))$, so overall, we need $O(\log (n))$ time.

Similarly, we can transform polynomial algorithms for computing the bounds for covariance, outlier statistics $(L, U$, and $R)$, and moments into $O(\log (n))$ parallel algorithms.

In the general case, to find $\bar{V}$ and other difficult-to-compute bounds, we must compute the largest of the $N \stackrel{\text { def }}{=} 2^{n}$ values corresponding to $2^{n}$ possible combinations of $\underline{x}_{i}$ and $\bar{x}_{i}$. This maximum can be computed in time $O(\log (N))=O(n)$. This does not mean, of course, that we can always physically compute $\bar{V}$ in linear time: communication time grows exponentially with $n$; see, e.g., [31].

It is desirable to also analyze the case when we have a limited number of processors $p \ll n$.

Quantum algorithms. Another way to speed up computations is to use quantum computing. In [29, 21], we describe how quantum algorithms can speed up the computation of $\mathbf{C}$.
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