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Abstract. The continuously increasing cost of managing IT systems
has led many companies to outsource their commercial services to ex-
ternal hosting centers. Cloud computing has emerged as one of the en-
abling technologies that allow such external hosting efficiently. Like any
IT environment, a Cloud Computing environment requires high level of
maintenance to be able to provide services to its customers. Replacing
defective items (hardware/software), applying security patches, or up-
grading firmware are just a few examples of the typical maintenance
procedures needed in such environments. While taking resources down
for maintenance, applying efficient change management techniques is a
key factor to the success of the cloud. As energy has become a precious
resource, research has been conducted towards devising protocols that
minimize energy consumption in IT systems. In this paper, we propose
a pro-active energy efficient technique for change management in cloud
computing environments. We formulate the management problem into
an optimization problem that aims at minimizing the total energy con-
sumption of the cloud. Our proposed approach is pro-active in the sense
that it takes prior SLA (Service Level Agreement) requests into account
while determining time slots in which changes should take place.

Keywords: Cloud Computing, Autonomic Manager, Change Manage-
ment, Energy Efficient.

1 Introduction

IT companies have been looking for solutions that enable users to access com-
puting power of supercomputers with thin client devices. The cloud computing
concept has emerged as an appropriate solution that attracted the attention of
large IT companies such as IBM and Google. A cloud [3, 5] can be defined as a
pool of computer resources that can host a variety of different workloads, includ-
ing batch-style back-end jobs and interactive user applications. A cloud comput-
ing platform dynamically provisions, configures, reconfigures, and de-provisions
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servers as needed. Several commercial realizations of computing clouds are al-
ready available today (e.g., Amazon, Google, IBM, and Yahoo, . . . etc).

Due to the tremendous increase in energy costs in the past few years, it is
expected that efficient power management will play an essential role in the suc-
cess of large IT environments such as computing clouds. Power management in
such environments can be very challenging when hundreds or even thousands
of servers are located within a relatively small area. The impact of high power
consumption is not only limited to the energy cost but it also extends to the cost
of initial investment of cooling systems to get rid of the generated heat and the
continuous cost needed to power these systems. In order to reduce operational
cost at these centers while meeting any performance based SLAs (Service Level
Agreement), several techniques have been proposed in the literature. Among
these techniques, we can find hardware techniques such as processor throttling
and dynamic frequency scaling and also software techniques such as virtualiza-
tion and Advanced Configuration and Power Interface (ACPI) standards.

Servers in computing clouds typically go through several software and hard-
ware upgrades. Change management is the process that determines the appro-
priate time in which these upgrades should take place without violating any of
the underlying SLAs. Not only maintaining and upgrading the cloud should oc-
cur with minimal disruption and administrative support but it also should go
hand in hand with power management to guarantee efficient utilization of the
cloud resources.

In previous work published in [1], we proposed and implemented a basic au-
tonomic manager for change management that can determine whether applying
a specific change would violate any of the system SLAs. We extended our auto-
nomic manager in [2] by integrating it with a scheduler that can simplify change
management by proposing time slots in which changes can be applied without
violating any of SLAs requirements. Motivated by the importance of developing
energy efficient techniques for computing cloud environments, in this paper we
extend our previous work by proposing a pro-active, energy-aware technique for
change management in IT environments governed by SLAs requirements such
as computing clouds. The remainder of the paper is organized as follows. In
section 2, we describe the architecture of our cloud environment. The details of
our proactive approach is presented in section 3. Section 4 offers conclusions and
describes future work.

2 Cloud Architecture

Figure 1 shows one possible architecture for a cloud. In this architecture, requests
from cloud clients get into the system through the cloud gateway. After necessary
authentication and based on the current load on the servers, the load balancing
module forwards client requests to one of the clouds servers dedicated to support
this type of requests. This implies that the load balancing module at the cloud
gateway should have up-to-date information about which client applications are
running on which servers and the current load on these servers. One possible
way to make such information available is to integrate the gateway and load
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Fig. 1. Cloud Architecture

balancing controller with the job scheduler in order to be able to distribute the
load on cloud servers correctly.

From statistical and historical information of client applications, SLA require-
ments can be mapped into MIPS. The MIPS requirements are then used to deter-
mine the number of servers and their operating frequencies in order to minimize
total power consumption. Once the jobs scheduler module determines the num-
ber of servers and the optimal running frequencies, client applications are being
assigned to servers based on the SLA requirements of each client. Typically, this
process may involve running several instance of the same application on different
servers and distributing requests of users of the same client over these servers
based on their current load.

Mapping cloud SLA requirements into MIPS and then into a number of servers
and their running frequencies implies that the power management (PM) module
at the cloud central controller should interact with the power management mod-
ule on each server. Through this interaction, the central controller can change
the running frequencies of these servers when necessary. In section 3, we show
how the number of servers and the running frequencies are actually determined
under different cloud workloads.

3 Pro-active Change Management

A cloud consists of one or more server groups; each group has a number of
servers that are identical in hardware and software configuration. Thus, all the
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servers in the same group are equally capable of running any client application.
Our proactive approach will be presented in section 3 assuming a homogeneous
cloud where all the servers are identical (e.g. one server group). It can be ex-
tended straightforwardly to heterogeneous clouds by restricting the users of each
client to one server group and looking at the heterogeneous cloud as a group of
homogeneous sub-clouds.

Cloud clients sign a service level agreement with the company running the
cloud. In this agreement, each client determines its computing needs by aggre-
gating the processing needs of its user applications, the expected number of users,
and the average response time per user request. To be able to estimate the com-
puting power (MIPS) needed to achieve the required response time, the client
should provide the cloud administrators with any necessary information about
the type of the queries expected from its users. One way of doing this is through
providing a histogram that shows the frequency of each expected query. Cloud
administrators run these queries on testing servers and estimate their computing
needs based on response time requirements. Once a client has been running its
services on the cloud for some time, the computing needs requirements can be
updated from actual statistics from the cloud.

Average response time for a user query depends on many factors, (i.e. the
nature of the application, the configuration of the server running the application,
and the current load on the server when running the application). The focus of
this paper is on clouds supporting interactive applications like web services and
web applications. In the future we will address other types of clouds1. Under this
assumption, we can approximate the minimum average response time constraint
as determined by the SLA by the minimum number of instructions that the
application is allowed to execute every second. This kind of approximation can be
easily done for interactive applications. For example, assuming that the response
time for a user query was measured to be t seconds, when the query runs solely
on x MIPS server. Now, if we run the same query along with other queries on
the same server, to guarantee a minimum average response time of r seconds,
the computing power dedicated for the query must be at least M = t∗x

r MIPS.
Hence, when a new user joins the cloud, the load balancer module should forward
requests of the new user to one of the cloud servers such that it has at least M
MIPS of its computing power available. Based on client SLAs and the expected
number of users for each client, the cloud should pro-actively provide enough
number of servers to satisfy required response time.

Advanced hardware-based power management techniques such as dynamic
voltage/frequency scaling (DVS) [4] allow servers to run on a wide range of
operating frequencies. The relationship between the power consumption and the
running frequency takes the form P = A + B ∗ f3, where A and B are constants
that depend on the hardware configuration of the server. The most important

1 For computing intensive applications, the best strategy may be to assign these ap-
plications to one or more powerful servers running on their top speed so they can
finish as soon as possible. This strategy would give servers a chance to remain idle
for longer periods saving their total energy consumption.
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feature of the cubic relationship shown above is that the first term in the RHS
[A] accounts for power consumption of components that do not scale with the
operating frequency, while the second term [B ∗f3] accounts for changes in CPU
power consumption when the operating frequency changes.

Assuming that the total computing workload of all cloud clients is LT , and
that the cloud has a large number of servers, each of them can run on a range
of operating frequencies, we are interested to determine the optimal number of
servers to use and the corresponding operating frequency of each server such that
power consumption is a minimum. We have proven that the optimal number

of servers is given by k = 3

√
2B
A LT , and the optimal operating frequency is

fi = LT

k . Unfortunately, the optimal values for k and fi depend on LT which
in most scenarios changes periodically over time, based on the type and number
of user requests determined by SLAs (see figure 2). The length of the period
depends on the constituting SLAs (e.g. one day, one week, or even one month).
To include the dynamic nature of the total cloud load LT (t) into our model, we
divide each period into what we call running segments or running slots. During
the same segment, the cloud total load is fixed, however it can change from
one segment to the next. Under this assumption, we can model the total cloud
load as shown in the example in figure 2. In that illustration, we assumed a
cloud with three different SLAs, and a periodicity of one day. Figure 2 also
shows the total cloud load on the system as the sum of the computing load of
individual SLAs. Furthermore, we eliminate minor changes in the total cloud
load by approximating the load on the cloud by a tight upper bound envelope.

Based on the cloud total load shown in the curve in figure 2 and using the
formulae shown above, we can pro-actively evaluate optimal values for k and fi

for all upcoming segments and prepare required resources ahead of time. Hence,

Fig. 2. Actual and Approximated Total Load Due to Several SLAs
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when the running segments starts, there will be enough resources to serve users
requests satisfying their response time requirements. The number of idle servers
in each time segment equals the difference between the total number of cloud
servers and k(t). These idle servers are optimal candidates for pending change
management requests.

4 Conclusions

In this paper we have described a pro-active energy-aware change management
scheme for cloud computing environments that serve primarily clients with in-
teractive applications such as web applications and web services. We used the
cubic relationship between power consumption and the frequency at which a
server is running to develop an analytical description of the optimal number
of servers and the corresponding optimal running frequencies needed to satisfy
clients’ SLAs. We further describe how these formulae can be used to determine
time intervals when servers become available for change management and how
many such servers will be available. Thus we have provided mechanisms on how
to avoid over-provisioning of clouds and how to minimize power consumption for
a given set of SLAs.
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