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ABSTRACT The expanding trend of wind power technology motivates scholars to pursue more investiga-

tion on optimising energy extraction from the wind and integrating high-quality power into the utility grid.

This paper is aimed at introducing a novel application of the sine cosine algorithm (SCA) which attempts to

find the optimal gains of proportional-integral (PI) controllers used to control the power electronic converter

(PEC) equipped with the Variable speed Wind turbine (VSWT) such that a maximum power extraction and

performance enhancement can be realized. The PEC equipped with the VSWT combines a machine side

converter (MSC) and a grid-side inverter (GSI). Both the MSC and GSI are controlled by the proposed

SCA-based PI controllers through cascaded vector control schemes. The MSC is responsible for controlling

the wind generator’s rotational speed, active power, and reactive power. The GSI is used to regulate the

dc-link voltage and to keep the terminal voltage at the desired frame set by the operator. To obtain the

optimum PI gains, the SCA is applied to minimize the sum of the integral squared error (ISE) of twelve

PI controllers error inputs in the control schemes simultaneously. Performances of the proposed SCA-PI

control schemes are assessed under severe grid disturbance and random wind speed variation to mimic

more realistic conditions. The effectiveness of the proposed SCA-PI is verified in the MATLAB/Simulink

environment, and the results are compared to those obtained using a grey wolf optimizer and particle swarm

algorithm-based optimal PI controller. The simulation findings confirm the SCA-PI can be regarded as an

efficacious way to enhance the performance of the VSWT.

INDEX TERMS Wind turbine control, power electronic converter, MPPT, PMSG, PI controller, sine cosine

algorithm.

I. INTRODUCTION

R
ENEWABLE energy sources such as wind, solar, hy-

dro, and others are widely regarded as promising en-

ergy sources for electricity generation [1]. Wind energy has

emerged as the most important and more productive energy

source for the future. This is owing to its commercial merits,

environmentally friendly and frequently large power [2]. In

2020, the installations of new turbines brought the global

cumulative wind power capacity up to 743 GW. This reflects

an increase of 93 GW above the previous year’s record.

According to recent estimations, installed wind energy is

projected to exceed 917 GW worldwide by 2030 [3]. During

the massive expansion of the wind energy industry, many

improvements have been made to the wind energy conversion

system (WECS) [4]. In WECS, the Wind turbine (WT) is

considered a major component of the system. It can be
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categorised into variable speed wind turbine (VSWT) and

fixed speed wind turbine (FSWT) depending on the wind

speeds being handled. The VSWTs have gained interest in the

modern wind energy sector. Such growing interest in VSWTs

can be related to their distinct characteristics, such as maxi-

mum power extraction, less ripple, and full controllability as

compare to FSWT [5]. In the wind power sector, different

kinds of generators are equipped with VSWT including the

permanent magnet synchronous generators (PMSGs) [6],

the squirrel cage induction generators (SCIGs) [7], and the

doubly-fed induction generators (DFIGs) [8]. Despite the

DFIG’s economic choice, many key advantages reside behind

the extensive use of PMSGs based VSWT. Among the dis-

tinguishing advantages of PMSG are self-excitation, gearless

construction, operational conditions characterized by high

power factor, and density of electrical power [9], [10].

In the general configuration, a VSWT-PMSG is linked

to the utility grid (UG) via a fully controlled back-to-back

converter (FCBTBC). The FCBTBC consists of two voltage

source converters (VSCs) coupled together by a DC-link

capacitor. The VSCs are referred as grid side inverter (GSI)

and machine side converter (MSC). This configuration has

a significant advantage such that the FCBTBC decouples the

PMSG from the UG. As a result, grid disruptions/fluctuations

do not directly impact the PMSG [11], [12]. In view of the

control scheme, both the MSC and the GSI are commonly

controlled via a cascaded vector control scheme [13]. The

cascaded vector control scheme is usually based on either

traditional proportional-integral (PI) controllers, fuzzy logic

control (FLC), slide mode control (SMC), or adaptive neural

network (ANN). However, in the wind power industry, the

use of SMC, FLC, and ANN controllers are limited due to

their sophisticated computations [14]–[17].

The PI controllers are still prevalent in many industrial

applications thanks to their features, such as simplicity, dura-

bility, and wide ranges of stability [18]. Nevertheless, the

PI controllers are acutely susceptible to uncertainty, non-

linearity, and parameters variations of the system [19]. Vari-

ous approaches for properly designing the gains of cascaded

PI controllers have been introduced in the literature [20].

Creating such a controller in most of those approaches relied

on trial-and-error criteria, which is time-consuming, takes

a lot of effort, and is mostly dependent on the designer’s

competence. As a result, fine-tuning PI controllers pose a

significant challenge to control designers, particularly in

WECS, where transfer functions or mathematical models

are difficult to present. Therefore, many meta-heuristic al-

gorithms have recently been utilized to fine-tune cascaded

PI controllers gain for enhancing grid-tied VSWT-PMSG

performance [21].

Among examples of the applied algorithms are the grav-

itational search algorithm [22], augmented grey wolf op-

timizer [23], water cycle algorithm [24], democratic joint

operations algorithm [25], grey wolf optimizer [26], whale

optimization algorithm [27], particle swarm optimization

algorithm [28], optimal transient search algorithm [29] bac-

terial foraging optimization [30], symbiotic optimization al-

gorithm [31], and adaptive filtering algorithm [32]. By utilis-

ing the aforementioned optimization approaches, significant

improvements are genuinely achieved for the grid-connected

VSWT-PMSG. However, based on the No free lunch (NFL)

theorem, not a particular algorithm can effectively address all

types of optimization problems. Therefore, the adoption of a

novel meta-heuristic algorithm to optimizing the renewable

energy conversion system aiming to get accurate, and sat-

isfactory performance is still growing and blossoming. This

constitutes the main incentive to implement a novel algorithm

namely sine cosine algorithm (SCA) to fine-tune gains of

cascaded PI controllers of a grid-tied VSWT-PMSG.

The SCA is a novel population-based optimization tech-

nique that Seyedali Mirjalili created in 2016 [33]. It employs

the sine and cosine arithmetic equations to seek the global

optimal solutions stochastically. When it comes to applying

the SCA to an optimization problem, specific characteristics

such as low tuning parameters, high optimization accuracy,

powerful global searchability, and fast convergence speed all

contribute to its advantages. The SCA has been effectively

used in multiple disciplines of optimization problems, in-

volving machine learning [34], image processing [35], power

system engineering [36], networking, and others [37].

This paper’s contributions are as follows: an investigation

of exploring a new approach in which the SCA is employed

to optimize controller’s gains of two converters involved

in enhancing the grid-tied VSWT-PMSG performance. The

focus is to have the first controller appropriately controls the

converter to efficiently regulate generator rotational speed

and produces maximum power extraction and the second

controller to optimally controls another converter to regu-

late the DC-link voltage and the grid currents, under grid

disturbance and fluctuating wind speed scenarios. Beside,a

new idea of the MPPT algorithm that does require wind

speed measurement is used to generated optimal rotational

rajectory. The SCA optimisation procedure can directly be

applied to the cascaded vector PI controller and select the

best gain values based on the minimum fitness function. This

can be recognized as simulation-based optimization, which

represents a simple, fast, and precise technique. This study

selects the Integration square error (ISE) criterion as a fitness

function. The SCA optimization results have been evaluated

using statical analysis and ANOVA test technique to verify

its feasibility.

The modelling and control schemes of the system under

consideration are depicted. The SCA-PI control scheme’s

peformance is evaluated under grid disturbance and fluctu-

ating wind speed scenarios. The effectiveness of the SCA-PI

controller is compared to the PI controllers optimized by the

PSO algorithm and GWO algorithm. The simulation results

via MATLAB/Simulink environment validate the accuracy

of the developed control schemes. To the best of the au-

thors’ knowledge, the research on a cascaded SCA-PI control

scheme for controlling a VSWT-PMSG system has not been

reported in the literature related to WECS.
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II. CONFIGURATION OF THE WECS

This section outlines the configuration of WECS used in

this study. As shown in Figure 1, the WECS is equipped

with a VSWT-PMSG and coupled to the UG through an

FCBTBC and a filter. The FCBTBC is comprised of an MSC

and a GSI that are connected together with an overvoltage-

protected capacitor. Moreover, the FCBTBC is associated

with three controllers to be referred as MPPT controller,

MSC controller and GSI controller. In this configuration, the

mechanical power created by aerodynamic forces acting on

the WT blades is delivered to the PMSG via a shaft. The

PMSG then converts the mechanical power into electrical

power. This power is fed into the utility grid via FCBTBC

and filtered to meet the grid’s requirements.

A. WT MODEL

In WECS, the kinetic wind energy is regarded as a prime

mover of a VSWT and is denoted as:

Pwind = 0.5ρAV 3
ω (1)

where ρ represents the density of air (kg/m3 ), A denotes

the swept region covered by the blades of WT (m2 ), and

Vω indicates the wind speed (m/s). Based on the Betz

limit [38], the WT cannot harness all of the available wind

energy. The amount of wind energy that is transferred into

mechanical power is computed as in Equation (2) [39].

Pm = 0.5ρAV 3
ωCp(β, λ) (2)

here, Cp is the power coefficient (conversion efficacy). In

accordance with the dynamic behaviour of wind turbines,

a general equation expressing the power coefficient is as

follows:

Cp(β, λ) = 0.22(
116

λi
− 0.3β − 5)e

−12.5
λi (3)

With

1

λi
= (

1

λ+ 0.08β
−

0.035

β3 + 1
) (4)

Referring to Equation (3), two major variables influence CP :

blade angle β, and Tip Speed Ratio (TSR) of the WT blade

λ = Rωm/Vω . Here R is the rotor plane radius and ωr is the

angular speed of the rotor. In this study, it is considered that

the pitch angle β is zero (optimal value) as the work focuses

on the maximum power extraction region. Consequently,

the Cp is solely dependent on λ [40]. At any prevailing

wind speed, wind turbines must be rotated at an optimal

rotational speed (ωr.opt) which leads to the optimal TSR and

the optimal power coefficient Cp.opt so as to the maximum

wind power is extracted. The WT output power as a function

of rotational speed for various wind speeds is presented in

Figure 2.

B. PMSG MODEL

The PMSG transforms mechanical energy into electrical

energy even at low rotational speeds. It has the advantages

of high-electrical power density, reduced copper loss as no

field winding, and reasonable cost [41]. The electrical volt-

ages supplied by the PMSG in the rotating reference frame

(dq − axis) are stated as:

vds = Rsids + Ld

dids
dt

− ωeLqiqs (5)

vqs = Rsiqs + Lq

diqs
dt

+ ωeψf + ωeLdids (6)

where ids,iqs, vds and,vqs are currents and voltages of the

PMSG’s stator.Lq ,Ld are the stator inductances andRs is the

stator resistance. Correspondingly, ψf and ωe represent the

magnetic flux and the electrical angular speed respectively.

The electrical angular speed ωm is related to mechanical

speed as a function of the number of machine poles pn is

written as below:

ωe = Pnωm (7)

The PMSG electromagnetic torque Te is expressed by the

following:

Te =
3

2
Pn[(Lds− Lqs)idsiqs − ψf iqs] (8)

Therefore, the dynamic model equation of The PMSG is

formulated as Equation (9).

J
dωm

dt
= Te − Tm −Dωm (9)

here, J , D and Tm denote the moment of inertia, the gen-

erator’s rotor damping coefficient and the mechanical torque

respectively.

III. CONTROL SCHEMES OF THE FCBTBC

The wind energy captured by the WT is a nonlinear function

of its rotational speed. For each wind turbine, at a certain

wind speed, there is a unique rotational speed at which the

extracted power is maximized [42]. Therefore, the WT needs

to be operated at an optimum rotational speed related to

the wind speed. In addition, the generated wind power and

frequency are not suitable for direct integration with UG [43].

Therefore, the FCBTBC with a developed control scheme

is integrated as a link between the VSWT-PMSG and UG

terminals. FCBTBC has three main control schemes: MPPT,

MSC, and GSC as outlined in Figure 1. The MPPT algorithm

calculates and generates the optimal rotating speed for the

best wind energy harvesting. The MSC controller sets the

rotor speed in accordance with the MPPT reference speed to

attain maximum wind power [44] . Whilst the GSC controls

the DC-link voltage, terminal voltage and current following

the UG framework. The control schemes of the FCBTBC

using the proposed SCA algorithm based -PI controller is

elucidated in the following sections.
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FIGURE 1: The configuration of grid-tied WECS
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FIGURE 2: WT characteristics.(a) The Cp as a function of TSR. (b) The WT power as a function of rotational speed under

various wind speeds

A. MPPT CONTROL SCHEME

In WECS, the output power of WT alters proportionally to

the wind speed and the turbine rotational speed. For each

wind turbine at any wind speed, there is only one optimal

rotational speed ωm−opt, that lead to a specified optimal

TSR and maximizes captured wind power. As the wind

speed changes continuously the WT is supposed to operate

in a variable rotational speed mode in order to obtain the

maximum wind power. To achieve this, it is required to

incorporate an MPPT algorithm with a control scheme. The

MPPT algorithm tracks the optimal rotational speed ωm−opt

at a given wind speed and provides the information to the

MSC controller. Subsequently, the MSC controller drives the

WT following the MPP trajectory [45]. In the conventional

MPPT approach, the ωm−opt of the WT rotor for each wind

speed can be computed by Equation (10) [46].

ωm−opt =
Vωλopt
R

(10)

Finding the optimal rotational speed ωm−opt using this

approach is simple although requires a precise wind speed

measurement that is difficult to attain. The idea of tracking

the optimal rotational speed without regard to wind speed

is more reliable and promising. Therefore, in this work the

optimal rotor speed could be estimated as:

ωm−opt =
3

√

Pm

Kopt

(11)

where the value of Kopt,and the generator power Pm are

being obtained as:

{

Pm = ωm

(

J dωm

dt
+Dωm + 3

2
Pnψf iq

)

Kopt =
1

2
ρACopt

(

R
λopt

)3 (12)

The mechanical power Pm is calculated as a function of iq
and ωm.

B. MSC CONTROL SCHEME

The main aim of the MSC is to maximise WT output power

and attain the unity power factor at the PMSG terminal. At

this end, an efficient cascaded control approach is needed

to ensure optimal operation. Typically, the MSC has three

controllers in its control scheme, and these are the speed

controller (SCA-PI-1) and the two current controllers (SCA-

PI-2 and SCA-PI-3) as illustrated in Figure 3. The SCA-

PI-1 regulates the PMSG rotational speed to the optimal

reference speed created by the MPPT algorithm. The SCA-

PI-2 adjusts q−axis stator current (Iq.act) according to the

set point (Iq.ref ) given by SCA-PI-1 such that the maximum

power is transferred to UG. Alternatively, the SCA-PI-3 is
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applied to fix the d-axis stator current (Id) to zero set point

(Id,ref ) so as to attain unity power factor operation. The

output signal of the SCA-PI-2 and SCA-PI-3 (Vd,ref and

Vq,ref ) are converted to abc frame, Vabc,ref , by means of

θr that is grasped from the PMSG speed. Subsequently, the

V ∗

a,b,c signals are compared with a 1.65 kHz triangle carrier

to produce IGBT switching signals for the MSC control

scheme.

C. GSI CONTROL SCHEME

The connection of the VSWT-PMSG to the UG is achieved

via a GSI. To ensure meeting the UG requirements, a cas-

caded vector scheme based SCA-PI for GSI is developed as

shown in Figure 4. The GSI control scheme carries out two

major tasks: first, controlling the DC-link capacitor voltage

to its fixed point using the outer SCA-PI-4 controller, and

secondly managing the quadrature and the direct currents (Id
and Iq) utilizing respective SCA-PI-5 and SCA-PI-6 based

internal control loop. Here the Iqref is set to zero, so as to

maintain the GSI operates at unity power factor. Afterwards,

the output signal of the SCA-PI-6 (Vd,ref ) and SCA-PI-6

(Vq,ref ) are changed into three-phase frame signals V ∗

a,b,c

by utilizing angle (θr). Angle (θr) that is retrieved from a

phase-locked-loop (PLL) scheme. Finally, the carrier signal

frequency is compared with the V ∗

a,b,c signals to generate

firing pulses for the IGBT inverter.

D. DC-LINK PROTECTION SCHEME (DCLPS)

In case of a network disturbance, the GSI cannot injects

the generated wind power into the UG due to the sudden

voltage sag on the grid side. The voltage sag causes a sharp

increase in DCL voltage and unbalanced power between the

WECS and the grid side. The surplus energy may damage

the inverter and the DCL capacitor. Owing to this, DCLPS is

used to protect the system and keep the DCL voltage within

permissible limits as depicted in Figure 1. In this study,

a braking unit and relay are equipped with the DCL as a

protection system. When the DCL voltage exceeds the al-

lowed limit, the relay activates the braking unit. Furthermore,

the braking unit prevents overvoltage of DCL by diverting

through switching the excess energy to a resistor, which is

then dissipated as heat.

IV. OPTIMIZATION MECHANISM

In this investigation, the SCA algorithm has to be coded in

a MATLAB script file and linked with MATLAB/Simulink

model for implementing online optimization of the PI con-

trollers’ gains. The developed Simulink model consists of

twelve gains (proportional gain Kp and integral gain Ki)
for the six PIs that exist in cascaded MSC and GSI control

schemes as shown in Figures 3 and 4. The goal of the

optimization procedure is to optimally design the PI con-

trollers gains so as to enhance the performance of the grid-

tied VSWT-PMSG. As the WECS is a highly non-linear

dynamic system, it is difficult to determine its mathematical

model or transfer function. That means it is not possible to

develop a function that directly describes the relationship

between the fitness function and the twelve PI controllers’

gains. The alternative approach is by developing a controller

design relationship based on an index of performance that

takes into account the whole closed-loop response behavior.

A performance evaluation index is a single measure of a

system’s performance that emphasis those characteristics of

the response that are deemed to be important. A quite useful

performance evaluation index is the integral square error

(ISE) criterion. Therefore, in this work, the ISE criterion

is used as a fitness function to formulate the optimization

problem. The ISE can be modeled using the formula below:

ISE =

t
∫

o

(e2ωm
+ e2iqm + e2idm

+ e2Vdc
+ e2iqg + e2idg

) dt

(13)

where eωm
denotes the error signals of the rotor speed.

The eiqm and eidm
are the iq and id error signals

of stator current respectively. The eVdc
represents the

Vdc error signals, whereas eiqg and eidg
signify the er-

ror signals of iq grid and the id grid respectively. The

optimization mechanism starts with initializing the pro-

portional gains (Kp1,Kp2, . . . ,Kp6) and integral gains

(Ki1, ki2, . . . .,Ki6) of all PIs which are regarded as the

control variables of this optimization problem. The initial

values of the PI’s gains are generated randomly by the SCA,

which are restricted to [0.5,15] so as to avoid divergence

of the optimization process due to nonlinearities in the sys-

tem. Then, all the PI controllers’ error inputs are measured,

squared, integrated, and then summed together. Following

that, the sum of ISE is sent to the SCA algorithm as the

objective function that has to be optimised. The main aim of

the optimized problem is to reduce the ISE. At every single

run of the grid-tied VSWT-PMSG Simulink model, the SCA

assesses the ISE and generates new optimal gains for the PI

controllers. This optimization procedure is iterated till the

number of iterations condition is satisfied. The optimization

mechanism flowchart for the SCA is described in Figure 5.

A. SCA ALGORITHM

SCA is a population-based optimization approach that is

developed on the basis of sine and cosine arithmetic equa-

tions [33]. SCA, like other algorithms, begins the search

process by generating a random set of solutions. Following

this, the solutions are assessed using the objective function

and enhanced by a set of rules toward the best ones. The al-

gorithm then retains the solution which has been best reached

as yet, identifies it as the destination, and updates solutions

to generate new ones based on sine and cosine equations.

Finally, the algorithm terminates the optimization process

after the specified maximum number of iterations is reached.

In terms of obtaining an ideal global solution, the SCA has

been proven to be more efficient than other population-based

algorithms [34]. The SCA algorithm updates the position of

VOLUME 4, 2016 5
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the solutions using Equations (14) and (15).

Xt+1

i = Xt
i + r1 ∗ Sin(r2) ∗ |r3P

t
i −Xt

i | (14)

Xt+1

i = Xt
i + r1 ∗ Cos(r2) ∗ |r3P

t
i −Xt

i | (15)

where Xt
i is the position of the current solution at the tth

iteration in the ith dimension; Pi is the position of the

destination point at the tth iteration in the ith dimension.

Equations (14) and (15) are combined in equation (16).

Xt+1

i =

{

Xt
i + r1 ∗ Sin(r2) ∗ |r3P

t
i −Xt

i |, r4 < 0.5

Xt
i + r1 ∗ Cos(r2) ∗ |r3P

t
i −Xt

i |, r4 ≥ 0.5
(16)

Equation (16) shows that SCA has four major parameters

which are denoted as r1, r2, r3, and r4. The first parameter

r1 defines the movement direction (or next location regions),

which may be within or outside the space between the

destination and solution. The second parameter r2 specifies

the distance that the movement should be directed toward

or away from the destination point. Parameter r3 provides a

random weight to the destination so as to emphasize (r3 > 1)

or de-emphasize ( r3 < 1) the influence of destination

in defining the distance, stochastically. The parameter r4
alternates the procedure between the cosine and sine parts.

The random updated outside/inside position can be achieved

by rearranging the sine-cosine mathematical functions as

explained in [33]. Hence, this mechanism guarantees both

diversification and intensification in the search space respec-

tively. To maintain the balance between intensification and

diversification, the sine and cosine Equations (14) and (15)

are adapted and modified by applying Equation (17).

r1 = a− t
a

T
(17)

where T indicates the maximum iterations number and t is

the currently running iteration. The a is a constant variable.
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FIGURE 5: Flowchart of SCA optimization mechanism

The pseudo-code of the SCA algorithm is explained in algo-

rithm 1.

Algorithm 1 SCA

Input:

• Set the lower bound and upper bound ofX solutions

between 0.5 ≤ kp and ki ≤ 15.

• Set the population size of N
• Randomly initialize the PIs Gains {kp1, kp2...kp6}

& {ki1, ki2...ki6}
• Specify Max iterations T

Output:

• The best-selected solution (X∗) for PIs gain values

Loop Process

1: while (t ≤Max iterations T ) do

2: Calculate fitness function (ISE)

3: Define the best-selected solution (X∗)
4: Update r1, r2, r3, and r4
5: Update agents’ locations in the search space with (16)

6: end while

Return (X∗) for PIs Gain values

7: Save best obtained PIs gain values

B. GWO ALGORITHM

Grey Wolf Optimizer (GWO) is a meta-heuristic algorithm

that is inspired by a social hierarchy of grey wolves and

their mechanism for hunting [47]. The GWO algorithm’s

leadership hierarchy is described as alpha (α), beta (β),

delta (δ), and omega (ω) levels. The alpha is considered

the wolves leader, who is responsible for deciding on the

hunting, the sleeping place, get-up time, and so on. It is also

referred to as the dominant wolf, as his/her commands must

be obeyed by the pack. Beta wolf is the second level in the

grey wolf hierarchy, and its function is to assist alpha in

making decisions. The next subordinate to alpha and beta is

delta which helps in controlling the majority of wolves in the

hierarchical population. The omega wolves must be subjected

to the wolves in the first three levels in order to maintain the

hierarchical structure’s safety. The hunting strategy of grey

wolves involves tracking, encircling, harassing, and finally

attacking the prey. This behaviour can be mathematically

formulated as follows:

~D =
∣

∣

∣

~C ·
−→
Xp(t)− ~X(t)

∣

∣

∣
(18)

~X(t+ 1) =
−→
Xp(t)− ~A · ~D (19)

−→
Xp represents the prey position vector, t denotes the current

iteration, ~A and ~C express coefficient vectors, and ~X signi-

fies a gray wolf location vector. The vectors ~C and ~A are

computed using Equation (20).

~A = 2~a · −→r1 − ~a

~C = 2 · −→r2
(20)

where r1 and r2 are random vectors in [0, 1], and components

of a are linearly lowered from 2 to 0 during the course of

iterations. Prey hunting is often performed by α and β with δ
participating on occasion. The leaders α begin assaulting the

prey, supported by the secondary leaders β and the followers

δ. The equation (21) (22) and (23) describe this behaviour.

−→
Dα =

∣

∣

∣

−→
C1 ·

−→
Xα − ~X

∣

∣

∣
,

−→
Dβ =

∣

∣

∣

−→
C2 ·

−→
Xβ − ~X

∣

∣

∣
,

−→
Dδ =

∣

∣

∣

−→
C3 ·

−→
Xδ − ~X

∣

∣

∣
,

(21)

−→
X1 =

−→
Xα −

−→
A1 ·

(−→
Dα

)

−→
X2 =

−→
Xβ −

−→
A2 ·

(−→
Dβ

)

,

−→
X3 =

−→
Xδ −

−→
A3 ·

(−→
Dδ

)

(22)

~X(t+ 1) =

−→
X1(t) +

−→
X2(t) +

−→
X3(t)

3
(23)

Algorithm 2 outlines the pseudo-code of the GWO algorithm.

C. PSO ALGORITHM

The PSO algorithm is a swarm intelligence search method

that mimics the social behavior of birds in a flock [48], [49].

It is built on individual knowledge connection and natural

learning during birds seek food and migrating in the search

area. The PSO algorithm begins the search with a randomly

generated particle P population, each representing a possible

solution. Each particle contains two vectors: a position vector

(d) and a velocity vector (v). The velocity and position of

every single particle are altered using update equations which

take into account the history of the best individual Pbest

and best entire experiences solutions Gbest. The particle’s

updated velocity and position are represented in Equations

(24) and (25) respectively :

vki+1 = ωiv
k
i + c1r1

(

P k
best,i − dki

)

+ c2r2
(

Gbest,i − dki
)

(24)
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Algorithm 2 GWO

Input:

• Set the boundary of initial values for search agents
~X(t) = {kp1, kp2, . . . , kp6, ki1, ki2 . . . , ki6} be-

tween 0.5 ≤ kp and ki ≤ 15.

• Initialize parameters a,A and C.

• Specify the max iterations T .

Output:

• Evaluate the fitness function ISE ~X(t).

loop Process

1: while (t ≤ T ) do

2: Modify a, A, and C
3: Update the search agents ~X(t+ 1) by Equation(23)

4: Compare ISE ~X(t) with ISE ~X(t+ 1)

5: Update
−→
Xα

−→
Xβ and

−→
Xδ

6: t = t+ 1
7: end while

Send the best solution
−→
Xα.

dki+1 = dki + vki+1 (25)

where, c1 and c2 signify the speedup coefficients. k is the

number of swarms. Whereas r1 and r2 are random values

in the range of [0, 1]. The ω depicts the weight of inertia.

Moreover, Pbest ,i is the individual best solution of particle i,
and Gbest ,i is the global best of Pbest ,i based on the entire

population experiences. More details of the PSO algorithm

used to design the gains of the PI controllers are given in [50].

D. OPTIMIZATION RESULTS AND STATISTIC ANALYSIS

1) Optimization Results

It is worth mentioning that all algorithms are utilised for

online optimization. Therefore, during the optimization pro-

cedure, the SCA, GWO, and PSO algorithms are directly

performed to reduce the fitness function (ie., the ISE) so as

to obtain the optimal PIs gains. These algorithms are coded

in MATLAB scripts and linked to MATLAB Simulink. The

iterations number is decided by the algorithm itself based on

20 equal consecutive ISE of 5−8 tolerance. The simulation

time for each iteration is set to 30 seconds. The gain values

of the optimized PI controllers utilizing the SCA, GWO,

and PSO algorithms are listed in Table 1. The optimal PI

controller gains obtained by the SCA algorithm are the best

as it grants the lowest fitness function.

2) Statistical Analysis

To validate reliability of the optimization results, statistical

analysis of execution time, convergence time, and iteration

number for all the algorithms are performed, as provided in

the Table 3. The static finding confidently verify that the SCA

outperforms the GWO and PSO algorithms in terms of the

lowest mean iteration number, the shortest mean execution

time, and the shortest mean convergence times (highlighted

in bold) due to its effectiveness. Figure 6 shows the con-

vergence speed and terminating iterations of the three algo-

rithms.The Figure 6 reveals that ISE minimization utilising

SCA has a faster convergence speed than GWO and PSO.

Consequently, its optimization iteration was terminated first

as the tolerance condition has been reached early. In this

context, convergence refers to the first an algorithm finds

a minimal fitness function in the intended iterations. Table

2 manifests the statistical outcomes of the fitness function

gained by SCA, GWO and PSO algorithms in ten runs. The

findings confirmed that the SCA algorithm has the lowest

performance indices out of the other algorithms that have

been tested. consider that the smallest mean value shows

that SCA is able to find a better value with a smaller fitness

function, while, the lowest standard deviation and the lowest

variance indicate that convergence stability, reliability, and

identicality are at the highest levels.

3) Significance Analysis

For further verification, the one-way analysis of variance

(ANOVA) test was employed to determine whether the dif-

ferences between the resulting ISE generated by the proposed

algorithm and other algorithms were statistically significant.

The null hypothesis assumes no significant difference in ISE

between the proposed algorithm and other existing algorithm.

At a state level larger than 0.05, the null hypothesis is

accepted, while at a state level less than 0.05, it is rejected.

Since this work aims to find the significant differences for

more than two algorithms, the ANOVA test technique is

selected for this purpose. The obtained P-value of 0.0047

shown in Table 4 indicates that the null hypothesis is re-

jected and also conforms that there is a significant difference

between the proposed SCA algorithm and the others algo-

rithms. Beside, Figure 7 shows the boxplot of the significant

differences between the proposed algorithm and others.

TABLE 1: Optimal gains of PI controllers

Algorithm PIs Kp Ki

SCA

PI-1 8.0691 12.1318
PI-2 8.5465 15.0000

PI-3 0.6952 9.7200
PI-4 1.1397 1.2810

PI-5 0.7269 0.5000

PI-6 4.5862 2.5109

GWO

PI-1 12.2386 15

PI-2 5.88106 14.8518
PI-3 0.5 12.8013

PI-4 0.5 0.648046
PI-5 0.793491 3.23962

PI-6 5.09131 1.10481

PSO

PI-1 1.31914 11.3975
PI-2 7.41449 7.11482

PI-3 1.62522 14.2915
PI-4 3.74789 0.610424

PI-5 0.918551 1.41182
PI-6 1.76885 6.53668
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TABLE 2: Statistical results of fitness function obtained by different algorithms in 10 runs.

Algorithm Best Worst Mean Standard Deviation Variance

SCA 0.18059 0.24624 0.20228 0.01949 0.00038

GWO 0.19192 0.34229 0.23654 0.04851 0.00235

PSO 0.22384 0.36586 0.26797 0.04665 0.00218

TABLE 3: The statistical results of execution convergence time and iteration number obtained by different algorithms

Algorithm
Execution time(h) Convergence time(h) Iteration numbers

Max. Min. Mean Max. Min. Mean Max. Min. Mean

SCA 2.52845 1.75815 2.17891 1.86000 0.94040 1.42912 61 43 52

GWO 3.14831 2.32120 2.75352 2.33057 1.49220 1.93136 77 56 67

PSO 3.59057 2.54490 2.96870 2.75555 1.76185 2.13208 86 61 71

TABLE 4: ANOVA table results on ISE

Source SS df MS F P-Value

Groups 0.02159 2 0.01079 6.6 0.0047

Error 0.04419 27 0.00164

Total 0.06578 29

FIGURE 6: Algorithms Fitness function convergence

FIGURE 7: Boxplot differences of results on ISE.

V. SIMULATION ANALYSIS AND DISCUSSION

The WECS shown in Figure 1 is implemented and simulated

in the MATLAB/Simpower environment. The main objective

of the simulation is to assess the effectiveness and accuracy of

the proposed SCA-PI control schemes for the grid-connected

VSWT-PMSG. To ascertain the robustness of the SCA-PI

control scheme the system have been tested under dynamic

and transient circumstances. Besides, the simulation results

of the SCA-PI control scheme are compared to those of the

GWO-PI and PSO-PI control schemes, and it can be verified

that SCA-PI is the better algorithm. The simulation times are

configured to 10, and 100 seconds for transient and dynamic

conditions respectively. The simulation parameters settings

of the WECS are tabled in Appendix A.

A. TRANSIENT CIRCUMSTANCE EVALUATION

This part analyzes the system’s behaviour during a network

disturbance due to a fault which might happen any point

in the grid that can leads to voltage drop at the Point of

common coupling (PCC). The analysis seeks to appraise the

effectiveness of the SCA-PI control scheme at improving

VSWT- PMSG’s transient stability response. In the simula-

tion, it is assumed that a three-phase fault in the utility grid

occurred at t = 3 seconds. The wind speed is assumed to

remain constant at 12 m/s as the duration of the transient

circumstance is very short. During the fault occurrences,

the over current relay detected the surpassed current and

triggered the circuit breaker to open. Consequently, the fault

has been successfully eliminated according to the relay time

delay of 0.4 seconds.

During a network disturbance, the voltage at PCC can

descends suddenly from its rated value of 1.0 up to less

than 0.5 p.u. The GSI controller compensates the voltage

dip by injecting reactive power into the system as an extra

ancillary services to assist network stability. As a result, the

grid voltage recovered to the pre-fault value of 1 p.u as

depicted in Figure 8 (a). The response of SCA-PI scheme

for transient circumstance has been compared with the PSO-

PI and GWO-PI schemes. The results confirmed that PCC

voltage response using the SCA-PI approach was better

damped with lower peak undershoot (PUsh) as compared to

that realized when using GWO-PI or PSO-PI approaches. On

the other hand, when the PCC voltage dropped, the DC link

voltage (VDCL) is increased due to the grid’s active power

reduction, while the generated active power from the PMSG

remains constant. The VDCL raises rapidly at the moment

of failure, leading to unstable operation of the FCBTC. In

order to keep the VDCL response within an acceptable range
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FIGURE 8: System response under transient circumstance.(a) VPPC . (b) VDCL

FIGURE 9: System response under transient circumstance (a) RAP (b) AP

FIGURE 10: System response under transient circumstance (a) TEM . (b) PMSG Speed
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during a fault situation, the DCLPS with a brake unit and

relay was considered in this proposed control scheme. Figure

8 (b) showed that the proposed SCA-PI approach achieved a

much faster reaction, lower peak overshoot (POsh) and less

alteration in the DC-link voltage than the GWO-PI as well as

the PSO- PI approaches.

The performance of the Active power (AP) and Reactive

power (RAP) at PCC are illustrated in Figure 9. The active

power deteriorates and reactive power increases to recover

the system into healthy condition. The outcome demonstrated

that the reactive power compensation for voltage recovery

support using the SCA-PI gives the lowest value and the most

enhanced as compared to the GWO-PI as well as the PSO-PI

as manifested in Figure 9 (a) . In addition, as demonstrated

in Figure 9 (b), the deterioration in active power gives the

lowest value when the SCA-PI control scheme is used. The

SCA-PI control scheme is able to transmit maximum AP

to the UG with a faster settling time (Ts), lower PUsh and

less SSE as compared to the GWO-PI as well as the PSO-

PI control schemes. Moreover, the result shown in Figure

10 (a) confirmed the SCA-PI surpassed the GWO-PI and

PSO-PI in controlling the electromagnetic torque (TEM )

via the q-axis stator current. Hence, the generator rotational

speed return to its rated value reasonably fast with POsh

of less than 2 % despite of the transient event as illustrate

in Figure (b) 10. Table 5 provides details of the system’s

transient behavior, including the SSE, the POsh percentage,

the PUsh percentage, and the Ts for the three algorithms.

The settling time has been measured with respect to starting

network disturbance. According to the results of the transient

behaviour, the SCA-PI control scheme can be considered a

precise method of enhancing the transient performance of

VSWT-PMSG.

TABLE 5: Details of transient behaviour

System response Specification SCA-PI GWO-PI PSO-PI

VPCC
SSE (pu) 0.0004 0.004 0.007

PUsh (%) 73 78 84

Ts (s) 0.4 0.41 0.41

VDCL
POsh (%) 20 31.6 32

Ts (s) 0.93 1.19 1.5

RAPpcc

SSE (pu) 0.004 0.022 0.013
POsh (%) 1.37 12.5 3.69

Ts (s) 0.4 1.4 2.6

APpcc

SSE (pu) 0.017 0.0188 0.019

PUsh (%) 26.35 37.63 43.04
Ts (s) 1.12 2.02 1.61

PMSG Speed

SSE (pu) 0.004 0.012 0.022

POsh (%) 1.6 4.9 14.8

Ts (s) 0.4 1.67 2.07

TEM

SSE (pu) 0.004 0.014 0.023
PUsh (%) 0.9 2.8 6

Ts (s) 0.4 1.13 1.08

B. DYNAMIC CIRCUMSTANCE EVALUATION

The wind speed fluctuations is a major challenge that faces

the control schemes of WECS. To test the robustness and

performance of the proposed SCA-PI scheme during sudden

and erratic changes in wind speed, a stochastic wind speed

profile represented in Figure 11(a) is applied. It is randomly

changed between 8 m/s and 12 m/s for a duration of 100

seconds to mimic a more realistic wind speed in reality.

The performance of the proposed SCA-PI has been also

compared to the performance of GWO-PI as well as PSO-PI

under the same circumstances. The results shown in Figure

11 (b) confirmed that the SCA-PI is capable of regulating

the PMSG rotational speed according to wind speed changes

with its optimal value better than GWO-PI as well as PSO-

PI. Moreover, the proposed SCA-PI scheme outperformed

the GWO-PI and PSO-PI schemes in tracking the optimal Cp

(0.44) and TSR (10.5) values , as shown in Figure 12 (a, b)

respectively. This, in turn, possesses a direct impact on the

maximum power extraction from available wind energy.

To further show the performance of the proposed SCA-

PI under variation of wind speed conditions, the APpcc

and RAPpcc have been analysed. The simulation results for

APpcc and RAPpcc under the assessed wind speed profile

in all control schemes are shown in Figure.13 (a, b) respec-

tively.Figure 13 (a) confirms that when SCA-PI is used, the

injected active power into UG is more precise and closer

to the rated value than when applying GWO-PI or PSO-

PI. It is observed that the active power injected into the

utility grid is extremely close to the maximum power due

to power losses of the power converter. Besides, Figure 13

(b) also confirms that the SCA-PI control scheme has more

capability and robustness than the PI GWO-PI and the PSO-

PI in terms of adjusting the RAP to zero with a lower Osh. In

Figure 14 (a), it is clearly shown that the SCA-PI controls

the Vpcc with small SSE and has low oscillations around

the reference voltage as compared to the GWO-PI and the

PSO-PI control schemes. The notable performance of the

proposed SCA-PI scheme is visible in the magnified views in

Figure 14 (a), where the SSE of SCA-PI GWO-PI and PSO-

PI are 0.001 p.u , 0.006 p.u and 0.011p.u respectively. To

complete the analysis evaluation, Figure 14 (b) depicts the

VDCL performance. The very good regulation achieved for

theVDCL when using the SCA-PI as compared to GWO-PI

and PSO-PI can be recognized. Hence, it can be deduced that

the proposed SCA-PI shows a noticeable performance and

robustness as compared to GWO-PI and PSO-PI. Likewise, it

can be observed that the GWO-PI control approach is better

than the PSO-PI approach.

In general, the simulation findings have fully revealed the

superior advantage of the proposed SCA-PI in the control-

ling of the predefined parameters under variation of wind

speed profile. The proposed SCA-PI showed its capability

in keeping Cp, TSR at optimal values with fewer deviations

and penetrating the maximum power into UG. In addition,

the SCA-PI possesses the capability of regulating Vpcc,

VDCL, RAPpcc at rated value regardless of the wind speed

fluctuations. Last but not least, when the simulation results

of the three approaches are compared, it can be inferred

that SCA-PI approach has more capability in reducing the

system’s POsh, PUsh, SSE and oscillation better than the
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FIGURE 11: System response under dynamic circumstance (a) Wind speed Profile . (b) PMSG Rotational Speed

FIGURE 12: System response under dynamic circumstance (a)Tip Speed Ratio . (b) Power Coefficient

FIGURE 13: System response under dynamic circumstance (a) AP at PCC (b) RAP at PCC
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FIGURE 14: System response under dynamic circumstance (a) Vpcc (b) VDCL

other two approaches.

VI. CONCLUSION

This work has presented a unique implementation of the SCA

algorithm to optimize the gains of cascaded PI controllers

when integrated in BTBC control schemes of the grid-tied

VSWT-PMSG. The optimization procedure aims to get the

best possible values for PI gains that lead to extraction of the

maximum wind power and enhance the WECS performance

under dynamic and transient operating conditions. With re-

gards to this, the SCA picks the optimal PI controllers gains

based on the minimum ISE summation of system variables.

The performance of the proposed SCA-PI control scheme has

been evaluated under grid fault and fluctuating wind speed

circumstances. Moreover, SCA-PI performance has also been

compared with GWO-PI and PSO-PI performances under the

same operating conditions. Simulation findings confirmed

that the SCA-PI control scheme outperforms the GWO-PI

and PSO-PI control schemes in terms of PUsh, POsh, SSE,

Ts and damping system oscillations under the dynamic and

transient operations conditions. The notable performance of

the proposed control scheme is due to the good design of the

SCA during the design process, which relies on the designer’s

knowledge.

The contribution of this paper shall draw promising future

research directions from the fact that where in by integrating

the SCA algorithm with a control scheme has proven to

be a significant influence on the performance of the grid-

connected wind energy convergence system. The SCA al-

gorithm has produced satisfactory results with regards to its

current features and can be extended to develop a hybrid of

the SCA algorithm with another algorithm and then validate

against the state-of-the-art meta-heuristic optimization algo-

rithms to assess viability of the hybrid algorithm.
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APPENDIX A PARAMETERS WECS

TABLE 6: Parameters of WECS

Parameter Symbol Value

Rated power P 1.5MW
Air density ρ 1.225 kg/m3

Rated wind speed Vω 12m/s
Blade radius R 33.5m
Optimal TSR λopt 10.5
Opt. Power Coefficient Cp.opt 0.44

Inertia J 0.032 kgm2

Number of poles pair Pn 48

Stator resistance Rs 0.135 Ω

Stator inductance(d-axis) Lds 4mH
Stator inductance(q-axis) Lqs 4mH
Magnetic flux ψf 0.5V.S
Frequency F 50Hz
DC link capacitance C 650 µF
Dc-link voltage VDCL 1.15 kV
Grid voltage V g 575V
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