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Abstract. This paper explores the factors that influence the human
component in hybrid approaches to named entity recognition (NER) in
microblogs, which combine state-of-the-art automatic techniques with
human and crowd computing. We identify a set of content and crowd-
sourcing-related features (number of entities in a post, types of entities,
skipped true-positive posts, average time spent to complete the tasks,
and interaction with the user interface) and analyse their impact on the
accuracy of the results and the timeliness of their delivery. Using Crowd-
Flower and a simple, custom built gamified NER tool we run experiments
on three datasets from related literature and a fourth newly annotated
corpus. Our findings show that crowd workers are adept at recognizing
people, locations, and implicitly identified entities within shorter micro-
posts. We expect them to lead to the design of more advanced NER
pipelines, informing the way in which tweets are chosen to be outsourced
or processed by automatic tools. Experimental results are published as
JSON-LD for further use by the research community.

Keywords: Crowdsourcing · Human computation · Named entity recog-
nition · Microposts

1 Introduction

Information extraction is a central component of the Web of Data vision [2]. An
important task in this context is the identification of named entities - the people,
places, organisations, and dates referred to in text documents - and their map-
ping to Linked Data URIs [20]. State-of-the-art technology in entity recognition
achieves near-human performance for many types of unstructured sources, and
most impressively so for well-formed, closed-domain documents such as news
articles or scientific publications written in English [14,15]. It has been less suc-
cessful so far in processing social media content such as microblogs, known for
its compact, idiosyncratic style [6]. Human computation and crowdsourcing offer
an effective way to tackle these limitations [19], alongside increasingly sophisti-
cated algorithms capitalising on the availability of huge data samples and open
knowledge bases such as DBpedia and Freebase [17].
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However, such hybrid approaches to NER (named entity recognition) [6] are
far from being the norm. While the technology to define and deploy them is
on its way - for instance, tools such as GATE already offer built-in human
computation capabilities [18] - little is known about the overall performance of
crowd-machine NER workflows and the factors that affect them. Besides various
experiments reporting on task design, spam detection, and quality assurance
aspects (e.g., [7,19,24]), at the moment we can only guess what features of a
micropost, crowd contributor, or microtask platform will have an impact on the
success of crowdsourced NER. The situation is comparable to the early stages of
information extraction; once the strengths and weaknesses of particular meth-
ods and techniques had been extensively studied and understood, the research
can then focus on overcoming real issues, propose principled approaches, and
significantly advance the state of the art.

This paper is a first in-depth study that examines the factors which influ-
ence the performance of the crowd in hybrid NER approaches for microposts.
We identify a set of content and crowdsourcing-related features (number of enti-
ties in a post, types of entities, skipped true-positive posts, average time spent
to complete the tasks, and interaction with the user interface) and analyse their
impact on the accuracy of the results and the timeliness of their delivery. We run
experiments on three datasets from related literature and a fourth newly anno-
tated corpus using CrowdFlower and our own game-with-a-purpose (GWAP)
[21] called Wordsmith.1

An analysis of the results reveals that shorter tweets with fewer entities tend
to be more amenable to microtask crowdsourcing. This applies in particular to
those cases in which the text refers to single people or places entities, even more
so when these have been subject to recent news or public debate on social media.
Though recommended by some crowdsourcing researchers and platforms, the
use of the miscellaneous as a NER category seems to confuse the contributors.
However, they are well suited to identify a whole range of entities that were not
explicitly targeted by the requester, from people who are less famous to partial,
overlapping and what we call “implicitly named entities”.

The remainder of this paper is structured as follows: we first discuss the
related literature in context of the annotation of micropost data, and review
existing proposals to add human and crowd computing features to the task.
In Sect. 3 we introduce the research questions and describe the methods, experi-
mental set-up, and data used to address them. We then present our results based
on the experiment conducted, and finally discuss the core findings. We expect
them to lead to the design of more advanced NER pipelines, informing the way
in which tweets are chosen to be outsourced or processed by automatic tools.
The results of our experiments are published as JSON-LD for further use by the
research community.2

1 http://seyi.feyisetan.com/wordsmith.
2 Download available at https://webobservatory.soton.ac.uk/wo/dataset#54bd90e6c

3d6d73408eb0b88.

http://seyi.feyisetan.com/wordsmith
https://webobservatory.soton.ac.uk/wo/dataset#54bd90e6c3d6d73408eb0b88
https://webobservatory.soton.ac.uk/wo/dataset#54bd90e6c3d6d73408eb0b88
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2 Preliminaries and Related Work

Several approaches have been applied to build tools for entity extraction, using
rules, machine learning, or both [13]. An analysis of the state of the art in named
entity recognition and linking on microposts is available in [6]. The authors also
discuss a number of factors that affect precision and recall in current technology -
current limitations tend to be attributed to the manner of text e.g., vocabulary
words, typographic errors, abbreviations and inconsistent capitalisation, see also
[8,16].

Crowdsourcing has been previously used to annotate named entities in microp-
ost data [10]. In this study, Finin et al. used CrowdFlower and Amazon’s Mechani-
cal Turk as platforms. Crowd workers were asked to identify person (PER),
location (LOC) and organisation (ORG) entities. Each task unit consisted of 5
tweets with one gold standard question, with 95% of the tweets annotated
at least twice. The corpus consisted of 4, 400 tweets and 400 gold questions.
A review of the results of [10] was carried out and reported in [11]. They observed
annotations that showed lack of understanding of context e.g., china tagged as
LOC when it referred to porcelain. They also highlighted the issue of entity drift
wherein entities are prevalent in a dataset due to temporal popularity in social
media. This adds to the difficulty of named entity recognition [6].

A similar approach has been used to carry out NER tasks on other types
of data. Lawson et al. [12] annotated 20, 000 emails using Mechanical Turk.
The workers were also required to annotate person (PER), location (LOC), and
organisation (ORG) entities. By incorporating a bonus system based on enti-
ties found and inter-annotator agreement, they were able to improve their result
quality considerably. The results were used to build statistical models for auto-
matic NER algorithms. An application in the medical domain is discussed in
[23]. The crowd workers were required to identify and annotate medical condi-
tions, medications, and laboratory tests in a corpus of 35, 385 files. They used
a custom interface (just as we do with Wordsmith) and incorporated a bonus
system for entities found. Reference [5] proposed a hybrid crowd-machine work-
flow to identify entities from text and connect them to the Linked Open Data
cloud, including a probabilistic component that decides which text to be sent to
the crowd for further examination. Other examples of similar systems are [4,18].
Reference [18] also discussed some guidelines for crowdsourced corpus annotation
(including number of workers per task, reward system, task quality approach,
etc.), elicited from a comparative study.

Compared to the works cited earlier, we perform a quantitative analysis
based on controlled experiments designed specifically for the purpose of exploring
performance as a function of content and crowdsourcing features. The primary
aim of our research is not to implement a new NER framework, but rather to
understand how to design better hybrid data processing workflows, with NER
as a prominent scenario in which crowdsourcing and human computation could
achieve significant impact. In this context the Wordsmith game is seen as a means
to outsource different types of data-centric tasks to a crowd and study their
behavior, including purpose-built features for quality assurance, spam detection,
and personalized interfaces and incentives.
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3 Research Questions and Experiment Design

Our basic assumption was that particular types ofmicroposts will bemore amenable

to crowdsourcing than others. Based on this premise, we identified two related
research hypotheses, for which we investigated three research questions:

[H1.] Specific features of microposts affect the accuracy and speed of
crowdsourced entity annotation.

RQ1.1. How do the following features impact the ability of non-expert crowd
contributors to recognize entities in microposts: (a) the number of entities
in the micropost; (b) the type of entities in the microposts; (c) the length of
micropost text?

[H2.] We can understand crowd worker preferences for NER tasks.

RQ2.1. Can we understand crowd workers preferences based on (a) the number
of skipped tweets (which contained entities that could have been annotated);
(b) the precision of answers; (c) the amount of time spent to complete the
task; (d) the worker interface interaction (via a heatmap)?

RQ2.2. How do these four worker-related dimensions correlate with the content
features from RQ1.1?

To address these research questions we ran a series of experiments using Crowd-
Flower and our custom-built Wordsmith platform. We used CrowdFlower to
seek help from, select, and remunerate microtask workers; each CrowdFlower
job included a link to our GWAP, which is where the NER tasks were carried
out. Wordsmith was used to gather insight into the features that affect a worker’s
speed and accuracy in annotating microposts with named entities of four types:
people, locations, organisations, and miscellaneous. We describe the game in
more detail in Sect. 4

Research data. We took three datasets from related literature, which were also
reviewed by [6]. They evaluated NER tools on these corpora, while we are evalu-
ating crowd performance. The choice of datasets ensures that our findings apply
to hybrid NER workflow, in which human and machine intelligence would be
seamlessly integrated and only a subset of microposts would be subject to crowd-
sourcing. The key challenge in these scenarios is to optimize the overall perfor-
mance by having an informed way to trade-off costs, delays in delivery, and
non-deterministic (read, difficult to predict) human behavior for an increase in
accuracy. By using the same evaluation benchmarks we make sure we establish a
baseline for comparison that allows us not only to learn more about the factors
affecting crowd performance, but also about the best ways to combine human
and machine capabilities.The three datasets are:

(1) the Ritter corpus by [16] which consists of 2, 400 tweets. The tweets were
randomly sampled, however the sampling method and original dataset size are
unknown. It is estimated that the tweets were harvested around September 2010
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(given the publication date and information from [6]). The dataset includes, but
does not annotate Twitter @usernames which they argued were unambiguous
and trivial to identify. The dataset consists of ten entity types.

(2) the Finin corpus by [10] consists of 441 tweets which was the gold standard for
a crowdsourcing annotation exercise. The dataset includes and annotates Twitter
@usernames. The dataset annotates only 3 entity types: person, organisation and
location. Miscellaneous entity types are not annotated. It is not stated how the
corpus was created, however our investigation puts the corpus between August
to September 2008.

(3) the Making Sense of Microposts 2013 Concept Extraction Challenge dataset
by [3], which includes training, test, and gold data; for our experiments we used
the gold subset comprising 1450 tweets. The dataset does not include (and hence,
does not annotate) Twitter @usernames and #hashtags.

We also created and ran an experiment using our own dataset. In previous work
of ours we reported on an approach for automatic extraction of named entities
with Linked Data URIs on a set of 1.4 billion tweets [8]. From the entire corpus
of six billion tweets, we sampled out 3, 380 English ones using reservoir sampling.
This refers to a family of randomized algorithms for selecting samples of k items
(e.g., 20 tweets per day) from a list S (or in our case, 169 days or 6 months from
January 2014 to June 2014) of n items (for our dataset, over 30million tweets per
day), where n is either a very large or an unknown number. In creating this fourth
gold standard corpus, we used the NERD ontology [17] to create our annotations,
e.g., a school and musical band are both sub-class-of nerd:Organisation, but
a restaurant and museum, are sub-class-of nerd:Location.

The four datasets contain social media content from different time peri-
ods (2008, 2010, 2013, 2014) and have been created using varied selection and
sampling methods, making the results highly susceptible to entity drift [11].
Furthermore, all four used different entity classification schemes, which we nor-
malized using the mappings from [6]. Table 1 characterizes the data sets along
the features we hypothesize might influence crowdsourcing effectivity.

Experimental conditions. We performed one experiment for each dataset, which
adds up to 7, 665 tweets. For each tweet we asked the crowd to identify four
types of entities (people, locations, organisations, and miscellaneous). We elicited
answers from a total of 767 CrowdFlower workers, with three assignments to
each task. Each CrowdFlower job referred the workers to a Wordsmith-based
task consisting of multiple tweets to be annotated. Each job was awarded 0.05
USD with no bonus. We will discuss these choices in the next section.

Results and methods of analysis. The outcome of the experiments were a
set of tweets annotated with entities according to the four categories mentioned
earlier. We measured the execution time and compared the accuracy of the crowd
inputs against the four benchmarks. By using a number of descriptive statistics
to analyse the accuracy of the users performing the task, we were able to com-
pare the precision, recall, F1 scores for entities found within and between the
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Table 1. The four datasets used in our experiments

Dataset overview

Metric Finin Ritter MSM2013 Wordsmith

Corpus size 441 2,400 1,450 3,380

Avg. Tweet length 98.84 102.05 88.82 97.56

Avg. @usernames 0.1746 0.5564 0.00 0.5467

Avg. #hashtags 0.0226 0.1942 0.00 0.2870

No. PER entities 169 449 1,126 2,001

No. ORG entities 162 220 236 390

No. LOC entities 165 373 100 296

No. MISC entities 0 441 95 405

#hashtags annotated NO NO NO YES

@usernames annotated YES NO NO YES

four datasets, as well as aggregate the performance of users in order to identify
a number of distinguishing behavioural characteristics related NER tasks. Our
outcomes are discussed in-light of existing studies in respects to the performance
of the crowd and hybrid NER workflows. For each annotation, we measured data
points based on mouse movements every 10 ms. Each point had an x and y coor-
dinate value which was normalized based on the worker’s screen resolution. These
data points were used to generate the heatmaps for our user interface analysis.
For each annotation, we also recorded the time between when the worker views
the tweet to when the entity details are submitted.

4 Crowdsourcing Approach

Crowdsourcing platform: Wordsmith. As noted earlier, we developed a bespoke
human computation platform called Wordsmith to crowdsource NER tasks.
The platform is designed as a GWAP and sources workers from CrowdFlower.
A custom design approach was chosen in order to cater for an advanced entity
recognition experience, which could not be obtained using CrowdFlower’s default
templates and markup language (CML). In addition, Wordsmith allowed us to
set up and carry out the different experiments introduced in Sect. 3.

The main interface of Wordsmith is shown in Fig. 1. It consists of three sec-
tions. The annotation area is at the center of the screen with sidebars for addi-
tional information. The tweet under consideration is presented at the top of the
screen with each text token presented as a highlight-able span. The instruction to
‘click on a word or phrase’ is positioned above the tweet, with the option to skip
the current tweet below it. Custom interfaces in literature included radio buttons
by [10] and span selections by [4,12,22]. We opted for a click-and-drag approach
in order to fit all the annotation components on the screen (as opposed to [10])
and to cut down the extra type verification step by [4]. By clicking on a tweet
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Fig. 1. Wordsmith interface

token(s) the user is presented with a list of connector elements representing
the entity text and the entity types. Contextual information is provided in
line to guide the user in making the connection to the appropriate entity type.
When the type is selected, the type definition is displayed on the right hand side.
The left sidebar gives an overview of the number of tweets the user has processed,
and the total number of entities found. Once the worker has annotated 10 tweets,
an exit code appears within the left side bar. This is a mechanism used to signal
task completion in CrowdFlower, as we will explain in more detail later.

Recruitment. We sourced the workers for our bespoke system from CrowdFlower.
Each worker was invited to engage with a task as shown in Fig. 2, which redirected
him/her to Wordsmith. After annotating 10 tweets via the game, the worker was
presented with an exit code, which was used to complete the CrowdFlower job. We
recruited Level 2 contributors, which are top contributors who account for 36%
of all monthly judgements on the CrowdFlower platform [9]. Since we were not
using expert annotators, we set the judgement count at 3 answers per unit i.e.,

Fig. 2. CrowdFlower interface
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each tweet was annotated by three workers. Each worker could take on a single
task unit; once starting annotating in WordSmith, they were expected to look at
10 tweets to declare the task as completed. However, they were also allowed to
skip tweets (i.e., leave them unannotated) or continue engaging with the game
after they reached the minimum level of 10 tweets. Independently of the actual
number of posts tagged with entities, once the worker had viewed 10 of them and
received the exit code, he/she receives the reward of 0.05 $.

Unlike [12,23], we did not use any bonuses. The annotations carried out in
[12] were on emails with an average length of 405.39 characters while the tweets
across all our datasets had an average length of 98.24 characters. Workers in their
case had the tendency to under-tag entities, a behavior which necessitated the
introduction of bonus compensations which were limited and based on a worker-
agreed threshold. The tasks in [23] use biomedical text, which according to them,
‘[is] full of jargon, and finding the three entity types in such text can be difficult
for non-expert annotators’. Thus, improving recall in these annotation tasks, as
opposed to shortened and more familiar text, would warrant a bonus system.

Input data and task model. Each task unit refers to N tweets. Each tweet con-
tains x = {0, ..., n} entities. The worker’s objective is to decide if the current
tweet contains an entity and correctly annotate the tweet with their associated
entity types. The entity types were person (PER), location (LOC), organisa-
tion (ORG), and miscellaneous (MISC). We chose our entity types based on
the types mentioned in the literature of the associated datasets we used. Our
task instructions encouraged workers to skip annotations they were not sure of.
As we used Wordsmith as task interface, it was also possible for people to con-
tinue playing the game and contribute more, though this did not influence the
payment. We report on models with adaptive rewards elsewhere [9]; note that
the focus here is not on incentives engineering, but on learning about content
and crowd characteristics that impact performance. To assign the total set of
7, 665 tweets to tasks, we put them into random bins of 10 tweets, and each bin
was completed by three workers.

Annotation guidelines. In each task unit, workers were required to decide whether
a tweet contained entities and annotate them. We adopted the annotation guide-
lines from [10] for person (PER), organisation (ORG) and location (LOC) entity
types. We also included a fourth miscellaneous (MISC) type, based on the guide-
lines from [16]. Instructions were presented at the start of the CrowdFlower job,
at the start via the Wordsmith interface and inline during annotation. Whenever
a worker is annotating a word (or phrase), the definition of the currently selected
entity type is displayed in a side bar.

Output data and quality assurance. Workers were allowed to skip tweets and each
tweet was covered by one CrowdFlower job viewed by three workers. Hence, the
resulting entity-annotated micropost corpus consisted of all 7, 665 tweets, each
with at most three annotations referring to people, places, organisations, and mis-
cellaneous. Each worker had two gold questions presented to them to assess their
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understanding of the task and their proficiency with the annotation interface.
Each gold question tweet consisted of two of the entity types that were to be
annotated. The first tweet was presented at the beginning, e.g., ‘do you know that

Barack Obama is the president of USA’ while the second tweet was presented after
the worker had annotated five tweets, e.g., ‘my iPhone was made by Apple’. The
workers are allowed to proceed only if they correctly annotate these two tweets.

5 Results

5.1 Analysis of Micropost Features

The first set of results in Table 2 shows precision, recall and F1 values for the four
entity types for all four datasets. We also include a confusion matrix highlighting
the entity mismatching types e.g., assigning Cleveland as location when it refers
to the basketball team. The low performance values for the Ritter dataset can
be attributed in part to the annotation schema (just as in [6]). For example,
the Ritter gold corpus assigns the same entity type musicartist to single musi-
cians and group bands. More significantly, the dataset does not annotate Twitter
@usernames and #hashtags. Considering that most @usernames identify peo-
ple and organisations, and the corpus contained 0.55 @usernames per tweet
(as shown in Table 1), it is not surprising that scores are rather low. The result
also shows high precision and low confusion in annotating location entities, while
the greatest ambiguities come from annotating miscellaneous ones.

The results for the Finin dataset show higher F1 scores across the board
when compared to the Ritter experiments. The dataset did not consider any
MISC annotations and although it includes @usernames and @hashtags, only
the @usernames are annotated. Here again, the best scores were in the iden-
tification of people and places. For the MSM2013 dataset the results show the
highest precision and recall scores in identifying PER entities. However, it is
important to note that this dataset (as shown in Table 1) contained, on aver-
age, the shortest tweets (88 characters). In addition, the URLs, @usernames and
#hastags were anonymized as URL , MENTION and HASHTAG , hence the
ambiguity arising from manually annotating those types was removed. Further-
more, the corpus had a disproportionately high number of PER entities (1, 126
vs. just 100 locations). It also consisted largely of clean, clearly described, prop-
erly capitalised tweets, which could have contributed to the precision. Consistent
with the results above, the highest scores were in identifying PER and LOC enti-
ties while the lowest one was for those entities classified as miscellaneous.

Our own Wordsmith dataset achieved the highest precision and recall values
in identifying people and places. Again, crowd workers had trouble classifying
entities as MISC and significant noise hindered the annotation of ORG instances.
A number of ORG entities were misidentified as PER and an equally high number
of MISC examples were wrongly identified as ORG. The Wordsmith dataset
consisted of a high number of @usernames (0.55 per tweet) and the highest
concentration of #hashtags (0.28 per tweet).
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Table 2. Experiment results - Named entity recognition on the four datasets.

Ritter dataset

Worker annotations Confusion matrix (vs gold)

Entity type Precision Recall F1 score PER ORG LOC MISC

Person 42.93 69.19 52.98 765 7 26 20

Organisation 28.75 39.57 33.30 10 140 62 88

Location 67.06 50.07 57.33 9 9 751 22

Miscellaneous 20.04 20.23 20.13 15 46 29 217

Finin dataset

Worker annotations Confusion matrix (vs gold)

Entity type Precision Recall F1 score PER ORG LOC MISC

Person 68.42 58.96 63.34 78 1 7 -

Organisation 50.94 27.84 36.00 1 27 5 -

Location 66.14 60.71 63.31 1 4 84 -

Miscellaneous - - - - - - -

MSM2013 dataset

Worker annotations Confusion matrix (vs gold)

Entity type Precision Recall F1 score PER ORG LOC MISC

Person 87.21 86.61 86.91 3,828 25 8 7

Organisation 43.27 38.77 40.90 16 299 13 28

Location 60.57 67.29 63.75 13 21 321 5

Miscellaneous 10.44 29.11 15.37 12 82 5 91

Wordsmith dataset

Worker annotations Confusion matrix (vs gold)

Entity type Precision Recall F1 score PER ORG LOC MISC

Person 79.23 71.41 75.12 5,230 34 29 32

Organisation 61.07 53.46 57.01 93 811 30 46

Location 72.01 72.91 71.26 25 58 1,078 8

Miscellaneous 27.07 47.43 34.47 50 113 12 718

5.2 Analysis of Behavioral Features of Crowd Workers

The results on the skipped true-positive tweets are presented in Fig. 4. It con-
tains the distribution of the entities present in the posts that were left unanno-
tated in each dataset according to the gold standard. On average across all four
experiments, people tend to avoid recognizing organisations, but were more keen
in identifying locations. Disambiguating between the two remained challenging
across all datasets as evidenced in the confusion matrices in Table 2. Identifying
locations such as London was a trivial task for contributors, however, entities such
as museums, shopping malls, and restaurants were alternately annotated as either
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Fig. 3. Wordsmith Heatmaps across the 4 datasets

Fig. 4. Skipped tweets

LOC or ORG. Disambiguating tech organisations was not trivial either - that is,
distinguishing entities such as Facebook, Instagram, or Youtube as Web applica-
tions or independent companies without much context. In the MSM2013 dataset,
person entities were least skipped due to the features of the dataset discussed ear-
lier (e.g., clear text definition, consistent capitalisation etc.). In the Wordsmith
dataset, however, PER, ORG, and MISC entity tweets were skipped with equal
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Table 3. Experiment results - Skipped true-positive tweets

Skipped tweets

Dataset Skipped Annotated

No. entities Tweet length No. entities Tweet length

Finin 1.56 101.39 1.33 94.82

Ritter 1.42 113.05 1.35 104.22

MSM 2013 1.49 98.74 1.30 97.11

Wordsmith 1.62 102.22 1.39 97.84

Table 4. Experiment results - Average accurate annotation time

Average accurate annotation time (seconds)

Dataset PER ORG LOC MISC

Finin 9.54 12.15 8.91 -

Ritter 9.69 10.05 9.35 10.88

MSM 2013 9.54 10.77 8.70 10.35

Wordsmith 8.06 8.50 9.56 9.48

likelihood. This is likely due to a high number of these entities arising from @user-

names and #hashtags, as opposed to well-formed names. As noted earlier, this was
a characteristic of this dataset, which was not present in the other three.

Table 3 gives further insight into those microtasks that remained unsolved.
The results show for each dataset the average number of entities present in
the skipped and un-skipped tweets, alongside the average length for both cate-
gories. We note that on average, workers preferred to avoid relatively long posts
and those containing more entities. The tweet length was least significant in
the MSM2013 experiment, once again due to the comparatively well-formed
nature of the dataset and the least standard deviation in the tweet lengths. This
feature was most significant in the Ritter dataset, with workers systematically
skipping tweets that were significantly longer than the average tweet length; it
is worth mentioning that this corpus comprised the highest average number of
characters per micropost.

Table 4 contains the average time taken for a worker to correctly identify a
single occurrence of the different entity types. The results for the Finin, Ritter
and MSM2013 datasets consistently show the shortest time needed corresponds
to locations, followed by person entities. In the Wordsmith dataset, workers
correctly identified people instances in the shortest time overall, however, much
longer times were taken to identify places. As discussed earlier, this can be
attributed also to entities arising from @usernames and #hashtags. The other
datasets either exclude this or do not annotate it in their gold standards.

Figure 3 shows the result of our datapoint captures via heatmaps. The results
show mouse movements concentrated horizontally along the length of the tweet
text area. Much activity is also around the screen center where the entity text
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appears after it is clicked. The heatmaps then diverge in the lower parts of the
screen which indicate which entity types were tagged. From a larger image of the
interface in Fig. 1, we can reconcile the mouse movements to point predominantly
to “PERSON” and “LOCATION” entities in proportions which are consistent
with the individual numbers presented in Table 2.

6 Discussion and Conclusion

In this final section we assimilate our results into a number of key themes and
discuss their implications on the prospect of hybrid NER approaches that com-
bine automatic tools with human and crowd computing.

Crowds can identify people and places, but more expertise is needed to classify

miscellaneous entities. Our analysis clearly showed that microtask workers are
best at spotting locations, followed by people, and finally with a slightly larger
gap, organisations. When no clear instructions are given, that is, when the entity
should be classified as MISC, the accuracy suffers dramatically. Assigning entities
as organisations seems to be cognitively more complex than persons and places,
probably because it involves disambiguating their purpose in context e.g., uni-
versities, restaurants, museums, shopping malls. Many of these entities could
also be ambiguously interpreted as products, brands, or even locations, which
also raises the question of more refined models to capture diverse viewpoints in
annotation gold standards [1].

Crowds perform best on recent data, but remember people. All four analyzed
datasets stem from different time periods (Ritter from 2008, Finin from 2010,
MSM from 2013, and Wordsmith from 2014). Most significantly one can see
that there is a consistent increase of the F1 score the more recent the dataset
is, even if the difference is only a couple of months as between the MSM and
the Wordsmith cases. We interpret that the more timely the data, the better the
performance of crowd workers, possibly due to the fact that newer datasets are
more likely to refer to entities that gained public visibility in media and on social
networks in recent times and that people remember and recognize easily. This
concept known as entity drift was also highlighted by [6,11]. The only exception
for this is the PER entity type, which was the most accurate result for the MSM
dataset.

Partial annotations and annotation overlap. The experiments showed a high
share of partial annotations by the workers. For example, workers annotated
london fashion week as london and zune hd as zune. Other partial annotations
stemmed from identifying a person’s full name, e.g., Antoine De Saint Exupery

was tagged by all three annotators as Antoine De Saint. Overlapping entities
occurred when a text could refer to multiple nested entities e.g., berlin university

museum referring to the university and the museum and LPGA HealthSouth

Inaugural Golf Tournament which was identified as an organisation and an event.



538 O. Feyisetan et al.

These findings call for richer gold standards, but also for more advanced means
to assess the quality of crowd results to reward partial answers. Such phenomena
could also signal the need for more sophisticated microtask workflows, possibly
highlighting partially recognized entities to acquire new knowledge in a more
targeted fashion, or by asking the crowd in a separate experiment to choose
among overlaps or partial solutions.

Spotting implicitly named entities thanks to human reasoning. Our analysis
revealed a notable number of entities that were not in the gold standard, but
were picked up by the crowd. A manual inspection of these entities in combina-
tion with some basic text mining has shown that the largest set of these entities
suggest that human users tend to spot unnamed entities (e.g., prison or car),
partial entities (e.g., apollo versus the apollo), overlapping entities (e.g., london

fashion week versus london), and hashtags (e.g., #WorldCup2014 ). However,
the most interesting class of entities which were not in the gold standard but
were annotated by the crowd are what we call implicitly named entities. Exam-
ples such as hair salon, last stop, in store, or bus stop show that the crowd is
good at spotting phrases that refer to real named entities implicitly depending
on the context of the post’s author or a person or event this one refers to. In
many cases, the implicit entities found are contextualised within the micropost
message, e.g., I’ll get off at the stop after Waterloo. This opens up interesting
directions for future analysis that focus only on those implicit entities together
with features describing their context in order to infer the actual named entity
in a human-machine way. By combining text mining and content analysis tech-
niques, it may be possible to derive new meaning from corpora such as those
used within this study.

Closing the entity linking loop for the non-famous. Crowd workers have shown
good performance in annotating entities that were left out by the gold standards
and presented four characteristic classes of such entities (unnamed entities, par-
tial entities, overlapping entities, and hashtags). We observe a fifth class that
human participants mark as entities, which refer to non-famous, less well-known
people, locations, and organisations (e.g., the name of a person who is not a
celebrity). This is an important finding for hybrid entity extraction and linking
pipelines, which can benefit from the capability to generate new URIs for yet
publicly unknown entities.

Wide search, but centred spot. Our heatmap analysis shows that we had a very
wide view along the text axis, and a consistent pattern that the likelihood of
annotating in the center is higher even though they seem to search over the entire
width of the text field. This correlates with statistics about the average position
of the first annotation, which is higher than for the gold standard. This might
mean that people are more likely to miss out on annotating entities on the left
and right edges of the interface. A resolution could be to centralize the textbox
and make it less wide hence constraining the worker’s field of vision as opposed
to [10] where workers were required to observe vertically to target entities. We
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cannot fully substantiate this claim yet and reserve this for further work due to
the responsive nature of the interface which would have presented the annotation
text slightly different on varying screen resolutions and with screen resizings.

Concluding remarks and future work. In this paper we have experimented with a
novel approach to finding entities within micropost datasets using crowdsourced
methods. Our experiments, conducted on four different micropost datasets, have
revealed a number of crowd characteristics with respect to their performance
and behaviour of identifying different types of entities. In terms of the wider
impact of our study, we consider that our findings will be useful for streamlining
and improving hybrid NER workflows, offering an approach that allows corpora
to be divided up between machine- and human-led workforces, depending on
the types and number of entities to be identified or the length of the tweets.
Future work in this area includes devising automated approaches to determining
when best to select human or machine capabilities, and also examining implicitly

named entities in order to develop methods to identify and derive message-
related context and meaning.
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