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Abstract

We propose NEURAL REASONER , a framework for neural network-based reason-
ing over natural language sentences. Given a question, NEURAL REASONER can
infer over multiple supporting facts and find an answer to the question in specific
forms. NEURAL REASONER has 1) a specific interaction-pooling mechanism, al-
lowing it to examine multiple facts, and 2) a deep architecture, allowing it to model
the complicated logical relations in reasoning tasks. Assuming no particular struc-
ture exists in the question and facts, NEURAL REASONER is able to accommodate
different types of reasoning and different forms of language expressions. Despite
the model complexity, NEURAL REASONER can still be trained effectively in an
end-to-end manner. Our empirical studies show that NEURAL REASONER can
outperform existing neural reasoning systems with remarkable margins on two
difficult artificial tasks (Positional Reasoning and Path Finding) proposed in
[6]. For example, it improves the accuracy on Path Finding(10K) from 33.4% [4]
to over 98%.

1 Introduction

Reasoning is essential to natural language processing tasks, most obviously in examples like docu-
ment summarization, question-answering, and dialogue. Previous efforts in this direction are built
on rule-based models, requiring first mapping natural languages to logic forms and then inference
over them. The mapping (roughly corresponding to semantic parsing), and the inference, are by
no means easy, given the variability and flexibility of natural language, the variety of the reasoning
tasks, and the brittleness of a rule-based system.

Just recently, there is some new effort, mainly represented by Memory Network and its dynamic
variants [7, 3], trying to build a purely neural network-based reasoning system with fully distributed
semantics that can infer over multiple facts to answer simple questions, all in natural language.

In this paper we give a more systematic treatment of the problem and propose a flexible neural
reasoning system, named NEURAL REASONER. It is purely neural network based and can be trained
in an end-to-end way [4], using only supervision from the final answer. Our contributions are mainly
two-folds

• we propose a novel neural reasoning system NEURAL REASONER that can infer over mul-
tiple facts in a way insensitive to 1) the number of supporting facts, 2)the form of language,
and 3) the type of reasoning;

• we give a particular instantiation of NEURAL REASONER and a multi-task training method
for effectively fitting the model with relatively small amount of data, yielding significantly
better results than existing neural models on two artificial reasoning task;

∗The work is done when the first author worked as intern at Noah’s Ark Lab, Huawei Technologies.
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2 Model

Figure 1: A diagram of our implementation of NEURAL
REASONER with L reasoning layers, operating on one ques-
tion and K facts.

In a nutshell, question and facts, as
symbol sequences, are first converted
to vectorial representations in the en-
coding layer via recurrent neural net-
works (RNNs). The vectorial repre-
sentations are then fed to the reason-
ing layers, where the question and the
facts get updated through an nonlin-
ear transformation jointly controlled
by deep neural networks (DNNs)and
pooling. Finally at the answering
layer, the resulted question represen-
tation is used to generate the final an-
swer to the question.

2.1 Encoding Layer

The encoding layer is designed
to find semantic representations of
question and facts. Suppose that we
are given a fact or a question as
word sequence {x1, · · · , xT }, the en-
coding module summarizes the word
sequence with a vector with fixed
length. We have different model-
ing choices for this purpose, e.g.,
CNN [2] and RNN [5], while in this paper we use GRU [1] as the encoding module.

2.2 Reasoning Layers

2.2.1 Question-Fact Interaction

On reasoning layer `, the kth interaction is between q(`−1) and f
(`−1)
k , resulting in updated repre-

sentations q(`)
k and f

(`)
k

[q
(`)
k , f

(`)
k ]

def
= gDNN`

([(q(`−1))>, f
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>
]>; Θ`), (1)

with Θ` being the parameters. In general, q(`)
k and f

(`)
k can be of different dimensionality as those

of the previous layers. In the simplest case with a single layer in DNN`, we have

q
(`)
k

def
= σ(W>

` [(q(`−1))>, f
(`−1)
k

>
] + b`), (2)

Roughly speaking, q(`)
k contains the update of the system’s understanding on answering the question

after its interaction with fact K, while f
(`)
k records the change of the Kth fact. Therefore, {(q(`)

k

,f (`)k )} constitute the “state” of the reasoning process. We choose to keep the representation un-
updated on each layer when conducting experiments.

2.2.2 Pooling

Pooling aims to fuse the understanding of the question right after its interaction with all the facts
to form the current status of the question, through which we can enable the comparison between
different facts. There are several strategies for this pooling

Average/Max Pooling: To obtain the nth element in q(`), we can take the average or the maximum
of the elements at the same location from {q(`)

1 , · · ·q(`)
K } At layer-L, the query representation q(L)

after the pooling will serve as the features for the final decision.
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2.3 Answering Layer

For simplicity, we focus on the reasoning tasks which can be formulated as classification with pre-
determined classes. At reasoning Layer-L, it performs pooling over the intermediate results to select
important information for further uses.

q = pool({q(L)
1 ,q

(L)
2 , · · · ,q(L)

K }) (3)

y = softmax(W>
softmaxq

(L)) (4)

After reaching the last reasoning step, in this paper we take two steps, Q2 is sent to a standard
softmax layer to generate an answer which is formulated as a classification problem.

3 Auxiliary Training for Question/Fact Representation

We use auxiliary training to facilitate the learning of representations of question and facts. Basically,
in addition to using the learned representations of question and facts in the reasoning process, we
also use those representations to reconstruct the original questions.

In the auxiliary training, we intend to achieve the following two goals: 1) to compensate the lack of
supervision in the learning task. 2)to introduce beneficial bias for the representation learning task.

We take the simplest way to fuse the auxiliary tasks (recovering) with the main task (reasoning)
through linearly combining their costs with trade-off parameter α

E = αErecovering + (1− α)Ereasoning (5)

whereEreasoning is the cross entropy loss describing the discrepancy of model prediction from cor-
rect answer and Erecovering is the negative log-likelihood of the sequences (question or facts) to be
recovered. The likelihood is estimated as in the encoder-decoder framework proposed in [1]. On top
of the encoding layer (RNN), we add another decoding layer (RNN) which is trained to sequentially
predict words in the original sentence.

4 Experiments

4.1 Setup

We select from bAbI the two most challenging tasks (among the 20 tasks in [6] ) Positional Rea-
soning and Path Finding, to test the reasoning ability of NEURAL REASONER. bAbI is a synthetic
question and answering dataset. It contains 20 tasks, and each of them is composed of a set of facts,
a question and followed by an answer which is mostly a single word.

4.2 NEURAL REASONER vs. Competitor Models

We compare NEURAL REASONER with the following three neural reasoning models: 1)Memory
Network, including the one with step-by-step supervision [7](denoted as MEMORY NET-STEP) and
the end-to-end version [4] (denoted as MEMORY NET-N2N), and 2) DYNAMIC MEMORY NET-
WORK, proposed in [3], also with step-by-step supervision.

In Table 1, we report the performance of a particular case of NEURAL REASONER with 1) two rea-
soning layers, 2) 2-layer DNNs as the interaction modules in each reasoning layer, and 3) auxiliary
task of recovering the original question and facts.

The results are compared against three neural competitors. We have the observations 1) the proposed
NEURAL REASONER performs significantly better than Memory Net-N2N, especially with more
training data. 2) although not a fair comparison to our model, NEURAL REASONER is actually better
than MEMORY NET-N2N, DYNAMIC MEMORY NET on Positional Reasoning (1K) & (10K) as
well as Path Finding (10K), with about 20% margin on both tasks with 10K training instances.

Further study of architectural variants of NEURAL REASONERis conducted form the following as-
pect : 1)the number of reasoning layers, 2) the depth of the interaction DNN, and 3) the auxiliary
tasks, with results summarized by Table 2.
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Po.Rea. (1K) Po. Rea. (10K) Pa. Fin. (1K) Pa. Fin. (10K)
Step-by-step Supervision

MEMORY NET-STEP 65.0% 75.4% 36.0% 68.1 %
DYNAMIC MEMORY NET 59.6% - 34.5% -

End-to-End
MEMORY NET-N2N 59.6% 60.3% 17.2% 33.4%
NEURAL REASONER 66.4% 97.9% 17.3% 87.0%

Table 1: Results on two reasoning tasks. The results of MEMORY NET-STEP, MEMORY NET-N2N,
and DYNAMIC MEMORY NET are taken respectively from [7],[4] and [3].

Po.Rea. (1K) Po. Rea. (10K) Pa. Fin. (1K) Pa. Fin. (10K)
No auxiliary task

2-layer reasoning, 1-layer DNN 60.2% 72.1% 13.6% 52.2%
2-layer reasoning, 2-layer DNN 59.6% 69.3% 12.3% 54.2%
3-layer reasoning, 3-layer DNN 58.7% 59.7% 13.1% 51.7%

Auxiliary task: Original
2-layer reasoning, 1-layer DNN 63.1% 93.8% 14.1% 57.0%
2-layer reasoning, 2-layer DNN 66.4% 97.9% 17.3% 87%
3-layer reasoning, 3-layer DNN 69.4% 99.1% 14% 98.4%

Table 2: Results on two reasoning tasks yielded by NEURAL REASONER with different architectural
variations.
Auxiliary tasks are essential to the efficacy of NEURAL REASONER, without which the perfor-
mances drop dramatically. The reason, as we conjecture, is that the reasoning task alone cannot give
enough supervision for learning accurate word vectors and parameters of the RNN encoder. We note
that NEURAL REASONER can still outperform Memory Net (N2N) with 10K data on both tasks.

When larger training datasets are available, NEURAL REASONER appears to prefer relatively deeper
architectures. More importantly, although both tasks require two reasoning steps, the performance
does not deteriorate with three reasoning layers. On both tasks, with 10K training instances, NEU-
RAL REASONER with three reasoning layers and 3-layer DNN can achieve over 98% accuracy.

5 Conclusion and Future Work
We have proposed NEURAL REASONER, a framework for neural network-based reasoning over nat-
ural language sentences. NEURAL REASONER is flexible, powerful, and language indepedent. Our
empirical studies show that NEURAL REASONER can dramatically improve upon existing neural
reasoning systems on two difficult artificial tasks proposed in [7]. For future work, we will explore
1) tasks with higher difficulty and reasoning depth, e.g., tasks which require a large number of sup-
porting facts and facts with complex intrinsic structures, 2) the common structure in different but
similar reasoning tasks (e.g., multiple tasks all with general questions), and 3) automatic selection of
the reasoning architecture, for example, determining when to stop the reasoning based on the data.
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