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We discuss how data assimilation and forecasting methogsapeed in Earth’s weather prediction models could be used
to improve our capability to anticipate solar dynamicalmpdrena and assimilate the huge amount of data that new solar
satellites, such as SDO or Hinode, will provide in the comjegrs. We illustrate with some simple examples such as the
solar magnetic activity cycle, the eruption of CMEs, thd pedential of such methods for solar physics. We believe tha
we now need to jointly develop solar forecasting models, sehpurpose are to assimilate observational data in order to
improve our predictability power, with “first principle” &&r models, whose purpose is to understand the underpinning
physical processes behind the solar dynamics. These twpleorentary approaches should lead to the development of a
solar equivalent of Earth’s general circulation model.

(© 2007 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

1 Introduction munication and radars and create massive blackouts in high
latitude countries such as in Quebec in 1989. The impact of
Today, everybody is used to turn on his radio, computée magnetic Sun has started to be considered seriously by
or tv set to find out what today’s weather is going to behe weather forecast community in the mid 70’s thanks to
Few actually realize that in order to predict as accurately aesearchers like Eddy (1975; see also Pap & Fox 2004).

possible the weather over a given geographical area, a so- |t is thus important to be able to predict and anticipate
phisticated procedure, called the “analysis cycle”, he3eto o|ar storms, the variation of the solar luminosity (seeyEdd
operated in national or international weather ce_nters sugggz; Foukal et al. 2006 for a recent review) and other solar
as Méteo France, the European Center for Medium-Ranggnamical phenomena, such as the solar magnetic activity
Weather Forecast (ECMWF) or the US Climate Predictiof gne wants to progress on both the solar dynamics and
center (NCEP). In this procedure, huge amounts of obseryfia predictions of the Earth’s weather on different tempora
tional data pointsi{ > 5 x 10°/day) have to be assimilated scales (short to long term trends). To succeed in that chal-
in sophisticated general circulation numerical model$ef t lenging task we need to develop a global approach that in-
Earth’s atmosphere. These models are continuously run @yporates and link theory, observations, numerical nsodel
vector or massively parallel computers and monitored anghg modern data assimilation technics, not unlike what our
analysed by engineers and researchers in weather predicii@ophysicist and meteorologist colleagues did for weather
centers in order to deliver accurate weather forecast. forecasting. We thus need to favour the development of so-
For decades researchers in the field of weather predigr general circulation models (GCM) and progressively in-
tion have developed original technics, both fast and relgorporate all the known key physical processes at the origin
able, in order to be able to run operationally such numegf the fascinating solar dynamics and activity. Of course we
ical models and assimilate huge amounts of data on an ifeed to adapt weather prediction methods in order to be able
tra daily basis (Talagrand 1997; Kalnay 2003). One among anticipate and predict over periods of days, months and
many effects that these models have to take into accowlen years, solar dynamical phenomena as diverse as the
is the external radiative forcing imposed by the Sun on thg2-year magnetic cycle and its associated butterfly diagram
Earth’'s atmosphere and all the dynamical and energetic caithsurface solar weather or coronal mass ejections (CMEs)
sequences that follow. Further, the Sun as a magnetically astix 2002).
tive star has also through its solar wind and energetic pgasm Some aspects of this integrated approach have started

_eruptions a direct impact on the Egrth’s m_agnetosphgre at?Jdbe addressed in space weather with projects such as
|onosphere ano_l on our techpologlcal society. It can IMpaawWsES (Climate and Weather of the Sun-Earth System),
satellites in orbit, interfere with high frequency radiawo or in the several attempts done to predict solar cycle 23 and
the soon starting cycle 24 (Hathaway et al. 1999, 2004).
The recent launch of many solar satellites such as Hinode,
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330 A.S. Brun: Data assimilation in solar physics

STEREO or SDO by the space agencies, demonstrate tBad MHD models of the solar interior and use these models
the solar dynamics and its relationship with the Earth ate put constraints on key physical ingredients, such as dif-
becoming more and more important to understand, to modetential rotation or the tachocline. Finally we conclude i
and to predict. These new satellites will try to map in 3D th&ect. 5.

solar surface and corona phenomena in order to progress in

for example the triggering mechanism of CMEs. Unfortu% A brief overview of data assimilation

nately they do not yet form the observational network tha

one would need to assimilate daily data into a solar GCM.methOdS in weather prediction

The Sentinels project submitted to NASAS interationgh modern meteorology, numerical global circulation mod-
program Living With a Star, constitutes with its six satetli g5 (GcM) solving so callegrimitive equations that are
(4 probes within Mercury’s orbit, one near the Earth and ongmpjifications of the equations of fluid mechanics (i.e con-
on the far side of the Sun) a first step toward developing huity, Navier-Stokes, energy, Pedlosky 1987) for a strat
observational and operational network of the Sun. Howevegiaq fuid are integrated in space and time. These mod-
most of these observations are mainly concerned by surfage are regularly updated by assimilating a subset of more
magnetic activity. But it is fundamental to realize thasthinan 16 observational data points of the state of the at-
surface phgnomena are intimately I.|nked to the solar INt§%osphere that are provided by balloon probing, satellites,
nal magnetism through dynamo action (see Sect. 3).  ground devices, aircraft, etc... In order to update the nu-

To progress in our ability to couple internal and exmerical model, increasingly sophisticated data assimilat
ternal magnetic and turbulent phenomena, we also negghniques in weather forecast have been developed over the
to progress in our understanding of the inner working dést 5 decades. A useful definition of data assimilation can
the Sun. The helioseismology community, has made regé found in Talagrand (1997): “using all available informa-
progress towards putting more constraints on the interrédn, to determine as accurately as possible the state of the
solar dynamics, by inferring the depth of the solar coratmospheric (or oceanic) flow.”
vection zone, its internal rotation profile and near surface Modern data assimilation technics rely on statistical es-
weather like pattern. The launch of SDO in early 2008 witlimation theory, such as least squares methods. The gener-
the HMI experiment on board will provide continuous andlisation of such statistical methods to multivariate sy,
accurate data for cycle 24 and the solar surface dynamigsad to what is called the optimal interpolation (Ol) foralat
such as torsional oscillations or meridional flows. For thgssimilation (Lorenc 1981). Optimal interpolation cotsis
deeper solar layers the project DynaMICS (Turck-Chieze gt taking into account (assimilate) the new informatiorttha
al. 2005) will study the dynamical link between inner magthe observational data provide in order to advance in time
netism in the solar radiative zone and the solar cycle amge “background” state (also called first guess or prior in-
dynamo generated fields by coupling global seismology amgérmation) that the weather forecasting numerical code has
surface observations. predicted. The increment is obtained by taking the differ-

In the meanwhile, real progresses are being made @dce or innovation between the observational data and the
develop realistic numerical models of the solar convectigidservational operator. The new state or analysis is theen th
zone, internal dynamics and dynamo. It is thus clear thegsult of the assimilation/forecast procedure. More dpeci
most of the pieces constituting the solar puzzle, i.e. ofsally, let z” be the background vector state characterising
servational data of the solar surface and interior (throughe current state of the modé,(z*) the observational op-
helioseismology), theoretical studies, numerical toald a erator andy® the observational data to be assimilated in the
preliminary assimilation and forecasting methods are amodel, then one can show that the analysiss
ready partly there and they just need to be put together it = ® + W (y° — H (")), (1)

a more coherent and organised way. Clearly an integrat@éth 1 the weights determined from the estimated statis-
approach, using both data assimilation/forecasting nisthtical error covariances of the forecast and the observation
and dedicated numerical models of key physical ingredientgalnay 2003). This equation is the base of modern data as-
is needed, in order to develop a fully coupled model of thgimijlation. The various assimilation methods will differ i
Sun, fromits inner core up to its extended corona. the way they combine the observations and the background
The paper is organised in the following manner. In Secstate to generate the analysis.

2, we briefly present recent data assimilation techniques In practice the background state, the observations and
used in weather forecast. In Sect. 3 we discuss the ceven the numerical model used to simulate the Earth’s at-
rent status of data assimilation and forecast models in smosphere (i.e the primitive equations), possess errofs. Th
lar physics. We argue that the solar dynamical phenomeassimilation methods consist of predicting the evolutién o
share common attributes with the Earth’s atmosphere, atigt errors and of course of minimising it, i.e keeping it un-
solar prediction could certainly benefit from more advancedkr control as much as possible given the very chaotic nature
data assimilation techniques providing that we adapt theofithe Earth’s atmosphere. As the famous scientist Lorenz,
to our specific problems, such as taking into consideratioacently said: “the atmosphere is chaotic: the present de-
magnetic fields. Further, in section Sect. 4 we present tecéarmines the future, but the approximate present does not
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Fig.1 Schematic representation of the sequential and 4-D va P
ational data assimilation methods used in weather forebatte
sequential method, the background state is updated evean@h - Real

the model evolves the state until the next step at which ebser
tional data are again assimilated. In the 4-D variationathoed
within a 12 h interval the model and the observations arentake  Adapted from Kalnay (2003)
into account in the cost functias that need to be “minimised”.
Fig.2 Schematic representation of a “good” or “bad” ensemble
in the case of the solar 11-yr sunspot cycle 24 predictioe. difx
determine the approximate future”. Errors in the dynamicérent curves are: C the controlled forecast,dhd P~ are positive
atmospheric system are known to double every two to threed negative perturbations of case C, “ens. avg” the averkipe
days which leads to a predictability limit for weather foremodels and “real” is reality. In the good ensemble the rgadit
casting that Lorenz in 1963 was the first to quantify to bgart of the ensemble forecast.
of the order of 15 days. This is a very strong constraint on

our ability to predict weather pattern and solar equivalent ) ,
predictability limits must exist. However some atmospberi®S Packground state the numerical model of the previous 12

properties may be easier to predict over long period thgﬁ)urs interval. 4-D-var methods provide an efficient way of

other, such as weakly average rain falls or temperature, afgProving our error control and has now been adopted op-
it is likely that for the Sun some of its characteristics cafirationally in weather prediction centers since the mics.90

also be predicted over a longer period of time. Since the er- However variational methods require the development
ror evolution is central for making accurate predictionsrov and maintenance of a so-called adjoint model of the dynam-
the longest period, better our knowledge of the correlatidnal equations considered. This adjoint model computes ef-
between all types of uncertainties better our forecastheill ficiently the gradien®.J/9¢ necessary to the iterative min-

imising procedure, by evolving backward the adjoint system

1971), data assimilation methods are now commonly spﬁf equations from the forward 12 h tem.poral integration (Ta-
into two categories: sequential or variational (see Figid. a /2grand 2003; Kalnay 2003). Developing such a model and
Talagrand 1997; Daley 1991 Kalnay 2003). In the SequeH[ocedure is a straightforward but costly task and no such
tial methods, such as Ol or Kalman filter, observational dafgodels have been yet developed for the full MHD system
are assimilated in the numerical model at fixed time, s&f €auations (andin particular the induction equationffier t
every 6 hours, and then evolved forward in time. In the do@gnetic field, see next sections) that is required to model
called 4-D variational technics, rather than updating tie nthe solar dynamics and magnetic activity. Such efforts to de

merical weather model at fixed time, one seeks to minimi&&lop the adjoint models of the induction equation are now

a cost function/(€) within a certain time interval (usually Under way.

12 hours) for which data is available before making a fore- The most recent development in modern statistical data
cast. The procedure converges whiereached its minimum assimilation is calledensembldorecasting. It consists of
which occurs fog = z¢ (see Talagrand 2003). Then in therunning several simulations of the dynamical system with
next 12 hours period the procedure is applied again, usimgrious initial conditions. The result of the different éor

In order to achieve such a goal of optimal control (Lion
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casts provide a statistical way of assessing the qualitiyeof tnetic buoyancy as active regions (Cline et al. 2003; Fisher
forecast and to form an ensemble average forecast. An iat-al. 1999). Coexisting with these large-scale ordered-mag
portant notion in ensemble forecasting is the definition afetic structures are small-scale but intense magnetic fluc-
a “good” or "bad” ensemble (see Fig. 2). In a “bad” eniuations that emerge over much of the solar surface, with
semble none of the forecasting models correctly predidittle regard for the solar cycle (see Stix 2002; Charbomnea
the evolution of the dynamical system studied. ConverseB005). The observed large diversity of magnetic phenomena
in a “good” ensemble the real evolution of the system imust thus be linked to two conceptually different dynamos:
included in the range of predictions made by the differemtlarge-scale/cyclic dynamo and a turbulent small-scade on
models (Kalnay 2003). A real advantage of these enseffe.g., Cattaneo & Hughes 2001; Ossendrijver 2003). Un-
ble technics is that they help quantifying the intrinsicoerr fortunately, self-consistent magnetohydrodynamic (MHD)
of each individual model. They compare the prediction afimulations which realistically incorporate/integratedd
one model to the other as well as the individual and etlkese dynamical processes from the deep layers up to the
semble errors with respect to the observations and providetended solar corona are not yet computationally feasible
as such a step towards a better control of the error evolBeme specific elements can now be studied with reasonable
tion. For instance on weather maps, such an ensemble foiidelity (see Sect. 3 and 4) and models of key physical in-
cast produces “spaghetti” plots, by having all the predigerfaces such as the tachocline (Spiegel & Zahn 1992; Brun
tions of a given isobar overplotted on the same map. The&eZahn 2006) or the photosphere (Stein & Nordlund 1998;
maps clearly indicate where the prediction is reliable (réfogler et al. 2005) are being pursued. However we need to
gions where the lines overlap) and where it is less so (larggegrate all these approaches in a more global picture. One
departure from one line to the other) and as such give a goady is to develop a solar general circulation model and to
sense / evaluation of what is called the “error of the dayapply modern data assimilation to solar problems such as
This can lead meteorological centers to request tempwprarihe solar 22-yr cycle and CMEs.
extra or finer sampled data points in the area of poor pre-
dictability, f(_)r example by d(_)ing specific bglloon prob_ings_l Solar magnetic cycle prediction
or aircraft flight over the region of interest in order to im-
prove the forecast. There is thus a real feedback betweEne Sun possesses a large range of magnetic and dynam-
the forecast model and the observation network. ical phenomena (see above). Most striking is its magnetic
In the analysis cycle, independently of the assimilatiofycle of activity which has been observed since the early

methods used, the model forecast is crucial, becauseétrah600’s and trace back vidBe concentration found in ice
ports information from data rich regions to data poor regiorcore data for at least 10000 years (Beer et al. 1998). The
and it provides a complete estimation of the four dimerfull cycle is 22 years long and it is composed of two con-
sional state of the atmosphere. It is thus crucial to furthéecutive 11-year sunspot cycles (i.e. butterfly diagraths).
improve and develop the numerical model used to predig@s been empirically determined that odd numbered cycles
the evolution of the atmosphere. This clearly favours ajoire usually stronger than even numbered cycles, that on av-
approach with on the one hand, the development (improveage the cycle rises in 4.8 years and falls in 6.2 years, even
ment) of detailed 3-D numerical models of key physical prahough strong cycles rise faster to their maximum. An use-
cesses and on the other hand, the operation of simplifiid quantity to assess the intensity of a cycle is to compute
forecast models relying both on a reduced set of the dynathe yearly averaged Wolf sunspot number
ical equations and on the assimilation of all the availablg _ (104 + s) , )
observations. We refer to the book of E. Kalnay and R. Da-, ]
ley for a much more detailed explanation of the differentith ¢ being the number of sunspot groupshe total num-
assimilation technics used in weather forecasting. ber of individual sunspots in all the groups, ant a vari-

able scaling factor (with usually < 1) that accounts for

instrumental or observational conditions.
3 Few examples of predictable solar The review of Hathaway et al. (1999) summarises most
phenomena of the currently used methods to predict the next solar cycle

using historical data. Methods such as regression or curve
Being able to anticipate and predict the turbulent solar dfitting work well near solar maximum while others such
namics and magnetic activity is very important. It is curas geomagnetic precursors perform better near minimum.
rently thought, that the operation of the solar global dyFhey suggest that a synthesis of all these methods can pro-
namo rests on several processes (Moffatt 1978; Charbaide a more accurate and useful forecast of solar cycle-activ
neau 2005; Brun et al. 2004): the generation of fields by thiy levels and of the evolution of the Wolf numbers. Given
intense turbulence of the deep convection zone, the traiise importance of the solar activity, the number of sunspots
port of these fields into the tachocline region near the baiserecorded every day by more than 25 stations over the
of the convection zone, the storage and amplification @forld, and the international sunspot number is produced by
toroidal fields in the tachocline by differential rotatiamd the SIDC center in Belgium. The study of the most recent
the destabilization and emergence of such fields due to mageles reveals that cycle 23 is actually weaker than cycles
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22,21, and 19 the strongest of all, with respectively a maxy is interesting since it is one more step toward using the
imum Wolf numberR of: 119.6 in 2000, 157.6 in 1989, more sophisticated data assimilation used in weather fore-
155.4 in 1979 and 190.2 in 1957. Since cycle 23 was preast methods. We will see in 4 to 5 years if their forecast
dicted by the solar cycle 23 panel to be slightly strongerapability is indeed better.

(R ~ 160) than cycle 22 but that in reality with an observed

value of about 120, it turned out to be almost as weak &9 Coronal mass g ection and space weather forecast

the even numbered cycle 2& (= 105.9 in 1968), the pre-

dictions of cycle 23 were not as accurate as one could hafi the surface the Sun is turbulent and very active with
hoped. Further in the prediction summary of the solar cycf@agnetic phenomena such as flares, prominences, CMEs.
23 pane| 0n|y few of the many predictions (even by takin&his intense activity is known to have a direct impact on
into account their error bars), were actually including thEarth’s upper atmosphere and on our technological society.
observed value of 120. One thus needs to be careful wilfhis has lead to the development of space weather studies
the standard indicators used up to now. However, the fadfd the beginning of space weather forecast. Answering key
that there is a panel prediction can be seen as an atterfigestions such as which physical processes lead to erup-
to use ensemble forecasting. The relative success of thé¥g phenomena, what is the associated spectrum of solar
methods, in particular for cycles 21 and 22, much less $#ergetic particles (SEP) and what leads to geoeffective in
for cycle 23, could be a sign that the set of equation moddRyplanetary coronal mass ejections (ICMEs) constituge th
used in the panel form a good ensemble as defined earli®@ain purpose of space weather. CMEs take between 1 to 3
However most of the techniques considered by Hathaway@ys to reach the Earth but relativistic particles can trave

al. do not resolve the spatial dependence of the solar actR within few minutes after the CMEs leaving not enough
ity, they just focus on global properties such as number §me to anticipate and protect our satellites or astronamts
sunspots or the timing of the next maximum. As such the§®ard the international space station. It is thus cruciakto
techniques are much less sophisticated than the one used@@f to model and predict the onset of CMEs days before

weather forecasting. We thus need to develop more phy#tey should occur. This implies to develop a deep physi-
cally based forecast models of the solar cycle. cal understanding of CMEs and eruptive flares phenomena.

istoricall ¢ ohvsical models h b q Currently it is believed that CMEs are structured in three
Historically two types of physical models have been epiarts: a brightleading edge, dark cavity and bright dotg. Th

Ve'OPGIS' llndorde(; t? undgrstandthe so.Iar ?lo,bal dynamO:dz',&)mplete physical description of the triggering mechanism
meago(')eg mo €'s an 3'DthHD S|mudat||0ns (Osser:j "6f CMEs is still under construction, but it is the most ac-
Jver ). However none o these Models were used, léBpted scenario that when a CME takes place, the magnetic
to very recently, to pre_dlct the evolution of the.solar CYClfield in the corona above the active region undergoes re-
ohr obseryelddbutter(l;ly d|agr?rr;]. In olrder to_tgke Into aCCOug{ructuring due to both the continuous evolution of the mag-
the spatial dependency 0 the so ar aCt',V'ty’ more re?eﬂétic field lines that are rooted in the turbulent convection
app_ro_aches solve nu_mencally the induction equation N Bne and the emergence of new small scale magnetic flux.
_mer_|d|onal plane a’.‘q impose through a surfacg term the I"i\;fulti-wavelength observations have been crucial in this re
itudinal band of activity (D|kpat_| &_Gllman 2006, Cam_eroncent progress. Observational programs such as the Whole
& Schuessler 2007). By a_55|mllat|ng sunspot or meridiongh ., g (Gibson et al. 1999; Mikic et al. 2006) devoted
flow .de}ta they try to predict the next cycle 24. Todgy th?o coordinate co-temporal / multi-wavelength observation
predictions for the next solar cycle recently summarized by eruptive phenomena such as flares or CMEs lead to inter-
the cycle 24 prediction panel, differ qwte significantlgrn esting result. The main results is that reconnection plays a
one model to a”OtheT- Some techn|que§, such as the OfER, o) role in the triggering mechanism of the CMEs.

based on geomagnetic precursors, predict a weak cycle 24 Two models for explaining the CME onset are currently
(£ < 100, Svalgaard, Cliver, Kamide 2005; Duhau 2003 roposed: In a first model the amount of twist within the

Othﬁf tt:)as?d on dynalmo m104doell:s)_sr Te_?dlon?g: g(.)lw SPe ﬁjament is key to triggering the eruption by reaching a
predicta stronger cycle{ > » DiKpal, foma & Giman - yia type instability threshold in the highly twisted struc

2006; Hathaway & Wilson 2004). ture (Amari et al 2003; Fan & Gibson 2004). The second
It is worth noting that all the predictions for a weak cysmodel, rests on the build up of magnetic energy in the
cle 24 relies on cycle 23, i.e cycle is mostly correlated sheared magnetic arcade above the active region and do not
with cyclen — 1, whereas those predicting a strong cycleely on the magnetic helicity to explain the eruption (De-
24 (i.e stronger than cycle 23) favour a correlation with cyvore & Antiochos 2000). Observations have still difficul-
cle 22, i.e cyclen is well correlated with cycles — 2. The ties to distinguish between the two models, since the mag-
predictions of the cycle 24 panel also differ on the timing ofietic field topology is hard to be assessed correctly above
the next maximum, with predictions ranging between 201#ctive regions from far away observations. For example the
and 2012, depending on how fast the next cycle will rise tobservations of sigmoid shape in X-rays imaging of pre-
reach its maximum (fast if strong, slow if weak). The ide&MEs configuration, could favour the first model but CMEs
of using a mean field dynamo model to assimilate some b&ve been observed to erupt without such features (Pevtsov
the solar distinct magnetic features to predict the soléw-ac 2002; Rust & Labonte 2005; Leamon et al. 2003; Inobe &
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Fig.3 Left: Angular velocity contours for case AB and AB3 along withiedctuts at indicated latitudes (case AB in soli)ght:
Entropy variations for cases AB & AB3 as a function of |atiéuibr three radial positions at respectively top, middle batiom of the
shell (with again case AB in solid).

Kusano 2006). Recent solar space projects, Hinode, SDide phase of the solar cycle, with the magnetic solar poloida
STEREO, intend to map in 3-D the field topology in orfield (mostly its dipolar component) reversing sign aboat th
der to improve our ability to characterize the field topologtime when the solar activity reaches its maximum in the ac-
near the surface, in the filament and the surrounding matiye latitudinal belt. The link between the solar cycle, C8E
netic arcades. Given the important role played by the recoand the geoeffectiveness of solar events is not straightfor
figuration of the coronal field in CMEs, understanding howvard to assess (Pevtsov & Canfield 2001), but it is clear
the corona can sustain the stresses that lead to the incresg one important goal of space weather is to characterize
of magnetic energy and the field reorganisation within préhe configurations (strength, location, field topology, .etc
CME magnetic configuration is very important. Accurat¢hat lead to geoeffective events. For instance, at the max-
extrapolation of the magnetic field in the corona is cruciamum of solar activity the heliospheric magnetic field is
to assess the energy and magnetic helicity budget of ptaghly sensitive to the surface solar activity and its inter
CMEs configuration (Carcedo et al 2003). It has been thaetion with the magnetosphere is quite unpredictable. The
oretically established that the magnetic energy contaimedalignment (or anti alignment) of the Earth’s magnetosphere
coronal fields above active regions is bounded within twarith the solar dipole during odd (even) numbered cycles has
field topologies: the potential topology of minimal energylso direct consequence for stronger geomagnetic activity
and the open magnetic field configuration (also called corasen the fields possess opposite polarity.

nal holes) of maximal energy. In between the field can take _. .
e . Field extrapolation of observed vector magnetograms of
a complex topology such as a force free magnetic field (i.e

V x B = aB) with non constantr (Regnier & Amari given active regions are already used to model CMEs. The
2003 Sh:ijver et al. 2006) field configuration is then followed in time to compute its

evolution. Some models can also follow the development

Solar eruptive phenomena are associated to active -ICMEs that will impact the Earth and lead to intense
gions, i.e complexes of sunspots, that possess intricaje mgeoactivity. But no operational CME numerical models are
netic field topology. There is a direct link between internafet assimilating sequentially observations of a givervacti
magnetism and surface magnetic phenomena, since actiggion as it evolves by moving across the solar surface. It
regions are related to the emergence of strong toroidal-stris also possible to compute from extrapolating the photo-
tures most likely generated in the deep solar tachocline gppheric field into the solar corona the polarization bright-
intense latitudinal and radial shear at the base of the Qi&ss, to compare it to intensity observations of the coronal
(Cline et al. 2003). These toroidal structures become unstaops, and even for example to predict the coronal emission
ble, subsequently rise through the solar convection zonedaring a total eclipse from earlier observations (Mikiclet a
appear at the surface as active regions (Magara & Longcop@99, 2006). Assimilation of solar data in numerical models
2003; Fisher et al. 1999; Archotis et al. 2005; Jouve & Bruhas thus already started. However we do not yet run contin-
2006). As we have seen in the previous section, the numeusly and operationally the solar equivalent to a glolral ci
ber of sunspots or group of sunspots is directly connecteddualation model. Intrinsic difficulties in the solar dataiasis
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lation and forecasting problems are Iinke_d to the fact trat w T@ +pTv-VS = V- (kraape, VT) + 47T_277J2
do not have yet a complete comprehension of the solar mag- 0t c

netic dynamo, cycle and surface activity. For every “piece” + 2pv [eijei; — 1/3(V -v)?], (7)
constituting the full solar puzzle, theoretical developitse 9B
are still underway. 57 = V*xwxB) - Vx®V xB), (8)

What could be the next step in solar prediction and data
assimilation? Clearly, the solar community should develoith y the density]” the temperature? the pressurey the
more sophisticated data assimilation methods, such as figid velocity,.J = ¢/4x (V x B) the current density, g the
quential or 4-D var, using as dynamical equation the indugravity, 2, the solar rotation rate$ the specific entropy,
tion equation (before the full MHD equations). One firs’@ij the strain rate tensol) the viscous tensor; the mag-
easy step could be to introduce by hand an extra term (étic diffusivity, » the kinematic viscositys,.q the radia-
“nudging” term, Kalnay 2003) in the right hand side of theive diffusitivity and ¢, the specific heat at constant pres-

induction equation, i.e: sure. It then suffices to know two thermodynamic variables,
OB B - B,,. say density and temperature, the fluid velocity, the magneti
=Vx(vxB)-Vx((nVxB)+ ,(3) field B and an initial time instant, and the thermodynamic

W B . .. .
_ o relations giving the pressure (equation of state) and the en
with 7 the correlation time to "nudge” the temporal evo+ropy as function of andT in order to be able to evolve in
lution of B toward observations. The observations could bgne the MHD system. This system of equations is similar
for example vector magnetograms and the_model CQU|d gput aside the magnetic field) to that solved by the general
sume a force free coronal field. The question then is whgfrculation models of dynamical meteorology models. One
to use for the velocitw. One possibility is to consider the yay to get solar weather like forecasting models, is to sim-
mean field variant of the induction equation and to run giify compressible MHD equation to deduce the equivalent
mean ;plar dynam.o model in the mgr|d|0nal pla}ne, this i weather's primitive equation. Today the models that are
the Splrlt of lepatI'S work. Another, is to assimilate Sur'c|oser to GCM models are models So|ving the MHD equa-
face phenomena, by having a regularly updated state of #\¢n in full geometry, such as ASH (Clune et al. 1999; Mi-
temporal and spatial evolution of a given observed active rgsch et al. 2000; Brun et al. 2004). Since these models can
gion in order to predict as accurately as possible if it coulgompute global properties such as the solar differential ro
erupt, rather than as it is done today, only initiating the 3- tation or its meridional circulation, they are very useful t
MHD simulations with the observations. Indeed taking int®in down the physical processes at the origin of the observed

account the evolution of the active region through updateflohal (weather-like) solar phenomena and to eventually pu
observations could certainly improve our prediction capgpnstraints on them.

bility (Belanger et al. 2005).
We wish here to discuss some recent insights that such

3-D MHD simulations of the solar internal dynamic has lead
4 Towardsan integrated 3-D MHD model of  to. The ASH code has been used to compute several purely
the turbulent Sun hydrodynamical or MHD models of the solar convection

zone in which we have varied some of the control param-

Another successful approach to improve our understandifigf"s (Such as the Rayleigh, Reynolds and Prandtl numbers)
of the solar dynamics and activity is to actually comput@ boundary conditions (BCs) (see Brun & Toomre 2002;
from first principles 3-D global time dependent models oBrun et al. 2004; Miesch, Brun & Toomre 2006; Browning
the solar plasma rather than simplified or reduced versi&h @l- 2006 for further details). Let's consider a typicat nu

of it as in prediction models. Indeed, 3-D time dependeft€rical model of the solar convection computed with the
models allow the detailed study of nonlinear processes afigH code. This model is a simplified description of the so-
caution must be taken to use simple indicators, as reviewtj Convection zone: solar values are taken for the heat flux,
in Sect. 3.1, to predict the behaviour of chaotic systenes lifotation rate, mass and radius, and a perfect gas is assumed.
the Sun (Tobias et al. 2006). These 3-D nonlinear numericAt® computational domain extends from 0.72 to 0.97 R
models integrate more or less sophisticated variants @sicH0r L = 1.72 x 10'? cm), thereby concentrating on the bulk

ideal MHD or two fluids equations) of the following equa-°f the unstable zone and here not dealing with neither pen-
tions: etration into the radiative interior nor convective motan
the near surface shear layer. In Miesch et al. 2006, we have
0, (4)  computed several models that possess an imposed entropy
op v — 0 5 latitudinal variation at the bottom of the CZ to mimic the
ot + V- (pv) =0, ) thermal influence of the tachocline on the mean global flows
ov (see also Rempel 2005). When comparing the differential
P ( +(v- V)”) = —VP+pg—2p80 xv rotation profile of the best solar like case, namely AB3, to a
1 case where such thermal forcing was not imposed, namely
1. (VxB)xB-V.-D, (6) caseAB of Brun & Toomre (2002), we can deduce the ex-

V-B

ot
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Fig.4 Mollweide projection of the radial component of velocityanehe surface of a simulation of turbulent convection. €gbflow
speed is 100 m/s. In dark tone we represent downflows. Notésrhighly resolved global simulation (equivalent horitamesolution
of 3000 km), how the fine structures are embedded in large ggeint cell) convective patterns.

tra entropy contribution needed from the tachocline to maks# the tachocline for a given latitudinal variation of the-en

the differential rotation profile more conical. tropy:
In Fig. 3 we represent the azimuthal average of the an-  AQ(r) Qo 12, 1.0 ¢ (11)
gular velocities of case AB and AB3 as well as radial cuts — g AS(0) ’

of the entropy profiles at three different depths. We clearlyith AQ(r) a representative measure of the radial velocity
see that the angular velocity of case AB3 is more constgiinp in the tachocline. From Fig. 3, we see that the entropy
along radial lines at mid latitudes than the angular velogzriation from the equator to the north pole at the bottom of
ity of case AB, thus being closer to helioseismic inversionge domain is about 650 erg/g/K for case AB, and about 820
(Thompson et al. 2003). The differences(f) between the erg/g/K for case AB3. We can thus deduce that a latitudinal
pole and the equator in case AB3 will quantify the amourgntropy difference\ S ~ 820 erg/g/K is needed in order to
of entropy variation coming from the radial shear present iget a conical differential rotation profile. Assuming foeth
atachocline assumed in exact thermal wind balance. We c&#)ar rotational rat€, = 2.6 x 10~ rad/s, and the follow-
thus use our 3-D models to put constraints on the propertigg; typical values for the other parameters in the tacheglin
of the solar tachocline. Ttacho = 0.7 Rg, ¢, = 3.5 x 10% erg/g/K,g = 5.5 x 10
More specifically, starting from the Navier-Stokes equaem/s’, and a radial) jump AQ = 10~7 rad/s, we deduce
tion we can derive the thermal wind balance equation (Pedtachocline thickness ~ 0.08 R . This tachocline thick-
losky 1987; Miesch et al. 2006) ness is in reasonable agreement with constraints obtained
dug g 08 via helioseismic inversion (Corbard et al. 1999) or 1-D so-
—_— = = (9) lar models (Brun et al. 2002), given the simplification made
dz 2re, 0 in deriving Eq. (11).
with, vy = rsin 6 Q the longitudinal velocity, and Another important solar property that 3-D models are
. self-consistently computing is the shape and amplitude of
0 sinf 0 - . .
— —cosf— — ——, the meridional circulation down to the base of the convec-
dz or r 99 tion zone. Currently these models predict a multi cellular
Let us assume that in the tachocline, variations in the radigow with at least two cells in radius and in latitude (Brun &
direction dominate over that of the latitudinal directiorda Toomre 2002). Local helioseismology techniques are able
that(2 varies on a scale much smaller than the local pressttteprobe accurately the meridional flow down to about 0.95
scale height or the tachocline raditig.n, (i.€ short wave- R (Haber et al. 2002; Giles et al. 1997) and with less ac-
length approximation), the thermal wind balance becomeguracy down to 0.85 B (Braun & Fan 1998). They indicate
vy 9 g S that the meridional flows are mostly poleward in each hemi-
cosf—— ~rcosfsinf—=_—"———. (10) sphere with a typical flow speed 26 m/s and that near the
or or  2Qore, 00 ;
surface there are no persistent counter cells. Howeves ther
From this equation we can deduce after some algebra aar@ some observational evidence that during maximum of
proper latitudinal integration an expression for the thieks  activity the meridional flow could possess more cells (Haber
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et al. 2002). Given the potential role of meridional flows foface and extended atmosphere. It is clear that simpler ver-

setting the solar cycle and butterfly diagram and the cosions of the full MHD equations must be developed, like

sequence that this flow (by transporting magnetic flux) cahe meteorologist did by developing the primitive equagion

have on the solar activity and indirectly on geoeffectiveph for the Earth’s atmosphere. These simpler time dependent

nomena such as ICMEs, it is important to constraint this s8-D models should be designed with the purpose of being

lar physical process. Since direct observations are ngiposun operationally, in order to start developing a solar gen-

ble and helioseismic inversions are presently limited € Oeral circulation model. Clearly, parallel approaches imvo

Rg, 3-D numerical models are currently the only tool thaing high quality and continuous observational data, modern

predict the structure of the meridional flows deep inside th#ata assimilation methods, realistic numerical modelgefd

Sun. tailed physical processes and simpler 3-D forecast models
Another interesting dynamical property that 3-D higlare needed if one wants to progress in understanding the Sun

resolution global models of the solar convection zone prand being able to predict and anticipate its future behaviou

dict is the presence of giant convective cells in the Sudeally the creation of an international solar predictiowl a

(Brun & Toomre 2002; Thompson et al. 2003). As we cafmodeling center where all these complementary approaches

see in Fig. 4 where we display the radial convective velogvould be jointly developed and integrated in a general solar

ity near the surface of the numerical domain{ 0.96 R,), framework would be a natural and desirable outcome.
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