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#### Abstract

We give an elementary introduction to the subject of trace inequalities and related topics in analysis, with a special focus on results that are relevant to quantum statistical mechanics. This is a preliminary draft prepared for participants in Entropy and the Quantum: A school on analytic and functional inequalities with applications, Tucson, Arizona, March 16-20, 2009.
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## 1 Introduction

### 1.1 Basic definitions and notation

Let $\mathbf{M}_{n}$ denote the space of $n \times n$ matrices, which we sometimes refer to as operators on $\mathbb{C}^{n}$. The inner product on $\mathbb{C}^{n}$, and other Hilbert spaces, shall be denoted by $\langle\cdot, \cdot\rangle$, conjugate linear on the left, and the Hermitian conjugate, or simply adjoint of an $A \in \mathbf{M}_{n}$ shall be denoted by $A^{*}$.

Let $\mathbf{H}_{n}$ denote the $n \times n$ Hermitian matrices, i.e.; the subset of $\mathbf{M}_{n}$ consisting of matrices $A$ such that $A^{*}=A$. There is a natural partial order on $\mathbf{H}_{n}$ : A matrix $A \in \mathbf{H}_{n}$ is said to be positive semi-definite in case

$$
\begin{equation*}
\langle v, A v\rangle \geq 0 \quad \text { for all } v \in \mathbb{C}^{n}, \tag{1.1}
\end{equation*}
$$

in which case we write $A \geq 0 . A$ is said to positive definite in case the inequality in (1.1) is strict for all $v \neq 0$ in $\mathbb{C}^{n}$, in which case we write $A>0$. Notice that in the finite dimensional case we presently consider, $A>0$ if and only $A \geq 0$ and $A$ is invertible.

By the Spectral Theorem, $A \geq 0$ if and only if all of the eigenvalues of $A$ are non-negative, which is the case if and only if there is some $B \in \mathbf{M}_{n}$ such that $A=B^{*} B$.

Finally, we partially order $\mathbf{H}_{n}$ by defining $A \geq B$ to mean that $A-B \geq 0$. We shall also write $A>B$ to mean that $A-B>0$. Let $\mathbf{H}_{n}^{+}$denote the $n \times n$ positive definite matrices.

For $A \in \mathbf{M}_{n}$, the trace of $A, \operatorname{Tr}(A)$, is defined by

$$
\operatorname{Tr}(A)=\sum_{j=1}^{n} A_{j, j}
$$

For any $A, B \in \mathbf{M}_{n}$,

$$
\begin{equation*}
\operatorname{Tr}(A B)=\sum_{i, j=1}^{n} A_{i, j} B_{j, i}=\sum_{i, j=1}^{n} B_{j, i} A_{i, j}=\operatorname{Tr}(B A) . \tag{1.2}
\end{equation*}
$$

This is known as cyclicity of the trace. It tells us, for example that if $\left\{u_{1}, \ldots, u_{n}\right\}$ is any orthonormal basis for $\mathbb{C}^{n}$, then

$$
\begin{equation*}
\operatorname{Tr}(A)=\sum_{j=1}^{n}\left\langle u_{j}, A u_{j}\right\rangle . \tag{1.3}
\end{equation*}
$$

Indeed if $U$ is the unitary matrix whose $j$ th column is $u_{j},\left(U^{*} A U\right)_{j, j}=\left\langle u_{j}, A u_{j}\right\rangle$, and then by (1.2), $\operatorname{Tr}\left(U^{*} A U\right)=\operatorname{Tr}\left(A U U^{*}\right)=\operatorname{Tr}(A)$. Thus, $\operatorname{Tr}(A)$ is a unitarily invariant function of $A$, and as such, depends only on the eigenvalues of $A$. In fact, taking $\left\{u_{1}, \ldots, u_{n}\right\}$ to be an orthonormal basis of $\mathbb{C}^{n}$ with $A u_{j} \lambda_{j} u_{j}, j=1, \ldots, n,(1.2)$ yields

$$
\begin{equation*}
\operatorname{Tr}(A)=\sum_{j=1}^{n} \lambda_{j} . \tag{1.4}
\end{equation*}
$$

An $n \times n$ density matrix is a matrix $\rho \in \mathbf{H}_{n}^{+}$with $\operatorname{Tr}(\rho)=1$. The symbols $\rho$ (and $\sigma$ ) are traditional for density matrices, and they are the quantum mechanical analogs of probability densities, and they are in one-to-one correspondence with the set of states of a quantum mechanical system whose observable are self adjoint operators on $\mathbb{C}^{n}$.

Let $\mathbf{S}_{n}$ denote the set of density matrices on $\mathbb{C}^{n}$. This is a convex set, and it is easy to see that the extreme points of $\mathbf{S}_{n}$ are precisely the rank one orthogonal projections on $\mathbb{C}^{n}$. These are called pure states

Of course in many, if not most, quantum mechanical systems, the observable are operators on an infinite dimensional, but separable, Hilbert space $\mathcal{H}$. It is easy to extend the definition of the trace, and hence of density matrices, to this infinite dimensional setting. However, it is not hard to show that any positive semi-definite operator $\rho$ on $\mathcal{H}$ with $\operatorname{Tr}(\rho)=1$ is a compact operator, and thus it may be approximated in the operator norm by a finite rank operator. Simon's book [49] contains a very elegant account of all this. Here we simply note that essentially for this reason, the essential aspects of the inequalities for density matrices that we study here are contained in the finite dimensional case, to which we restrict our attention for the most part of these notes.

### 1.2 Trace inequalities and entropy

Much of what we discuss here is directly related to some notion of entropy.
1.1 DEFINITION. The von Neuman entropy of $\rho \in \mathbf{S}_{n}, S(\rho)$, is defined by

$$
\begin{equation*}
S(\rho)=-\operatorname{Tr}(\rho \log \rho) . \tag{1.5}
\end{equation*}
$$

The operator $\rho \log \rho \in \mathbf{H}_{n}$ is defined using the Spectral Theorem which says that every operator in $A$ in $\mathbf{H}_{n}$ can be written in the form

$$
\begin{equation*}
A=\sum_{j=1}^{m} \lambda_{j} P_{j} \tag{1.6}
\end{equation*}
$$

where the $\lambda_{j}$ and the $P_{j}$ are, respectively, the eigenvalues and spectral projections of $A$. For any function $f: \mathbb{R} \rightarrow \mathbb{R}$, we then define the operator $f(A) \in \mathbf{H}_{n}$ by

$$
\begin{equation*}
f(A)=\sum_{j=1}^{m} f\left(\lambda_{j}\right) P_{j} . \tag{1.7}
\end{equation*}
$$

It is easily checked that if $f$ is a polynomial in the real variable $t$, say $f(t)=\sum_{j=0}^{k} a_{j} t^{j}$, then this definition of $f(A)$ coincides with the obvious one, namely $f(A)=\sum_{j=0}^{k} a_{j} A^{j}$. A case that will be of particular focus in these notes is $f(t)=t \log (t)$.

Given $\rho \in \mathbf{S}_{n}$, let $\left\{u_{1}, \ldots, u_{n}\right\}$ be an orthonormal basis of $\mathbb{C}^{n}$ consisting of eigenvectors of $\rho$ : $\rho u_{j}=\lambda_{j} u_{j}$. Since $\rho \geq 0$, each $0 \leq \lambda_{j}$ for each $j$. Then by (1.3), $\sum_{j=1}^{n} \lambda_{j}=1$, and so $\lambda_{j} \leq 1$ for each $j$. By (1.3) once more,

$$
\begin{equation*}
S(\rho)=-\sum_{j=1}^{n} \lambda_{j} \log \lambda_{j} . \tag{1.8}
\end{equation*}
$$

That is, $S(\rho)$ depends on $\rho$ only through its eigenvalues. Otherwise put, the von Neumann entropy is unitarily invariant; i.e.,

$$
\begin{equation*}
S\left(U \rho U^{*}\right)=S(\rho) . \tag{1.9}
\end{equation*}
$$

The fact that $t \mapsto t \log (t)$ is strictly convex together with (1.8) tells us that

$$
-S(\rho)=n \frac{1}{n} \sum_{j=1}^{n} \lambda_{j} \log \lambda_{j} \leq n\left(\frac{1}{n} \sum_{j=1}^{n} \lambda_{j}\right) \log \left(\frac{1}{n} \sum_{j=1}^{n} \lambda_{j}\right)=n\left(\frac{1}{n}\right) \log \left(\frac{1}{n}\right)=-\log (n),
$$

and there is equality if and only if each $\lambda_{j}=1 / n$. Thus, we have

$$
\begin{equation*}
0 \leq S(\rho) \leq \log n \tag{1.10}
\end{equation*}
$$

for all $\rho \in \mathbf{S}_{n}$, and there is equality on the left iff $\rho$ is a pure state, and there is equality on the right iff $\rho=(1 / n) I$.

Actually, $S(\rho)$ is not only a strictly concave function of the eigenvalues of $\rho$, it is strictly concave function of $\rho$ itself.

That is, as we shall show in the next section,

$$
\begin{equation*}
S\left((1-t) \rho_{0}+t \rho_{1}\right) \geq(1-t) S\left(\rho_{0}\right)+t S\left(\rho_{1}\right) \tag{1.11}
\end{equation*}
$$

for all $\rho_{0}, \rho_{1} \in \mathbf{S}_{n}$, with equality iff $\rho_{0}=\rho_{1}$. This is much stronger than concavity as a function of the eigenvalues since if $\rho_{0}$ and $\rho_{1}$ do not commute, the eigenvalues of $(1-t) \rho_{0}+t \rho_{1}$ are not even determined by the eigenvalues of $\rho_{0}$ and $\rho_{1}$.

Since we shall be focusing on convexity and concavity of trace functions in these notes, briefly discuss one reason this concavity matters, starting with the simpler fact (1.10) that we have deduced from the concavity of the entropy as a function of the eigenvalues of $\rho$.

In quantum statistical mechanics, equilibrium states are determined by by maximum entropy principles, and the fact that

$$
\begin{equation*}
\sup _{\rho \in \mathbf{S}_{n}} S(\rho)=\log n \tag{1.12}
\end{equation*}
$$

reflects Boltzmann's identity

$$
S=k \log W
$$

which is engraved on his funerary monument in Vienna.
Often however, we are not interested in the unconstrained supremum in (1.12), but instead the constrained supremum over states with a specified energy. In more detail, consider a quantum system in which the observables are self adjoint operators on $\mathbb{C}^{n}$, and in particular, in which the energy is represented by $H \in \mathbf{H}_{n}$. The (expected) value of the energy in the state $\rho$ is given by $\operatorname{Tr}(H \rho)$. We are then interested in computing

$$
\sup \left\{S(\rho): \rho \in \mathbf{S}_{n}, \operatorname{Tr}(H \rho)=E\right\}
$$

To solve this problem, introduce a parameter $\beta>0$, and define $\Phi(\beta, H)$ by

$$
\begin{equation*}
-\beta \Phi(\beta, H):=\sup \left\{\operatorname{Tr}(\beta H \rho)+S(\rho): \rho \in \mathbf{S}_{n}\right\}, \tag{1.13}
\end{equation*}
$$

which is the canonical free energy. For the more on the physical background, see [52], but for now let us focus on the mathematical consequences.

It follows from the definition of $\Phi(\beta, H)$ that if $\rho$ satisfies $\operatorname{Tr}(H \rho)=E$, then

$$
S(\rho) \leq-\beta \Phi(\beta, H)-\beta E .
$$

It turns out, as we shall see, that the supremum in (1.13) - and hence $\Phi(\beta, H)$ - can be explicitly computed. The key result is the fact that

$$
\begin{equation*}
-\operatorname{Tr}(\beta H \rho) \leq \log (\operatorname{Tr}[\exp (-\beta H)])-S(\rho) \quad \text { for all } \quad \rho \in \mathbf{S}_{n}, \quad H \in \mathbf{H}_{n}, \quad \beta>0 . \tag{1.14}
\end{equation*}
$$

Moreover, there is equality in (1.14) if and only if

$$
\begin{equation*}
\rho=\rho_{\beta, H}:=\frac{1}{\operatorname{Tr}\left[e^{-\beta H}\right]} e^{-\beta H} . \tag{1.15}
\end{equation*}
$$

Notice that

$$
\operatorname{Tr}\left(H \rho_{\beta, H}\right)=\frac{1}{\operatorname{Tr}\left[e^{-\beta H}\right]} \operatorname{Tr}\left[H e^{-\beta H}\right]=-\frac{\mathrm{d}}{\mathrm{~d} \beta} \log \left(\operatorname{Tr}\left[e^{-\beta H}\right]\right) .
$$

Now suppose that the smooth function

$$
\beta \mapsto \log \left(\operatorname{Tr}\left[e^{-\beta H}\right]\right)
$$

is strictly convex, as we shall see that it is. Then clearly $\beta \mapsto \operatorname{Tr}\left(H \rho_{\beta, H}\right)$ is strictly monotone decreasing. Let $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ be the eigenvalues of $H$ arranged in increasing order. Then

$$
\operatorname{Tr}\left(H \rho_{\beta, H}\right)=\frac{1}{\sum_{j=1}^{n} e^{-\beta \lambda_{j}}} \sum_{j=1}^{n} \lambda_{j} e^{-\beta \lambda_{j}} .
$$

It follows that

$$
\lim _{\beta \rightarrow \infty} \operatorname{Tr}\left(H \rho_{\beta, H}\right)=\lambda_{1} \quad \text { and } \lim _{\beta \rightarrow-\infty} \operatorname{Tr}\left(H \rho_{\beta, H}\right)=\lambda_{n}
$$

By the Spectral Theorem, $\lambda_{1} \leq \operatorname{Tr}(H \rho) \leq \lambda_{n}$ for all $\rho \in \mathbf{S}_{n}$, and so for all $E \in\left[\lambda_{1}, \lambda_{n}\right]$, there is a unique value of $\beta \in \mathbb{R}$ such that $\operatorname{Tr}\left(H \rho_{\beta, H}\right)$. It then follows that, for this value of $\beta$ and $E$,

$$
S\left(\rho_{\beta, H}\right) \geq S(\rho) \quad \text { for all } \quad \rho \in \mathbf{S}_{n} \quad \text { with } \quad \operatorname{Tr}(H \rho)=E,
$$

and there is equality if and only if $\rho=\rho_{\beta, H}$. Density matrices of the form $\rho_{\beta, H}$ are known as Gibbs states, and this extremal property which characterizes them - that they maximize entropy given the expected value of the energy - is intimately connected with their physical significance.

As we shall see in the next section, and have indicated here, this extremal property is intimately connected with certain convexity, concavity and monotonicity properties of trace functions. In particular, we shall see that (1.14), together with the fact that equality in it holds if and only if $\rho$ is given by (1.15) is a consequence of the strict concavity of $\rho: \mapsto S(\rho)$. We emphasize that "strict" matters: Without it, we would not have the characterization of the Gibbs states as entropy maximizers.

In fact, the entropy is not the only trace function that matters in statistical mechanics: Even in this very particular context of the entropy maximization problem, the proof of the key fact (1.14) makes use of what is known as the relative entropy:
1.2 DEFINITION. The relative entropy of $\rho \in \mathbf{S}_{n}$ with respect to $\sigma \in \mathbf{S}_{n}, S(\rho \mid \sigma)$, is defined by

$$
\begin{equation*}
S(\rho \mid \sigma)=\operatorname{Tr}(\rho \log \rho)-\operatorname{Tr}(\rho \log \sigma) \tag{1.16}
\end{equation*}
$$

As we shall see, $(\rho, \sigma) \mapsto S(\rho \mid \sigma)$ is jointly convex in that for all $\rho_{0}, \rho_{1} \sigma_{0}, \sigma_{1} \in \mathbf{S}_{n}$ and any $0 \leq t \leq 1$,

$$
\begin{equation*}
S\left((1-t) \rho_{0}+t \rho_{1} \mid(1-t) \sigma_{0}+t \sigma_{1}\right) \leq(1-t) S\left(\rho_{0} \mid \sigma_{0}\right)+t S\left(\rho_{1} \mid \sigma_{1}\right) \tag{1.17}
\end{equation*}
$$

This is a deeper fact than is needed to prove (1.14) - which only requires Klein's inequality; i.e., the fact that $S(\rho \mid \sigma) \geq 0$ with equality if and only if $\sigma=\rho$. We give proofs of Klein's inequality and (1.14) in Section 2, and show them both to be direct consequences of the strict concavity of the von Neuman entropy.

The joint convexity of $S(\rho \mid \sigma)$ is, however, much deeper than the strict concavity of the von Neuman entropy. Its proof, and its applications, shall have to wait until later. The ideas leading to the proof are closely connected with yet another type of "entropy"; i.e., the Wigner-Yanase skew information.

The notions of "entropy" and "information" are distinct, but closely intertwined. The Shannon information content $I(\rho)$ of a density matrix $\rho \in \mathbf{S}_{n}$ is defined by $I_{S}(\rho)=-S(\rho)$. See [35] for a discussion of this definition. Note that with this definition, the information content of any pure state $\rho$ is zero.

However, for a quantum mechanical system in which the observables are self adjoint operators on $\mathbb{C}^{n}$, and in which the energy is the observable $H \in \mathbf{S}_{n}$, some states are easier to measure than others: Those that commute with $H$ are easy to measure, and those that do not are more difficult to measure. This led Wigner and Yanase $[58,59]$ to introduce the Wigner-Yanase skew information $I_{W Y}(\rho)$ of a density matrix $\rho$ in a quantum mechanical system with energy operator $H$ to be

$$
I_{W Y}(\rho)=-\frac{1}{2} \operatorname{Tr}\left([\sqrt{\rho}, H]^{2}\right)
$$

Note that

$$
\begin{equation*}
I_{W Y}(\rho)=\operatorname{Tr} H^{2} \rho-\operatorname{Tr} \sqrt{\rho} H \sqrt{\rho} H \tag{1.18}
\end{equation*}
$$

which vanishes if and only if $\rho$ commutes with $H$.
Wigner and Yanase $[58,59]$ proved that $\rho \mapsto I_{W Y}(\rho)$ is convex on $\mathbf{S}_{n}$ in that

$$
\begin{equation*}
I_{W Y}\left((1-t) \rho_{0}+t \rho_{1}\right) \leq(1-t) I_{W Y}\left(\rho_{0}\right)+t I_{W Y}\left(\rho_{1}\right) \tag{1.19}
\end{equation*}
$$

and explained the information thoeretic consequences of this. From the formula (1.18), it is clear that convexity of $\rho \mapsto I_{W Y}(\rho)$ amounts to concavity of $\rho \mapsto \operatorname{Tr} \sqrt{\rho} H \sqrt{\rho} H$, which they proved. Even though this is convexity result for one variable, and not a joint convexity result, it too is much harder to prove than the concavity of the von Neuman entropy, or what is the same thing, the convexity of the Shannon information.

Wigner and Yanase left open the more general problem of concavity of

$$
\begin{equation*}
\rho \mapsto \operatorname{Tr}\left(\rho^{p} K \rho^{1-p} K^{*}\right) \tag{1.20}
\end{equation*}
$$

for $0<p<1, p \neq 1 / 2$. (Dyson had raised the issue of proving this more general case.) Lieb realized that this problem was closely connected with something then known as the strong subadditivity of quantum entropy conjecture, which was due to Ruelle and Robinson. Lieb [34] proved proved the convexity of the function in (1.20) for all $0<p<1$, and this deep result is known as the Lieb Concavity Theorem. Then he and Ruskai applied it to prove [37] the strong subadditivity of quantum entropy conjecture. Later in these notes we shall explain what this strong subadditivity is, why it is significant, and give several proofs of it.

For now, we mention that strong subadditivity of the entropy is an example of an trace inequality for density matrices acting on a tensor product of Hilbert spaces $-\mathcal{H}_{1} \otimes \mathcal{H}_{2} \otimes \mathcal{H}_{3}$ in this case - that involves partial traces. The different Hilbert spaces correspond to different parts of the quantum mechanical system: Here, $\mathcal{H}_{1}, \mathcal{H}_{1}$ and $\mathcal{H}_{3}$ are the state spaces for degrees of freedom in various subsystems of the whole system, and it is often important to estimate the entropy of a density matrix $\rho$ on the whole system in terms of the entropies of induced density matrices on the various subsystems. Later in these notes, we shall extensively develop this general topic, and inequalities for tensor products are absolutely fundamental throughout the subject. In fact, the easiest (by far) proof of the Lieb Concavity Theorem proceeds through a simple tensor product argument devised by Ando [1].

Before entering fully into our subject, let us close the introduction by emphasizing that in our exposition, we shall provide full mathematical detail and context, but we shall be comparatively sketchy when it comes to physical detail and context. There are many excellent accounts of the physics behind the definitions of $S(\rho), S(\rho \mid \sigma)$ and $I_{W Y}(\rho)$ and other mathematical constructions that we shall encounter here. Thirring's book [52] is an especially good reference for much of this. It is especially good at connecting the physics with the rigorous mathematics, but still, what we do here provides a mathematical complement to it. For example, [52] does not contain a full proof of the joint convexity of $S(\rho \mid \sigma)$. It only give the simple argument which reduces this to the Lieb Concavity Theorem, about which it says: "The proof of this rather deep proposition ... is too laborious to be repeated here". In fact, as we shall see, one can give a very simple, clean and clear proof of this. The point of view that leads to this simple proof is due to Ando [1], and as we shall
see, it provides insight into a number of other interesting questions as well. We now turn to the systematic development of our subject - inequalities for operators and traces, with special focus on monotonicity and convexity.

## 2 Operator convexity and monotonicity

### 2.1 Some examples and the Löwner-Heinz Theorem

2.1 DEFINITION (Operator monotonicity and operator convexity). A function $f:(0, \infty) \rightarrow \mathbb{R}$ is said to be operator monotone in case whenever for all $n$, and all $A, B \in \mathbf{H}_{n}^{+}$,

$$
\begin{equation*}
A>B \Rightarrow f(A)>f(B) \tag{2.1}
\end{equation*}
$$

A function $f:(0, \infty) \rightarrow \mathbb{R}$ is said to be operator convex in case for all $n$ and all $A, B \in \mathbf{H}_{n}^{+}$, and $0<t<1$,

$$
\begin{equation*}
f((1-t) A+t B) \leq t f(A)+(1-t) f(B) \tag{2.2}
\end{equation*}
$$

We sat that $f$ is operator concave if $-f$ is operator convex.
By considering the case of $1 \times 1$ matrices, or diagonal matrices in $\mathbf{H}_{n}$, one sees that if $f$ is monotone or convex in the operator sense, then it must be monotone or convex in the usual sense as a function from $(0, \infty)$ to $\mathbb{R}$. The opposite is not true.
2.2 EXAMPLE (Non-monotoncity of the square). The function $f(t)=t^{2}$ is monotone in the usual sense, but for $A, B \in \mathbf{H}_{n}^{+}$,

$$
(A+B)^{2}=A^{2}+(A B+B A)+B^{2}
$$

For any choice of $A$ and $B$ such that $A B+B A$ has even one strictly negative eigenvalue, $(A+t B)^{2} \geq$ $A^{2}$ will fail for all sufficiently small $t$. It is easy to find $\operatorname{such} A$ and $B$ in $\mathbf{H}_{n}^{+}$. For example, take

$$
A=\left[\begin{array}{ll}
1 & 1  \tag{2.3}\\
1 & 1
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
$$

so that

$$
A B+B A=\left[\begin{array}{ll}
2 & 1 \\
1 & 0
\end{array}\right]
$$

Thus, not even the square function is operator monotone.
It urns out, however, that the square root function is operator monotone. This is an important theorem of Heinz [28]. The proof we give is due to Kato [32]; see [21] for its specialization to the matrix case, which we present here.
2.3 EXAMPLE (Monotoncity of the square root). The square root function, $f(t)=t^{1 / 2}$, is operator monotone. To see this, it suffices to show that if $A, B \in \mathbf{H}_{n}^{+}$and $A^{2} \leq B^{2}$, then $A \leq B$.

Towards this end, consider any eigenvalue $\lambda$ of the Hermitian matrix $B-A$, and let $u$ be a unit vector that is an eigenvector with this eigenvalue. We must show that $\lambda \geq 0$. Observe that

$$
(B-\lambda) u=A u \quad \Rightarrow\langle B u,(B-\lambda) u\rangle=\langle B u, A u\rangle .
$$

Then by the Schwarz inequality,

$$
\|B u\|^{2}-\left\langle u, B^{2} u\right\rangle \leq\|B u\|\|A u\| .
$$

But since $A^{2} \leq B^{2}$,

$$
\|B u\|\|A u\|=\left\langle u, B^{2} u\right\rangle^{1 / 2}\left\langle u, A^{2} u\right\rangle^{1 / 2} \leq\left\langle u, B^{2} u\right\rangle
$$

we have

$$
\|B u\|^{2}-\left\langle u, B^{2} u\right\rangle \leq\|B u\| 2
$$

and this shown that $\lambda\left\langle u, B^{2} u\right\rangle \geq 0$, and hence $\lambda \geq 0$.
We now give two examples pertaining to convexity:
2.4 EXAMPLE (Convexity of the square). The square function is operator convex: One has the parallelogram law

$$
\left(\frac{A+B}{2}\right)^{2}+\left(\frac{A-B}{2}\right)^{2}=\frac{1}{2} A^{2}+\frac{1}{2} B^{2}
$$

so certainly for $f(t)=t^{2}$, one always has (2.2) for $t=1 / 2$, which is known as midpoint convexity. A standard argument then gives (2.2) whenever $t$ is a dyadic rational, and then by continuity one has it for all $t$, in $(0,1)$ of course. We will often use this fact that in the presence of continuity, it suffices to check midpoint convexity.
2.5 EXAMPLE (Non-convexity of the cube). The cube function is not operator convex. To easily see this, let us deduce a consequence of (2.2) that must hold for any operator convex function $f$ : Take $A, B \in \mathbf{H}_{n}^{+}$, and all $0<t<1$, and note that

$$
A+t B=(1-t) A+t(A+B)
$$

Thus, from $(2.2), f(A+t B) \leq(1-t) f(A)+t f(B)$ which yields

$$
\begin{equation*}
\frac{f(A+t B)-f(A)}{t} \leq f(A+B)-f(A) \tag{2.4}
\end{equation*}
$$

Taking $f$ to be the cube function, and then letting $t$ tend to zero in (2.4), we see that convexity of the cube function would imply that for all $A, B \in \mathbf{H}_{n}^{+}$,

$$
\left(B^{3}+B A B\right)+\left(A B^{2}+B^{2} A\right) \geq 0
$$

This fails for $A, B$ chosen exactly as in (2.3); indeed, note that for this choice $B^{3}=B^{2}=B A B=B$, so that

$$
\left(B^{3}+B A B\right)+\left(A B^{2}+B^{2} A\right)=\left[\begin{array}{ll}
4 & 1 \\
1 & 0
\end{array}\right]
$$

which is definitely not not positive semi-definite!
After seeing these negative examples, one might suspect that the notions of operator monotonicity and operator convexity are too restrictive to be of any interest. Fortunately, this is not the case. The following result furnishes a great many positive examples.
2.6 THEOREM (Löwner-Heinz Theorem). For $-1 \leq p \leq 0$, the function $f(t)=-t^{p}$ is operator monotone and operator concave. For $0 \leq p \leq 1$, the function $f(t)=t^{p}$ is operator monotone and operator concave. For $1 \leq p \leq 2$, the function $f(t)=t^{p}$ and operator convex. Furthermore $f(t)=\log (t)$ is operator concave and operator monotone, while $f(t)=f \log (t)$ is operator convex.

Löwner actually proved more; he gave a necessary and sufficient condition for $f$ to be operator monotone. But what we have stated is all the we shall use.

We shall give an elementary proof of Theorem 2.6 after first proving two lemmas. The first lemma addresses the special case $f(t)=t^{-1}$.
2.7 LEMMA. The function $f(t)=t^{-1}$ is operator convex, and the $f(t)=-t^{-1}$ is operator monotone.

Proof: We begin with the monotonicity. Let $A, B \in \mathbf{H}_{n}^{+}$. Let $C=A^{-1 / 2} B A^{-1 / 2}$ so that

$$
A^{-1}-(A+B)^{-1}=A^{1 / 2}\left[I-(I+C)^{-1}\right] A^{1 / 2}
$$

Since $C \in \mathbf{H}_{n}^{+}, I-(I+C)^{-1} \in \mathbf{H}_{n}^{+}$, and hence $A^{1 / 2}\left[I-(I+C)^{-1}\right] A^{1 / 2}>0$. This proves the monotonicity.

Similarly, to prove midpoint convexity, we have

$$
\frac{1}{2} A^{-1}+\frac{1}{2} B^{-1}-\left(\frac{A+B}{2}\right)^{-1}=A^{-1}\left[\frac{1}{2} I+\frac{1}{2} C^{-1}-\left(\frac{I+C}{2}\right)^{-1}\right] A^{-1 / 2}
$$

By the arithmetic-harmonic mean inequality, for any real numbers $a, b>0$,

$$
\frac{a+c}{2} \geq\left(\frac{a^{-1}+b^{-1}}{2}\right)^{-1}
$$

Applying this with $a=1$ and $c$ any eigenvalue of $C^{-1}$, we see from the Spectral Theorem that

$$
\left[\frac{1}{2} I+\frac{1}{2} C^{-1}-\left(\frac{I+C}{2}\right)^{-1}\right] \geq 0
$$

from which

$$
\frac{1}{2} A^{-1}+\frac{1}{2} B^{-1}-\left(\frac{A+B}{2}\right)^{-1} \geq 0
$$

follows directly. Again, by continuity, the full convexity we seek follows from the midpoint convexity that we have now proved.

The other ingredient to the proof of Theorem 2.6 is a set of integral representations for the functions $A \mapsto A^{p}$ in $\mathbf{H}_{n}$ for $p$ in the ranges $-1<p<0,0<p<1$ and $1<p<2$ :
2.8 LEMMA. For all $A \in \mathbf{H}_{n}$, one has the following integral formulas:

$$
\begin{align*}
A^{p} & =\frac{\pi}{\sin (\pi(p+1))} \int_{0}^{\infty} t^{p} \frac{1}{t+A} \mathrm{~d} t \quad \text { for all }-1<p<0  \tag{2.5}\\
A^{p} & =\frac{\pi}{\sin (\pi p)} \int_{0}^{\infty} t^{p}\left(\frac{1}{t}-\frac{1}{t+A}\right) \mathrm{d} t \quad \text { for all } 0<p<1  \tag{2.6}\\
A^{p} & =\frac{\pi}{\sin (\pi(p-1))} \int_{0}^{\infty} t^{p}\left(\frac{A}{t}+\frac{t}{t+A}-I\right) \mathrm{d} t \quad \text { for all } 1<p<2 \tag{2.7}
\end{align*}
$$

Proof: For all $a>0$, and all $0<p<1$ the integral $\int_{0}^{\infty} t^{p}\left(\frac{1}{t}-\frac{1}{t+a}\right) \mathrm{d} t$ converges since the singularity at the origin is $\mathcal{O}\left(t^{p-1}\right)$ and the decay at infinity is $\mathcal{O}\left(t^{p-2}\right)$. Making the change of variables $t=a s$, it is then easy to see that the integral is a constant multiple of $a^{p}$, where the constant depends only on $p$. This is all we need, but in fact a simple contour integral calculation yields the explicit result

$$
a^{p}=\frac{\pi}{\sin (\pi p)} \int_{0}^{\infty} t^{p}\left(\frac{1}{t}-\frac{1}{t+a}\right) \mathrm{d} t
$$

Multiplying by $a$, we get

$$
a^{p+1}=\frac{\pi}{\sin (\pi p)} \int_{0}^{\infty} t^{p}\left(\frac{a}{t}+\frac{t}{t+a}-I\right) \mathrm{d} t
$$

Dividing by $a$, we get

$$
a^{p-1}=\frac{\pi}{\sin (\pi p)} \int_{0}^{\infty} t^{p-1} \frac{1}{t+a} \mathrm{~d} t
$$

The formulas $(2.5),(2.6)$ and (2.7) now follow by the Spectral Theorem.
Proof of Theorem 2.6: Note that Lemma 2.7 yields the concavity and monotonicity of $A \mapsto A^{p}$ for $p=-1$. The case $p=0$ is trivial, and we have already directly established the convexity (and the non-monotonicity) for $p=2$. For non-integer values of $p$, we use Lemma 2.8 to reduce to the case $p=-1$.

By Lemma 2.7, the map $A \mapsto-(t+A)^{-1}$ is operator concave and operator monotone. Any weighted sum (with positive weights) of operator concave and operator monotone functions is again operator concave and operator monotone. For $-1<p<0,(2.5)$ sats that $-A^{p}$ is such a weighted sum, and so $A \mapsto A^{p}$ is operator convex, and $A \mapsto-A^{p}$ is operator monotone in this range. A very similar argument shows that for $0<p<1, A \mapsto A^{p}$ is operator concave and operator monotone.

The case $1<p<2$ is a bit different: By Lemma 2.7, the map

$$
A \mapsto \frac{A}{t}+\frac{t}{t+A}
$$

is a sum of operator convex functions, and hence is operator convex. However, it is a difference of operator monotone functions, and is not operator monotone. Hence all that we can conclude is that $A \mapsto A^{p}$ is convex in this range. (Indeed, we have seen that the monotonicity fails at $p=2$, and so monotonicity, which is preserved under limits, cannot hold for $p$ near 2.)

Finally, again by the Spectral Theorem,

$$
\begin{equation*}
\log (A)=\lim _{p \rightarrow 0} p\left(A^{p}-I\right) \quad \text { and } \quad A \log (A)=\lim _{p \rightarrow 1} \frac{A^{p}-A}{p-1} \tag{2.8}
\end{equation*}
$$

Since the map $A \mapsto p\left(A^{p}-I\right)$ has been shown to be operator monotone and operator concave for all $p \in[-1,1]$, and since these properties are preserved under limits taken in (2.8), we see that $A \mapsto \log (A)$ is operator monotone and operator concave. Likewise, since $A \mapsto(p-1)^{-1}\left(A^{p}-A\right)$ is convex for all $p \neq 1$ in the interval $[0,2]$, we see that $A \mapsto A \log (A)$ is operator convex.

We close this subsection by remarking that Löwner has proved a necessary and sufficient condition for $f:(0, \infty) \rightarrow \mathbb{R}$ to be operator monotone: This is the case if and only if $f$ admits an integral representation

$$
f(a)=\alpha+\beta a-\int_{0}^{\infty} \frac{1-a t}{t+a} \mathrm{~d} \mu(t)
$$

for some $\alpha, \beta \in \mathbb{R}$, and some finite positive measure $\mu$.

### 2.2 Convexity and monotonicity for trace functions

Given a function $f: \mathbb{R} \rightarrow \mathbb{R}$, consider the associated trace function on $\mathbf{H}_{n}$ given by

$$
A \mapsto \operatorname{Tr}[f(A)] .
$$

In this subsection we address the question: Under what conditions on $f$ is such a trace function monotone, and under what conditions on $f$ is it convex? We shall see that much less is required of $f$ in this context than is required for operator monotonicity or operator convexity. Notice first of all that we are working now on $\mathbf{H}_{n}$ and not only $\mathbf{H}_{n}^{+}$, and with functions defined on all of $\mathbb{R}$ and not only on $(0, \infty)$.

The question concerning monotonicity is very simple. Suppose that $f$ is continuously differentiable. Let $B, C \in \mathbf{H}_{n}^{+}$. Then by the Spectral Theorem and first order perturbation theory,

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t} \operatorname{Tr}(f(B+t C))\right|_{t=0}=\operatorname{Tr}\left(f^{\prime}(B) C=\operatorname{Tr}\left(C^{1 / 2} f^{\prime}(B) C^{1 / 2}\right),\right.
$$

where in the last step we have used cyclicity of the trace. As long as $f$ has a positive derivative, all of the eigenvalues of $f^{\prime}(B)$ will be positive, and so $f^{\prime}(B)$ is positive semi-definite, and therefore so is $C^{1 / 2} f^{\prime}(B) C^{1 / 2}$. It follows immediately that $\operatorname{Tr}\left(C^{1 / 2} f^{\prime}(B) C^{1 / 2}\right) \geq 0$, and form here one easily sees that for $A \geq B$, and with $C=A-B$,

$$
\operatorname{Tr}[f(A)]-\operatorname{Tr}[f(B)]=\int_{0}^{1} \operatorname{Tr}\left(C^{1 / 2} f^{\prime}(A+t B) C^{1 / 2}\right) \mathrm{d} t \geq 0
$$

Thus, $\operatorname{Tr}[f(A)] \geq \operatorname{Tr}[f(B)]$ whenever $A>B$ and $f$ is continuously differentiable and monotone increasing. By an obvious continuity argument, one may relax the requirement that $f$ be continuously differentiable to the requirement that $f$ be continuous.

The question concerning convexity is more interesting. Here we have the following theorem:
2.9 THEOREM (Peierls Inequality). Let $A \in \mathbf{H}_{n}$, and let $f$ be any convex function on $\mathbb{R}$. Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be any orthonormal base of $\mathbb{C}^{n}$. Then

$$
\begin{equation*}
\sum_{j=1}^{n} f\left(\left\langle u_{j}, A u_{j}\right\rangle\right) \leq \operatorname{Tr}[f(A)] . \tag{2.9}
\end{equation*}
$$

There is equality if each $u_{j}$ is an eigenvector of $A$, and if $f$ is strictly convex, only in this case.
Proof: By (1.3) together with the spectral representation (1.7),

$$
\begin{align*}
\operatorname{Tr}[f(A)] & =\sum_{j=1}^{n}\left\langle u_{j}\left[\sum_{k=1}^{m} f\left(\lambda_{k}\right) P_{k}\right] u_{j}\right\rangle \\
& =\sum_{j=1}^{n}\left(\sum_{k=1}^{m} f\left(\lambda_{k}\right)\left\|P_{k} u_{j}\right\|^{2}\right) \\
& \geq \sum_{j=1}^{n} f\left(\sum_{k=1}^{m} \lambda_{k}\left\|P_{k} u_{j}\right\|^{2}\right)  \tag{2.10}\\
& =\sum_{j=1}^{n} f\left(\left\langle u_{j}, A u_{j}\right\rangle\right) .
\end{align*}
$$

The inequality above is simply the convexity of $f$, since for each $j, \sum_{k=1}^{m}\left\|P_{k} u_{j}\right\|^{2}=\left\|u_{j}\right\|^{2}=1$, and thus $\sum_{k=1}^{m} \lambda_{k}\left\|P_{k} u_{j}\right\|^{2}$ is a weighted average of the eigenvalues of $A$. Note that each $u_{j}$ is an eigenvector of $A$ if and only if $\left\|P_{k} u_{j}\right\|^{2}=1$ for some $k$, and is 0 otherwise, in which case the inequality in (2.10) is a trivial equality. And clearly when $f$ is strictly convex, equality can hold in (2.10) only if for each $j,\left\|P_{k} u_{j}\right\|^{2}=1$ for some $k$, and is 0 otherwise.

Now consider $A, B \in \mathbf{H}_{n}$, and let $f: \mathbb{R} \rightarrow \mathbb{R}$ be convex. Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be an orthonormal basis of $\mathbb{C}^{n}$ consisting of eigenvectors of $(A+B) / 2$. Then, Theorem 2.9,

$$
\begin{align*}
\operatorname{Tr}\left[f\left(\frac{A+B}{2}\right)\right] & =\sum_{j=1}^{n} f\left(\left\langle u_{j}, \frac{A+B}{2} u_{j}\right\rangle\right) \\
& =\sum_{j=1}^{n} f\left(\frac{1}{2}\left\langle u_{j}, A u_{j}\right\rangle+\frac{1}{2}\left\langle u_{j}, B u_{j}\right\rangle\right) \\
& \leq \sum_{j=1}^{n}\left[\frac{1}{2} f\left(\left\langle u_{j}, A u_{j}\right\rangle\right)+\frac{1}{2} f\left(\left\langle u_{j}, B u_{j}\right\rangle\right)\right]  \tag{2.11}\\
& \leq \frac{1}{2} \operatorname{Tr}[f(A)]+\frac{1}{2} \operatorname{Tr}[f(B)] . \tag{2.12}
\end{align*}
$$

where we have used Theorem 2.9, in the first equality, and where in (2.11) we have used the (midpoint) convexity of $f$, and in (2.12) we have used Theorem 2.9 again.

This shows that for every natural number $n$, whenever $f$ is midpoint convex, the map $A \mapsto$ $\operatorname{Tr}[f(A)]$ is midpoint convex on $\mathbf{H}_{n}$. Note that if $f$ is strictly convex and $\operatorname{Tr}[f(A+B) / 2]=$ $\operatorname{Tr}[f(A)] / 2+\operatorname{Tr}[f(A)] / 2$, we must have equality in both (2.11) and (2.12). On account of the strict convexity of $f$, equality in (2.11) implies that $\left\langle u_{j}, A u_{j}\right\rangle=\left\langle u_{j}, B u_{j}\right\rangle$ for each $u_{j}$. By the conditions for equality in Peierl's inequality, equality in (2.11) implies that each $u_{j}$ is an eigenvector of both $A$ and $B$. Thus,

$$
A u_{j}=\left\langle u_{j}, A u_{j}\right\rangle u_{j}=\left\langle u_{j}, B u_{j}\right\rangle u_{j} u_{j}=B u_{j},
$$

and so $A=B$.
An obvious continuity argument now shows that if $f$ continuous as well as convex, $A \mapsto \operatorname{Tr}[f(A)]$ is convex on $\mathbf{H}_{n}$, and strictly so if $f$ is strictly convex.

Let us summarize some conclusions we have drawn so far in a theorem:
2.10 THEOREM (Convexity and monotonicty of trace functions). Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be continuous, and let $n$ be any natural number. Then if $t \mapsto f(t)$ is monotone increasing, so is $A \mapsto \operatorname{Tr}[f(A)]$ on $\mathbf{H}_{n}$. Likewise, if $t \mapsto f(t)$ is convex, so is $A \mapsto \operatorname{Tr}[f(A)]$ on $\mathbf{H}_{n}$, and strictly so if $f$ is strictly convex.

### 2.3 Klien's Inequality and The Peierls-Bogoliubov Inequality

We close this section with three trace theorems that have significant applications in statistical quantum mechanics.
2.11 THEOREM (Klien's Inequality). For all $A, B \in \mathbf{H}_{n}$, and all convex functions $f: \mathbb{R} \rightarrow \mathbb{R}$, or for all $A, B \in \mathbf{H}_{n}^{+}$, and all convex functions $f:(0, \infty) \rightarrow \mathbb{R}$

$$
\begin{equation*}
\operatorname{Tr}\left[f(A)-f(B)-(A-B) f^{\prime}(B)\right] \geq 0 \tag{2.13}
\end{equation*}
$$

In either case, if $f$ is strictly convex, there is equality if and only if $A=B$.

Proof: Let $C=A-B$ so that for $0<t<1, B+t C=(1-t) B+t A$. Define $\varphi(t)=\operatorname{Tr}[f(B+t C)]$. By Theorem 2.10, $\varphi$ is convex, and so for all $0<t<1$,

$$
\varphi(1)=\varphi(0) \geq \frac{\varphi(t)=\varphi(0)}{t}
$$

and in fact the right hand side is monotone decreasing in $t$. Taking the limit $t \rightarrow 0$ yields (2.13). Note that if $f$ is strictly convex and $C \neq 0$, then $\varphi$ is strictly convex. The final assertion follows from this and the monotonicity noted above.
2.12 THEOREM (Peierls-Bogoliubov Inequality). For every natural number $n$, the map

$$
A \mapsto \log (\operatorname{Tr}[\exp (A)])
$$

is convex on $\mathbf{H}_{n}$
Remark The appellation "Peierls-Bogoliubov Inequality" has been attached to many inequalities by many authors. It is often used to refer to the inequality one gets as a consequence of Theorem 2.12 and the "increasing chordal slope argument" used to prove Klien's inequality.

Indeed, for any $A, B \in \mathbf{H}_{n}$, and any $0<t<1$, let $\psi(t)$ be the function

$$
t \mapsto \log (\operatorname{Tr}[\exp (A+t B)]) .
$$

By Theorem 2.12, this is convex, and hence

$$
\psi(1)-\psi(0) \geq \frac{\psi(t)-\psi(0)}{t}
$$

for all $t$. Taking the limit $t \rightarrow 0$, we obtain

$$
\begin{equation*}
\log \left(\frac{\operatorname{Tr}\left[e^{A+B}\right]}{\operatorname{Tr}\left[e^{A}\right]}\right) \geq \frac{\operatorname{Tr}\left[B e^{A}\right]}{\operatorname{Tr}\left[e^{A}\right]} \tag{2.14}
\end{equation*}
$$

Frequently this consequence of Theorem 2.12, which has many uses, is referred to as the PeierlsBogoliubov Inequality.
Proof of Theorem 2.12: We first define $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ by $\varphi(x)=\log \left(\sum_{k=1}^{n} e^{x_{k}}\right)$. A simple computation of the Hessian matrix of $\varphi$ yields

$$
\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \varphi(x)=a_{j} \delta_{i, j}-a_{i} a_{j} \quad \text { where } \quad a_{i}=\frac{e_{i}^{x}}{\sum_{k=1}^{n} e^{x_{k}}}
$$

Hence for any $y \in \mathbb{R}^{n}$,

$$
\sum_{i, j=1}^{n} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \varphi(x) y_{i} y_{j}=\sum_{j=1}^{n} a_{j} y_{j}^{2}-\left(\sum_{j=1}^{n} a_{j} y_{j}\right)^{2}
$$

Then by the Schwarz inequality, and the fact that $\sum_{j=1}^{n} a_{j}=1,\left|\sum_{j=1}^{n} a_{j} y_{j}\right| \leq \sum_{j=1}^{n} a_{j} y_{j}^{2}$. Thus, the Hessian matrix of $\varphi$ is non-negative at each $x \in \mathbb{R}^{n}$, and hence $\varphi$ is convex. Hence, for any $x, y \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\varphi\left(\frac{x+y}{2}\right) \leq \frac{1}{2} \varphi(x)+\frac{1}{2} \varphi(y) \tag{2.15}
\end{equation*}
$$

To apply this, let $A, B \in \mathbf{H}_{n}$, and let $\left\{u_{1}, \ldots, u_{n}\right\}$ be any orthonormal basis of $\mathbb{C}^{n}$. For each $j=1, \ldots, n$, let $x_{j}=\left\langle u_{j}, A u_{j}\right\rangle$ and $y_{j}=\left\langle u_{j}, B u_{j}\right\rangle$, and let $x$ and $y$ be the corresponding vectors in $\mathbb{R}^{n}$. Then if we take $\left\{u_{1}, \ldots, u_{n}\right\}$ to consist of eigenvectors of $(A+B) / 2$, we have from Theorem 2.9 that

$$
\begin{equation*}
\log \left(\operatorname{Tr}\left[\exp \left(\frac{A+B}{2}\right)\right]\right)=\log \left(\sum_{j=1}^{n} \exp \left\langle u_{j}, \frac{A+B}{2} u_{j}\right\rangle\right)=\varphi\left(\frac{x+y}{2}\right) \tag{2.16}
\end{equation*}
$$

Now, again by Theorem 2.9, $\operatorname{Tr}[\exp (A)] \geq \sum_{j=1}^{n} \exp \left(\left\langle u_{j}, A u_{j}\right\rangle\right)$, and so by the monotonicity of the logarithm, and the definition of $x$ and $\varphi(x), \log (\operatorname{Tr}[\exp (A)]) \geq \varphi(x)$. A similar argument yields $\log (\operatorname{Tr}[\exp (B)]) \geq \varphi(y)$. Combining these last two inequalities with (2.15) and (2.16) proves the theorem.

Not only are both of the functions $H \mapsto \log \left(\operatorname{Tr}\left[e^{H}\right]\right)$ and $\rho \mapsto-S(\rho)$ both convex, they are Legendre Transforms of one another. (See [44] for a full mathematical treatment of the Legendre transform.) Before proving this result, which is essential (1.14) from the introduction, we first extend the domain of $S$ to all of $\mathbf{H}_{n}$ :

$$
S(A):= \begin{cases}-\operatorname{Tr}(A \ln A) & A \in \mathbf{S}_{n}  \tag{2.17}\\ -\infty & \text { otherwise }\end{cases}
$$

2.13 THEOREM (Duality formula for the entropy). For all $A \in \mathbf{H}_{n}$,

$$
\begin{equation*}
-S(A)=\sup \left\{\operatorname{Tr}(A H)-\ln \left(\operatorname{Tr}\left[e^{H}\right]\right): H \in \mathbf{H}_{n}\right\} \tag{2.18}
\end{equation*}
$$

The supremum is an attained maximum if and only if $A$ is a strictly positive probability density, in which case it is attained at $H$ if and only if $H=\ln A+c I$ for some $c \in \mathbb{R}$. Consequently, for all $H \in \mathbf{H}_{n}$,

$$
\begin{equation*}
\ln \left(\operatorname{Tr}\left[e^{H}\right]\right)=\sup \left\{\operatorname{Tr}(A H)+S(A): A \in \mathbf{H}_{n}\right\} \tag{2.19}
\end{equation*}
$$

The supremum is a maximum at all points of the domain of $\ln \left(\operatorname{Tr}\left(e^{H}\right)\right)$, in which case it is attained only at the single point $A=e^{H} /\left(\operatorname{Tr}\left(e^{H}\right)\right)$.

Proof: To see that the supremum is $\infty$ unless $0 \leq A \leq I$, let $c$ be any real number, and let $u$ be any unit vector. Then let $H$ be $c$ times the orthogonal projection onto $u$. For this choice of $H$,

$$
\operatorname{Tr}(A H)-\ln \left(\operatorname{Tr}\left(e^{H}\right)\right)=c\langle u, A u\rangle-\ln \left(e^{c}+(n-1)\right)
$$

If $\langle u, A u\rangle<0$, this tends to $\infty$ as $c$ tends to $-\infty$. If $\langle u, A u\rangle>1$, this tends to $\infty$ as $c$ tends to $\infty$. Hence we need only consider $0 \leq A \leq I$. Next, taking $H=c I, c \in \mathbb{R}$,

$$
\operatorname{Tr}(A H)-\ln \left(\operatorname{Tr}\left(e^{H}\right)\right)=c \operatorname{Tr}(A)-c-\ln (n)
$$

Unless $\operatorname{Tr}(A)=1$, this tends to $\infty$ as $c$ tends to $\infty$. Hence we need only consider the case that $A$ is a density matrix $\rho$.

Hence, consider any $\rho \in \mathbf{S}_{n}$, and let $H$ be any self-adjoint operator such that $\operatorname{Tr}\left(e^{H}\right)<\infty$. Then define the density matrix $\sigma$ by

$$
\sigma=\frac{e^{H}}{\operatorname{Tr}\left(e^{H}\right)}
$$

By Klein's inequality, $\operatorname{Tr}(\rho \ln \rho-\rho \ln \sigma) \geq 0$ with equality if and only if $\sigma=\rho$. But by the definition of $\sigma$, this reduces to

$$
\operatorname{Tr}(\rho \ln \rho) \geq \operatorname{Tr}(\rho H)-\ln \left(\operatorname{Tr}\left(e^{H}\right)\right)
$$

with equality if and only if $H=\ln \rho$. From here, there rest is very simple.
As we have explained in the introduction, (1.14), which is now justified by Theorem 2.13 shows that the Gibbs states maximize the energy given the expected value of the energy.

## 3 The joint convexity of certain operator functions

The route to the proof of the joint convexity of the relative entropy passes through the investigation of joint convexity for certain operator functions. This section treats three important examples.

### 3.1 The joint convexity of the $\operatorname{map}(A, B) \mapsto B^{*} A^{-1} B^{*}$ on $\mathbf{H}_{n}^{+} \times \mathbf{M}_{n}$

In this section we shall prove the joint convexity or joint concavity of certain operator functions certain operator functions. Our first example concern the map $(A, B) \mapsto B^{*} A^{-1} B^{*}$ on $\mathbf{H}_{n}^{+} \times \mathbf{M}_{n}$ which we shall show to be convex. Our next two examples concern the operator version of the harmonic and geometric means of two operators $A, B \in \mathbf{H}_{n}^{+}$. We shall show that these are jointly concave.

All of three proofs follow the same pattern: In each of them, we show that the function in question has a certain maximality or minimality property, and we then easily prove the concavity or convexity as a consequence of this. All three proofs are taken from Ando's paper [1] Here is the main theorem of this subsection:
3.1 THEOREM. The map $(A, B) \mapsto B^{*} A^{-1} B$ from $\mathbf{H}_{n}^{+} \times \mathbf{M}_{n}$ to $\mathbf{H}_{n}^{+}$is jointly convex. That is, for all $\left(A_{0}, B_{0}\right),\left(A_{1}, B_{1}\right) \in \mathbf{H}_{n}^{+} \times \mathbf{M}_{n}$, and all $0<t<1$,

$$
\begin{equation*}
\left[(1-t) B_{0}+t B_{1}\right]^{*} \frac{1}{(1-t) A_{0}+t A_{1}}\left[(1-t) B_{0}+t B_{1}\right] \leq(1-t) B_{0}^{*} A_{0}^{-1} B_{0}+t B_{1}^{*} A_{1}^{-1} B_{1} \tag{3.1}
\end{equation*}
$$

We remark that as a special case, this yields another proof that $A \mapsto A^{-1}$ and $B \mapsto B^{*} B$ are convex.

The following lemma expresses a well-known minimality property of the functions $B \mapsto$ $B^{*} A^{-1} B$.
3.2 LEMMA. Let $A, C \in \mathbf{H}_{n}^{+}$with $A$ invertible, and let $B \in \mathbf{M}_{n}$. Then the $2 n \times 2 n$ block matrix

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right]
$$

is positive semi-definite if and only if $C \geq B^{*} A^{-1} B$.
Proof: Define $D:=C-B^{*} A^{-1} B^{*}$, so that

$$
\left[\begin{array}{cc}
A & B \\
B^{*} & C
\end{array}\right]=\left[\begin{array}{cc}
A & B \\
B^{*} & B^{*} A^{-1} B
\end{array}\right]+\left[\begin{array}{cc}
0 & 0 \\
0 & D
\end{array}\right]
$$

Now notice that

$$
\left[\begin{array}{cc}
A & B  \tag{3.2}\\
B^{*} & B^{*} A^{-1} B
\end{array}\right]=\left[\begin{array}{cc}
A^{1 / 2} & A^{-1 / 2} B \\
0 & 0
\end{array}\right]^{*}\left[\begin{array}{cc}
A^{1 / 2} & A^{-1 / 2} B \\
0 & 0
\end{array}\right] \geq 0
$$

Hence, positive semi-definiteness of $D$ is sufficient to ensure that $\left[\begin{array}{cc}A & B \\ B^{*} & C\end{array}\right]$ is positive semidefinite.

It is also evident from the factorization (3.2) that for any $v \in \mathbb{C}^{n}$, the vector $\left[\begin{array}{c}A^{-1} B v \\ v\end{array}\right]$ belongs to the null space of $\left[\begin{array}{cc}A & B \\ B^{*} & B^{*} A^{-1} B\end{array}\right]$, so that

$$
\left\langle\left[\begin{array}{c}
A^{-1} B v \\
v
\end{array}\right],\left[\begin{array}{cc}
A & B \\
B^{*} & B
\end{array}\right]\left[\begin{array}{c}
A^{-1} B v \\
v
\end{array}\right]\right\rangle=\langle v, D v\rangle
$$

and hence positive semi-definiteness of $D$ is necessary to ensure that $\left[\begin{array}{cc}A & B \\ B^{*} & C\end{array}\right]$ is positive semidefinite.

Lemma 3.2 says that the set of matrices $C \in \mathbf{H}_{n}^{+}$such that $\left[\begin{array}{cc}A & B \\ B^{*} & C\end{array}\right]$ is positive semi-definite has a minimum, namely $C=B^{*} A^{-1} B^{*}$. Form this, Ando draws a significant conclusion:
Proof of Theorem 3.1: By Lemma 3.2,

$$
(1-t)\left[\begin{array}{cc}
A_{0} & B_{0} \\
B_{0}^{*} & B_{0}^{*} A_{0}^{-1} B_{0}
\end{array}\right]+t\left[\begin{array}{cc}
A_{1} & B_{1} \\
B_{1}^{*} & B_{1}^{*} A_{1}^{-1} B_{1}
\end{array}\right]
$$

is a convex combination of positive semi-definite matrices, and is therefore positive semi-definite. It is also equal to

$$
\left[\begin{array}{cc}
(1-t) A_{0}+t A_{1} & (1-t) B_{0}+t B_{1} \\
(1-t) B_{0}^{*}+t B_{1}^{*} & (1-t) B_{0}^{*} A_{0}^{-1} B_{0}+t B_{1}^{*} A_{1}^{-1} B_{1}
\end{array}\right]
$$

Now (3.1) follows by one more application of Lemma 3.2.

### 3.2 Joint concavity of the harmonic mean

Ando also uses Lemma 3.2 to prove a theorem of Anderson and Duffin on the concavity of the harmonic mean for operators.
3.3 DEFINITION. For $A, B \in \mathbf{H}_{n}^{+}$, the harmonic mean of $A$ and $B, M_{-1}(A, B)$ is defined by

$$
M_{-1}(A, B)=\left(\frac{A^{-1}+B^{-1}}{2}\right)^{-1}
$$

3.4 THEOREM (Joint concavity of the harmonic mean). The $\operatorname{map}(A, B) \mapsto M_{-1}(A, B)$ on $\mathbf{H}_{n}^{+} \times h n p$ is jointly concave.

Proof: Note that

$$
\begin{equation*}
B-B(A+B)^{-1} B=B(A+B)^{-1}(A+B)-B(A+B)^{-1} B=A(A+B)^{-1} B \tag{3.3}
\end{equation*}
$$

and also

$$
\left(A(A+B)^{-1} B\right)^{-1}=B^{-1}(A+B) A^{-1}=A^{-1}+B^{-1}
$$

It follows that

$$
\begin{equation*}
M_{-1}(A, B)=2 B-2 B(A+B)^{-1} B \tag{3.4}
\end{equation*}
$$

and this is jointly concave by Lemma 3.2.
Here we have used the minimality property in Lemma 3.2 implicitly, but there is another way to proceed: It turns out that the harmonic has a certain maximality property:
3.5 THEOREM (Ando's variational formula for the harmonic mean). For all $A, B \in \mathbf{H}_{n}^{+}$, the set of all $C \in \mathbf{H}_{n}$ such that

$$
2\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right]-\left[\begin{array}{cc}
C & C \\
C & C
\end{array}\right]>0
$$

has a maximal element, which is $M_{-1}(A, B)$.
We remark that this maximum property of the harmonic mean gives another proof of the concavity of the harmonic mean, just as the minimum property of $(A, B) \mapsto B^{*} A^{-1} B$ from Lemma 3.2 gave proof of the convexity of this function.

Proof of Theorem 3.5: Note that as a consequence of $(3.3),(3.4)$ and the fact that $M_{-1}(A, B)=$ $M_{-1}(B, A)$, we have

$$
\begin{align*}
M_{-1}(B, A) & =\left[A-A(A+B)^{-1} A\right]+\left[B-B(A+B)^{-1} B\right] \\
& =A(A+B)^{-1} B+B(A+B)^{-1} A \tag{3.5}
\end{align*}
$$

from which it follows that

$$
\begin{equation*}
2 M_{-1}(A, B)=(A+B)-(A-B) \frac{1}{A+B}(A-B) \tag{3.6}
\end{equation*}
$$

Incidentally, we remark that from this identity one easily see the harmonic-arithmetic mean inequality: $M_{-1}(A, B) \geq(A+B) / 2$ with equality if and only if $A=B$.)

Furthermore, by Lemma $3.2,\left[\begin{array}{cc}A+B & A-B \\ A-B & A+B\end{array}\right]-\left[\begin{array}{cc}2 C & 0 \\ 0 & 0\end{array}\right] \geq 0$ if and only if

$$
(A+B)-2 C \geq(A-B)(A+B)^{-1}(A-B)
$$

and by (3.6), this is the case if and only if $C \leq M_{-1}(A, B)$. Finally since

$$
\left[\begin{array}{cc}
A+B & A-B \\
A-B & A+B
\end{array}\right]-\left[\begin{array}{cc}
2 C & 0 \\
0 & 0
\end{array}\right]>0 \Longleftrightarrow 2\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right]-\left[\begin{array}{cc}
C & C \\
C & C
\end{array}\right]>0
$$

### 3.3 Joint concavity of the geometric mean

3.6 DEFINITION. For $A, B \in \mathbf{H}_{n}^{+}$, the geometric mean of $A$ and $B, M_{0}(A, B)$ is defined by

$$
M_{0}(A, B)=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2} .
$$

We note that if $A$ and $B$ commute, this definition reduces to $M_{0}(A, B)=A^{1 / 2} B^{1 / 2}$. While it is not immediately clear from the defining formula that in general one has that $M_{0}(A, B)=M_{0}(B, A)$, this is clear from the following variational formula of Ando:
3.7 THEOREM (Ando's variational formula for the geometric mean). For all $A, B \in \mathbf{H}_{n}^{+}$, the set of all $C \in \mathbf{H}_{n}$ such that

$$
\left[\begin{array}{ll}
A & C \\
C & B
\end{array}\right]>0
$$

has a maximal element, which is $M_{0}(A, B)$.
Proof: If $\left[\begin{array}{cc}A & C \\ C & B\end{array}\right]>0$, then by Lemma $3.2, B \geq C A^{-1} C$, and hence

$$
A^{-1 / 2} B A^{-1 / 2} \geq A^{-1 / 2} C A^{-1} C A^{-1 / 2}=\left(A^{-1 / 2} C A^{-1 / 2}\right)^{2} .
$$

By the operator monotonicity of the square root functions, which has been proved in Example 2.3 and as a special case of the Löwner-Heinz Theorem,

$$
A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2} \leq C .
$$

This shows the maximality property of $M_{0}(A, B)$.
3.8 THEOREM (Joint concavity of the geometric mean). The map $(A, B) \mapsto M_{0}(A, B)$ on $\mathbf{H}_{n}^{+} \times \mathbf{H}_{n}^{+}$is jointly concave, and is symmetric in $A$ and $B$. Moreover, for any non-singular matrix $D \in \mathbf{M}_{n}$,

$$
\begin{equation*}
M_{0}\left(D^{*} A D, D^{*} B D\right)=D^{*} M_{0}(A, B) D . \tag{3.7}
\end{equation*}
$$

Finally, $(A, B) \mapsto M_{0}(A, B)$ is monotone increasing in each variable.
Proof: The argument for the concavity is by now familiar. For (3.7), note that

$$
\left[\begin{array}{cc}
A & C \\
C & B
\end{array}\right]>0 \Longleftrightarrow\left[\begin{array}{ll}
D^{*} A D & D^{*} C D \\
D^{*} C D & D^{*} B D
\end{array}\right]>0 .
$$

Finally, for fixed $A$, the fact that $B \mapsto A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2}=M_{0}(A, B)$ is a direct consequence of the monotonicity of the square root function, which is contained in Theorem 2.6. By symmetry, for fixed $B, A \mapsto M_{0}(A, B)$ is monotone increasing.

### 3.4 The arithmetic-geomemtric-harmonic mean inequality

Letting $M_{1}(A, B)$ denote the arithmetic mean of $A$ and $B$; i.e.,

$$
M_{1}(A, B)=\frac{A+B}{2} .
$$

3.9 THEOREM (Arithmetic-Geomemtric-Harmonic Mean Inequality). For all $A, B \in \mathbf{H}_{n}^{+}$,

$$
M_{1}(A, B) \geq M_{0}(A, B) \geq M_{-1}(A, B),
$$

with strict inequality everywhere unless $A=B$.
Proof: We first note that one can also use (3.5) to deduce that for all $A, B \in \mathbf{H}_{n}^{+}$and nonsingular $D \in \mathbf{M}_{n}$,

$$
\begin{equation*}
M_{-1}\left(D^{*} A D, D^{*} B D\right)=D^{*} M_{-1}(A, B) D \tag{3.8}
\end{equation*}
$$

in the same way that we deduced (3.7). However, (3.8) can also be deduced very simply from the formula that defines $M_{-1}(A, B)$.

We now show that (3.7) and (3.8) together reduce the proof the corresponding inequality for numbers [31], which is quite elementary. To see this, take $D=A^{-1 / 2}$ and letting $L=A^{-1 / 2} B A^{-1 / 2}$, we have from the obvious companion for $M_{1}(A, B)$ to (3.7) and (3.8) that

$$
\begin{aligned}
M_{1}(A, B)-M_{0}(A, B) & =A^{1 / 2}\left[M_{1}(I, L)-M_{0}(I, L)\right] A^{1 / 2} \\
& =\frac{1}{2} A^{1 / 2}\left[I+L-2 L^{1 / 2}\right] A^{1 / 2} \\
& =\frac{1}{2} A^{1 / 2}\left(I-L^{1 / 2}\right)^{2} A^{1 / 2} .
\end{aligned}
$$

The right hand side is evidently positive semi-definite, and even positive definite unless $L=I$, which is the case if and only if $A=B$. Likewise,

$$
\begin{aligned}
M_{0}(A, B)-M_{-1}(A, B) & =A^{1 / 2}\left[M_{0}(I, L)-M_{-1}(I, L)\right] A^{1 / 2} \\
& =A^{1 / 2}\left(L^{1 / 2}-2\left(I+L^{-1}\right)^{-1}\right)^{2} A^{1 / 2}
\end{aligned}
$$

The right hand side is positive semi-definite by the Spectral Theorem and the geometric-harmonic mean inequality for positive numbers, and even positive definite unless $L=I$, which is the case if and only if $A=B$.

## 4 Projections onto $*$-subalgebras and convexity inequalities

### 4.1 A simple example

The notion of operator convexity shall be useful to us when we encounter an operation on matrices that involves averaging; i.e., forming convex combinations. One is likely to encounter such operations much more frequently than one might first expect. It turns out that many natural operations on $\mathbf{M}_{n}$ can be written in the form

$$
\begin{equation*}
A \mapsto \mathcal{C}(A):=\sum_{j=1}^{N} w_{j} U_{j} A U_{j}^{*} \tag{4.1}
\end{equation*}
$$

where the weights $w_{1}, \ldots, w_{N}$ are positive numbers wtih $\sum_{j=1}^{N} w_{j}=1$, and the $U_{1}, \ldots, U_{N}$ are unitaries in $\mathbf{M}_{n}$. A basic example concerns orthogonal projections onto $*$-subalgebras, as we now expalin.

A unital *-subalgebra of $\mathbf{M}_{n}$ is a subspace $\mathfrak{A}$ that contains the identity $I$, is closed under matrix multiplication and Hermitian conjugation: That is, if $A, B \in \mathfrak{A}$, then so are $A B$ and $A^{*}$. In what follows, all *-subalgebras that we consider shall be unital, and to simplify the notation, we shall simply write *-subalgebra in place of unital *-subalgebra.

Perhaps the simplest example is

$$
\mathfrak{A}=\left\{A \in \mathbf{M}_{2}: A=\left[\begin{array}{cc}
z & w \\
w & z
\end{array}\right] \quad w, z \in \mathbb{C}\right\} .
$$

Since

$$
\left[\begin{array}{ll}
x & y  \tag{4.2}\\
y & x
\end{array}\right]\left[\begin{array}{ll}
\xi & \eta \\
\eta & \xi
\end{array}\right]=\left[\begin{array}{ll}
x \xi+y \eta & x \eta+y \xi \\
x \eta+y \xi & x \xi+y \eta
\end{array}\right],
$$

we see that $\mathfrak{A}$ is in fact closed under multiplication, and quite obviously it is closed under Hermitian conjugation. Moreover, one sees from (4.2) that

$$
\left[\begin{array}{cc}
x & y \\
y & x
\end{array}\right]\left[\begin{array}{cc}
\xi & \eta \\
\eta & \xi
\end{array}\right]=\left[\begin{array}{cc}
\xi & \eta \\
\eta & \xi
\end{array}\right]\left[\begin{array}{cc}
x & y \\
y & x
\end{array}\right] ;
$$

that is, the algebra $\mathfrak{A}$ is a commutative subalgebra of $\mathbf{M}_{2}$.
The main theme of this section is that: Orthogonal projections onto subalgebras can be expressed in terms of averages over unitary conjugations, as in (4.1), and that this introduction of averages opens the way to the application of convexity inequalities. By orthogonal, we mean of course orthogonal with respect to the Hilbert-Schmidt inner product. This theme was first developed by C. Davis [20]. Our treatment will be slightly different, and presented in a way that shall facilitate the transition to infinite dimensions.

In our simple example, it is particularly easy to see how the projection of $\mathbf{M}_{2}$ onto $\mathfrak{A}$ can be expressed in terms of averages. Let

$$
Q=\left[\begin{array}{ll}
0 & 1  \tag{4.3}\\
1 & 0
\end{array}\right] .
$$

Clearly $Q=Q^{*}$ and $Q Q^{*}=Q^{2}=I$, so that $Q$ is both self-adjoint and unitary. Notice that for any $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in \mathbf{M}_{2}$,

$$
\frac{1}{2}\left(A+Q A Q^{*}\right)=\frac{1}{2}\left[\begin{array}{ll}
a+d & b+c \\
b+c & a+d
\end{array}\right] \in \mathfrak{A} .
$$

Let us denote $\frac{1}{2}\left(A+Q A Q^{*}\right)$ by $\mathbf{E}_{\mathfrak{A}}(A)$ for reasons that shall soon be explained.
One can easily check that $\mathbf{E}_{\mathfrak{A}}(A)$ is the orthogonal projection of $A$ onto $\mathfrak{A}$. Indeed, it suffices to check by direct computation that $\mathbf{E}_{\mathfrak{A}}(A)$ and $A-\mathbf{E}_{\mathfrak{A}}(A)$ are orthogonal in the Hilbert-Schmidt inner product.

The fact that

$$
\mathbf{E}_{\mathfrak{A}(A)}=\frac{1}{2}\left(A+Q A Q^{*}\right)
$$

is an average over unitary conjugations of $A$ means that if $f$ is any operator convex function, then

$$
\mathbf{E}_{\mathfrak{A}}[f(A)]=\frac{f(A)+Q f(A) Q^{*}}{2} \geq f\left(\frac{A+Q A Q^{*}}{2}\right)=f\left(\mathbf{E}_{\mathfrak{A}}[A]\right) .
$$

In the same way, consider trace function if $A, B \mapsto H(A \mid B)=\operatorname{Tr}[A \log A]-\operatorname{Tr}[A \log (B)]$. In Theorem 6.3, this function has been proved to be jointly convex on $\mathbf{H}_{n}^{+} \times \mathbf{H}_{n}^{+}$. It is also clearly unitarily invariant; i.e., for any $n \times n$ unitary matrix $U$,

$$
H\left(U A U^{*} \mid U B U^{*}\right)=H(A \mid B) .
$$

It follows that, for $n=2$, and $\mathfrak{A}$ being the subalgebra of $\mathbf{M}_{2}$ defined above,

$$
\begin{aligned}
H(A \mid B) & =\frac{H(A \mid B)+H\left(Q A Q^{*} \mid Q B Q^{*}\right)}{2} \\
& \geq H\left(\left.\frac{A+Q A Q^{*}}{2} \right\rvert\, \frac{B+Q B Q^{*}}{2}\right) \\
& =H\left(\mathbf{E}_{\mathfrak{A}}(A) \mid \mathbf{E}_{\mathfrak{A}}(B)\right) .
\end{aligned}
$$

It turns out that there is nothing very special about the simple example we have been discussing: if $\mathfrak{A}$ is any $*$-subalgebra of $\mathbf{M}_{n}$, the orthogonal projection onto $\mathfrak{A}$ can be expressed in terms of averages of unitary conjugations, and from this fact we shall be able to conclude a number of very useful convexity inequalities.

The notation $\mathbf{E}_{\mathfrak{A}}$ for the orthogonal projection onto a $*$-subalgebra reflects a close analogy with the operation of taking conditional expectations in probability theory: Let $(\Omega, \mathcal{F}, \mu)$ be a probability space, and suppose that $\mathcal{S}$ is a sub- $\sigma$-algebra of $\mathcal{F}$. Then $L^{2}(\Omega, \mathcal{S}, \mu)$ will be a closed subspace of $L^{2}(\Omega, \mathcal{F}, \mu)$, and if $X$ is any bounded random variable on $(\Omega, \mathcal{F}, \mu)$; i.e., any function on $\Omega$ that is measurable with respect to $\mathcal{F}$, and essentially bounded with respect to $\mu$, the conditional expectation of $X$ given $\mathcal{S}$ is the orthogonal projection of $X$, which belongs to $L^{2}(\Omega, \mathcal{S}, \mu)$, onto $L^{2}(\Omega, \mathcal{F}, \mu)$. The bounded measurable functions on $(\Omega, \mathcal{F}, \mu)$ of course form an commutative $*$-algebra (in which the $*$ operation is pointwise complex conjugation), of which the bounded measurable functions on $(\Omega, \mathcal{S}, \mu)$ form a commutative $*$-subalgebra. The non-commutative analog of the conditional expectation that we now develop is more than an analog; it part of a far reaching non-commutative extension of probability theory, and integration in general, due to Irving Segal [46, 48].

### 4.2 The von Neumann Double Commutant Theorem

4.1 DEFINITION (Commutant). Let $\mathcal{A}$ be any subset of $\mathbf{M}_{n}$. Then $\mathcal{A}^{\prime}$, the commutant of $\mathcal{A}$, is given by

$$
\mathcal{A}^{\prime}=\left\{B \in \mathbf{M}_{n}: B A=A B \quad \text { for all } \quad A \in \mathcal{A}\right\} .
$$

It is easy to see that for any set $\mathcal{A}, \mathcal{A}^{\prime}$ is a subalgebra of $\mathbf{M}_{n}$, and if $\mathcal{A}$ is closed under Hermitian conjugation, then $\mathcal{A}^{\prime}$ is a $*$-subalgebra of $\mathbf{M}_{n}$.

In particular, if $\mathfrak{A}$ is a $*$-subalgebra of $\mathbf{M}_{n}$, then so is $\mathfrak{A}^{\prime}$, the commutant of $\mathfrak{A}$. Continuing in this way, the double commutant $\mathfrak{A}^{\prime \prime}$ is also a $*$-subalgebra of $\mathbf{M}_{n}$, but it is nothing new:
4.2 THEOREM (von Neumann Double Commutant Theorem). For any *-subalgebra $\mathfrak{A}$ of $\mathbf{M}_{n}$,

$$
\begin{equation*}
\mathfrak{A}^{\prime \prime}=\mathfrak{A} . \tag{4.4}
\end{equation*}
$$

Proof: We first show that for any $*$-subalgebra $\mathfrak{A}$, and any $B \in \mathfrak{A}^{\prime \prime}$ and any $v \in \mathbb{C}^{n}$, there exists an $A \in \mathfrak{A}$ such that

$$
\begin{equation*}
A v=B v \tag{4.5}
\end{equation*}
$$

Suppose that this has been established. We then apply it to the $*$-subalgebra $\mathfrak{M}$ of $\mathbf{M}_{n^{2}}$ consisting of diagonal block matrices of the form

$$
\left[\begin{array}{cccc}
A & 0 & \ldots & 0 \\
0 & A & \ldots & 0 \\
0 & & \ddots & 0 \\
0 & 0 & \ldots & A
\end{array}\right]=A \otimes I_{n \times n}, \quad A \in \mathfrak{A}
$$

It is then easy to see that $\mathfrak{M}^{\prime \prime}$ consists of diagonal block matrices of the form

$$
\left[\begin{array}{cccc}
B & 0 & \ldots & 0 \\
0 & B & \ldots & 0 \\
0 & & \ddots & 0 \\
0 & 0 & \ldots & B
\end{array}\right]=B \otimes I_{n \times n}, \quad B \in \mathfrak{A}^{\prime \prime}
$$

Now let $\left\{v_{1}, \ldots, v_{n}\right\}$ be any basis of $\mathbb{C}^{n}$, and form the vector $v=\left[\begin{array}{c}v_{1} \\ \vdots \\ v_{n}\end{array}\right] \in \mathbb{C}^{n^{2}}$. Then

$$
\left(A \otimes I_{n \times n}\right) v=\left(B \otimes I_{n \times n}\right) v \quad \Rightarrow \quad A v_{j}=B v_{j} \quad j=1, \ldots, n
$$

Since $\left\{v_{1}, \ldots, v_{n}\right\}$ is a basis of $\mathbb{C}^{n}$, this means $B=A \in \mathfrak{A}$. since $B$ was an arbitrary element of $\mathfrak{A}^{\prime \prime}$, this shows that

$$
\mathfrak{A}^{\prime \prime} \subset \mathfrak{A}
$$

Since $\mathfrak{A} \subset \mathfrak{A}^{\prime \prime}$ is an automatic consequence of the definitions, this shall prove that $\mathfrak{A}=\mathfrak{A}^{\prime \prime}$.
Therefore, it remains to prove (4.5). Fix any $v \in \mathbb{C}^{n}$, and let $V$ be the subspace of $\mathbb{C}^{n}$ given by

$$
\begin{equation*}
V=\{A v: A \in \mathfrak{A}\} \tag{4.6}
\end{equation*}
$$

Let $P$ be the orthogonal projection onto $V$ in $\mathbb{C}^{n}$. Since, by construction, $V$ is invariant under the action of $\mathfrak{A}, P A P=A P$ for all $A \in \mathfrak{A}$. Taking Hermitian conjugates, $P A^{*} P=P A^{*}$ for all $A \in \mathfrak{A}$. Since $\mathfrak{A}$ is a $*$-algebra, this imples $P A=A P$ for all $A \in \mathfrak{A}$. That is, $P \in \mathfrak{A}^{\prime}$.

Thus, for any $B \in \mathfrak{A}^{\prime \prime}, B P=P B$, and so $V$ is invariant under the action of $\mathfrak{A}^{\prime \prime}$. In particular, $B v \in V$, and hence, by the definition of $V, B v=A v$ for some $A \in \mathfrak{A}$.
4.3 REMARK. von Neumann proved his double commutant theorem [57] for operators on an infinite dimensional Hilbert space, but all of the essential aspects are present in the proof of the finite dimensional specialization presented here. The relevant difference between finite and infinite dimensions is, of course, that in finite dimensional all subspaces are closed, while this is not the case in infinite dimensions.

Thus in the infinite dimensional case, we would have to replace (4.7) by

$$
\begin{equation*}
V=\overline{\{A v: A \in \mathfrak{A}\}} \tag{4.7}
\end{equation*}
$$

taking the closure of $\{A v: A \in \mathfrak{A}\}$. The same proof would then lead to the conclusion that for all $B \in \mathfrak{A}^{\prime \prime}$, Bv lies in the closure of $\{A v: A \in \mathfrak{A}\}$. Thus one concludes that $\mathfrak{A}^{\prime \prime}=\mathfrak{A}$ if and only if $\mathfrak{A}$ is closed in the weak operator topology, which is the usual formulation in the infininte dimensional context.
4.4 EXAMPLE. The $*$-subalgebra $\mathfrak{A}$ of $\mathbf{M}_{2}$ from subsection 4.1 is spanned by $I_{2 \times 2}$ and $Q$, where $Q$ is given by (4.3). This $*$-sualgebra happens to be commutative, and so it is certainly the case that $\mathfrak{A} \subset \mathfrak{A}^{\prime}$ - a feature that is special to the commutative case. In fact, one can easily check that $A Q=Q A$ if and only if $A \in \mathfrak{A}$, and so $\mathfrak{A}=\mathfrak{A}^{\prime}$. It is then obviously the case that $\mathfrak{A}=\mathfrak{A}^{\prime \prime}$, as von Neumann's theorem tells us.
4.5 LEMMA. Let $\mathfrak{A}$ be $a *$-subalgebra of $\mathbf{M}_{n}$. For any self-adjoint $A \in \mathfrak{A}$ let $A=\sum_{j=1}^{m} \lambda_{j} P_{j}$ be the spectral decomposition of $A$. Then each of the spectral projections $P_{j}, j=1, \ldots, m$ belongs to $\mathfrak{A}$. Moreover, each $A \in \mathfrak{A}$ can be written as a linear combination of at most 4 unitary matrices, each of which belongs to $\mathfrak{A}$.

Proof: It is easy to see that

$$
\begin{equation*}
P_{j}=\prod_{i \in\{1, \ldots, n\} \backslash\{j\}} \frac{1}{\lambda_{i}-\lambda_{j}}\left(\lambda_{i}-A\right) . \tag{4.8}
\end{equation*}
$$

As a polynomial in $A$, this belongs to $\mathfrak{A}$.
If furthermore $A$ is a self adjoint contraction, then each $\lambda_{j}$ lies in $[-1,1]$, and hence $\lambda_{j}=\cos \left(\theta_{j}\right)$ for some $\theta \in[0, \pi]$. In this case we may write

$$
A=\sum_{j=1}^{m} \lambda_{j} P_{j}=\frac{1}{2}\left(\sum_{j=1}^{m} e^{i \theta_{j}} P_{j}+\sum_{j=1}^{m} e^{-i \theta_{j}} P_{j}\right)
$$

Note that $U=\sum_{j=1}^{m} e^{i \theta_{j}} P_{j}$ is unitary, and since it is a linear combination of elements of $\mathfrak{A}, U \in \mathfrak{A}$. Thus we have seen that every self-adjoint contraction in $\mathfrak{A}$ is of the form

$$
A=\frac{1}{2}\left(U+U^{*}\right) \quad U \in \mathfrak{A}
$$

Now for general $A \in \mathfrak{A}$, write

$$
A=\frac{1}{2}\left(A+A^{*}\right)+\frac{1}{2 i} i\left(A-A^{*}\right) .
$$

which expresses $A$ as a linear combination of self-adjoint elements of $\mathfrak{A}$. From here, the rest easily follows.
4.6 LEMMA. Let $\mathfrak{A}$ be $a *$-subalgebra of $\mathbf{M}_{n}$. Then for any $A \in \mathbf{M}_{n}$

$$
\begin{equation*}
A \in \mathfrak{A} \quad \Longleftrightarrow \quad A=U A U^{*} \quad \text { for all } U \in \mathfrak{A}^{\prime} . \tag{4.9}
\end{equation*}
$$

Proof: Since for unitary $U, A=U A U^{*}$ if and only if $U A=A U$, the condition that $A=U A U^{*}$ for all $U \in \mathfrak{A}^{\prime}$ amounts to the condition that $A$ commutes with every unitary matrix in $\mathfrak{A}^{\prime}$. But by the
previous lemma, commuting with every unitary matrix in $\mathfrak{A}^{\prime}$ is the same thing as commuting with every matrix in $\mathfrak{A}^{\prime}$. Thus

$$
A=U A U^{*} \quad \text { for all } \quad A \in \mathfrak{A}^{\prime} \quad \Longleftrightarrow \quad A \in \mathfrak{A}^{\prime \prime}
$$

Then by the von Neumann Double Commutant Thoerem, (4.9) follows.
The fact that all $*$-subalgebra of $\mathbf{M}_{n}$ contain "plenty of projections, and plenty of unitaries", as expressed by Lemma 4.5, is often useful. As we shall see, there is another important sense in which $*$-subalgebra of $\mathbf{M}_{n}$ are rich in unitaries. We first recall the polar factorization of a matrix $A \in \mathbf{M}_{n}$.
4.7 LEMMA. For any matrix $A \in \mathbf{M}_{n}$, let $|A|=\left(A^{*} A\right)^{1 / 2}$. Then there is a unique partial isometry $U \in \mathbf{M}_{n}$ such that $A=U|A|, U$ is an isometry from the range of $A^{*}$ onto the range of $A$, and $U$ is zero on the nullspace of $A$. If $A$ is invertible, $U$ is unitary, and in any case, for all $v \in \mathbb{C}^{n}$,

$$
U v=\lim _{\epsilon \rightarrow 0} A\left(A^{*} A+\epsilon I\right)^{-1 / 2} v
$$

We leave the easy proof to the reader. Now let $p_{n}(t)$ be a sequence of polynomials such that $\lim _{n \rightarrow \infty} p_{n}(t)=\sqrt{t}$, uniformly on on an interval containing the spectrum of $A$. Then

$$
|A|=\lim _{n \rightarrow \infty} p_{n}\left(A^{*} A\right)
$$

Now, if $\mathfrak{A}$ is any $*$-subalgebra of $\mathbf{M}_{n}$, and $A$ and matrix in $\mathfrak{A}$, then for each $n, p_{n}\left(A^{*} A\right) \in \mathfrak{A}$, and hence $|A| \in \mathfrak{A}$. The same argument shows that for each $\epsilon>0,\left(A^{*} A+\epsilon I\right)^{1 / 2} \in \mathfrak{A}$. We now claim that $\left(A^{*} A+\epsilon I\right)^{1 / 2} \in \mathfrak{A}$ as well. Indeed:
4.8 LEMMA. Let $\mathfrak{A}$ be any $*$-subalgebra of $\mathbf{M}_{n}$, and let $B \in \mathbf{H}_{n}^{+}$belong to $\mathfrak{A}$. Then the inverse of $B$ also belongs to $\mathfrak{A}$.

Proof: The spectrum of $\|B\|^{-1} B$ lies in the interval $(0,1]$, and hence $\|I-\| B\left\|^{-1} B\right\|<1$. Thus,

$$
(\|B\| B)^{-1}=[I-(I-\|B\| B)]^{-1}=\sum_{n=0}^{\infty}(I-\|B\| B)^{n}
$$

and by the above, each term in the convergent power series on the right belongs to $\mathfrak{A}$. Thus $(\|B\| B)^{-1}$ belongs to $\mathfrak{A}$, and hence so does $B^{-1}$.

Thus for each $\epsilon>0$,

$$
A \in \mathfrak{A} \quad \Rightarrow \quad A\left(A^{*} A+\epsilon I\right)^{-1 / 2} \in \mathfrak{A}
$$

Taking limits, we see that if $A=U|A|$ is the polar factorization of $A$, then both $U$ and $|A|$ belong to $\mathfrak{A}$. We can now improve Lemma 4.8:
4.9 THEOREM. Let $\mathfrak{A}$ be any *-subalgebra of $\mathbf{M}_{n}$. Then for all $A \in \mathfrak{A}$ such that $A$ is invertible in $\mathbf{M}_{n}$, $A$ is invertible in $\mathfrak{A}$; i.e., the inverse of $A$ belongs to $\mathfrak{A}$.

Proof: Let $A$ be invertible in $\mathbf{M}_{n}$, and let $A=U|A|$ be the polar factorization of $A$. Then $A^{-1}=|A|^{-1} U^{*}$. Since $U \in \mathfrak{A}$, which is a $*$-subalgebra, $U^{*} \in \mathfrak{A}$ as well. Since $A$ is invertible, so is $|A|$, and we have seen that $|A| \in \mathfrak{A}$. Then by Lemma $4.8,|A|^{-1} \in \mathfrak{A}$. Altogether, we have that

$$
A^{-1}=|A|^{-1} U^{*} \in \mathfrak{A}
$$

### 4.3 Properties of the conditional expectation

4.10 DEFINITION. For any $*$-subalgebra $\mathfrak{A}$ of $\mathbf{M}_{n}$, let $\mathbf{E}_{\mathfrak{A}}$ be the orthogonal projection, with respect to the Hilbert-Schmidt inner product of $\mathbf{M}_{n}$ onto $\mathfrak{A}$ (which is a closed subspace of $\mathbf{M}_{n}$.) We refer to $\mathbf{E}_{\mathfrak{A}}$ as the conditional expectation given $\mathfrak{A}$.
4.11 EXAMPLE. Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be any orthonormal basis of $\mathbb{C}^{n}$. Let $\mathfrak{A}$ be the subalgebra of $\mathbf{M}_{n}$ consisting of matrices that are diagonal in this basis; i.e., $A \in \mathfrak{A}$ if and only if $A=\sum_{j=1}^{n} a_{j} u_{j} u_{j}^{*}$ for some $a_{1}, \ldots, a_{n} \in \mathbb{C}$.

Then, for any $B \in \mathbf{M}_{n}$, the matrix $\widetilde{B}:=\sum_{j=1}^{n}\left\langle u_{j}, B u_{j}\right\rangle u_{j} u_{j}^{*} \in \mathfrak{A}$, and moreover, for any $A \in \mathfrak{A}$,

$$
\operatorname{Tr}[A(B-\widetilde{B})]=\sum_{j=1}^{n}\left\langle u_{j}, A(B-\widetilde{B}) u_{j}\right\rangle=0
$$

and so $\widetilde{B}$ is the orthogonal projection of $B$ onto $\mathfrak{A}$. Thus, we have the formula

$$
\begin{equation*}
\mathbf{E}_{\mathfrak{A}}(B)=\sum_{j=1}^{n}\left\langle u_{j}, B u_{j}\right\rangle\left|u_{j}\right\rangle\left\langle u_{j}\right| \tag{4.10}
\end{equation*}
$$

for all $B \in \mathbf{M}_{n}$, where in the usual physical notation, $\rangle\left\langle u_{j}\right|$ denotes the orthogonal projection onto the span of $u_{j}$.

The next result is based on the projection lemma, which is very useful also in finite dimensions! For the sake of completeness, we give the simple proof:
4.12 THEOREM (Projection Lemma). Let $K$ be a closed convex set in a Hilbert space. Then $K$ contains a unique element of minimal norm. That is, there exists $v \in K$ such that $\|v\|<\|w\|$ for all $w \in K, w \neq v$.

Proof: Let $D:=\inf \{\|w\|: w \in K\}$. If $D=0$, then $0 \in K$ since $K$ is closed, and this is the unique element of minimal norm. Hence we may suppose that $D>0$. Let $\left\{w_{n}\right\}_{n \in \mathbb{N}}$ be a sequence in $K$ such that $\lim _{n \rightarrow \infty}\left\|w_{n}\right\|=D$. By the parallelogram identity

$$
\left\|\frac{w_{m}+w_{n}}{2}\right\|^{2}+\left\|\frac{w_{m}-w_{n}}{2}\right\|^{2}=\frac{\left\|w_{m}\right\|^{2}+\left\|w_{n}\right\|^{2}}{2} .
$$

By the convexity of $K$, and the definition of $D,\left\|\frac{w_{m}+w_{n}}{2}\right\|^{2} \geq D^{2}$ and so

$$
\left\|\frac{w_{m}-w_{n}}{2}\right\|^{2}=\frac{\left(\left\|w_{m}\right\|^{2}-D^{2}\right)+\left(\left\|w_{n}\right\|^{2}-D^{2}\right)}{2}
$$

By construction, the right side tends to zero, and so $\left\{w_{n}\right\}_{n \in \mathbb{N}}$ is a Cauchy sequence. Then, by the completeness that is a defining property of Hilbert spaces, $\left\{w_{n}\right\}_{n \in \mathbb{N}}$ is a convergent sequence. Let $v$ denote the limit. By the continuity of the norm, $\|v\|=\lim _{n \rightarrow \infty}\left\|w_{n}\right\|=D$. Finally, if $u$ is any other vector in $K$ with $\|u\|=D,(u+v) / 2 \in K$, so that $\|(u+v) / 2\| \geq D$. Then by the parallelogram identity once more $\|(u+v) / 2\|=0$, and so $u=v$. This proves the uniqueness.
4.13 THEOREM. For any $A \in \mathbf{M}_{n}$, and any *-subalgebra $\mathfrak{A}$ of $\mathbf{M}_{n}$, let $K_{A}$ denote the closed convex hull of the operators $U A U^{*}, U \in \mathfrak{A}^{\prime}$. Then $\mathbf{E}_{\mathfrak{A}}$ is the unique element of minimal (HilbertSchmidt) norm in $K_{A}$. Furthermore,

$$
\begin{gather*}
\operatorname{Tr}\left[\mathbf{E}_{\mathfrak{A}}(A)\right]=\operatorname{Tr}[A]  \tag{4.11}\\
A>0 \quad \Rightarrow \quad \mathbf{E}_{\mathfrak{A}}(A)>0 \tag{4.12}
\end{gather*}
$$

and for each $B \in \mathfrak{A}$,

$$
\begin{equation*}
\mathbf{E}_{\mathfrak{A}}(B A)=B \mathbf{E}_{\mathfrak{A}}(A) \quad \text { and } \quad \mathbf{E}_{\mathfrak{A}}(A B)=\mathbf{E}_{\mathfrak{A}}(A) B \tag{4.13}
\end{equation*}
$$

Proof: We apply the Projection Lemma in $\mathbf{M}_{n}$ equipped with the Hilbert-Schmidt inner product, which makes $\mathbf{M}_{n}$ a Hilbert space. For each $A \in \mathfrak{A}$, let $\widetilde{A}$ denote the unique element of minimal norm in $K_{A}$, and let $U \in \mathfrak{A}^{\prime}$ be unitary. Then by the parallelogram law,

$$
\left\|\frac{\widetilde{A}+U \widetilde{A} U^{*}}{2}\right\|^{2}+\left\|\frac{\widetilde{A}-U \widetilde{A} U^{*}}{2}\right\|^{2}=\frac{\|\widetilde{A}\|^{2}+\left\|U \widetilde{A} U^{*}\right\|^{2}}{2}=\|\widetilde{A}\|^{2}
$$

Since $\left(\widetilde{A}+U \widetilde{A} U^{*}\right) / 2 \in K_{A},\left\|\left(\widetilde{A}+U \widetilde{A} U^{*}\right) / 2\right\| \geq \widetilde{A} \|$, the minimal norm in $K_{A}$, and hence

$$
\left\|\frac{\widetilde{A}-U \widetilde{A} U^{*}}{2}\right\|^{2}=0
$$

This means that $\widetilde{A}=U \widetilde{A} U^{*}$ for all unitary $U \in \mathfrak{A}^{\prime}$. By Lemma 4.6, this means that $\widetilde{A} \in \mathfrak{A}$.
Next we claim that

$$
\begin{equation*}
\langle B, A-\widetilde{A}\rangle=0 \quad \text { for all } \quad B \in \mathfrak{A} \tag{4.14}
\end{equation*}
$$

which, together with the fact that $\widetilde{A} \in \mathfrak{A}$ identifies $\widetilde{A}$ as the orthogonal projection of $A$ onto $\mathfrak{A}$.
To prove (4.14) note that for $B \in \mathfrak{A}$ and $U_{j} \in \mathfrak{A}^{\prime}, U(A B) U^{*}=U A U^{*} B$ Hence if $\sum_{p_{j}} U_{j}(A B) U_{j}^{*}$ is an convex combination of unitary conjugations of $A B$ with each $U_{j} \in \mathfrak{A}^{\prime}$,

$$
\sum_{p_{j}} U_{j}(A B) U_{j}^{*}=\left(\sum_{p_{j}} U_{j} A U_{j}^{*}\right) B
$$

It readily follows that

$$
\begin{equation*}
\widetilde{A B}=\widetilde{A} B \tag{4.15}
\end{equation*}
$$

Now observe that since unitary conjugation preserves the trace, each element of $K_{A}$ has the same trace, namely the trace of $A$. In particular, for all $A \in \mathbf{M}_{n}$,

$$
\begin{equation*}
\operatorname{Tr}[\widetilde{A}]=\operatorname{Tr}[A] \tag{4.16}
\end{equation*}
$$

Combining this with (4.15) yields

$$
0=\operatorname{Tr}[\widetilde{A B}]=\operatorname{Tr}[A B]=\operatorname{Tr}[\widetilde{A} B]=\operatorname{Tr}[A B]=\operatorname{Tr}[(\widetilde{A}-A) B]
$$

Since $B$ is an arbitrary element of $\mathfrak{A}$, this proves (4.14). Thus, $\widetilde{A}$ is the orthogonal projection of $A$ onto $\mathfrak{A}$. Now that we know $\widetilde{A}=\mathbf{E}_{\mathfrak{A}}(A)$, (4.11) follows from (4.16), and the identity on the right in (4.13) now follows from (4.15), and then the identity on the left follows by Hermitian conjugation. Finally, if $A>0$, so is each $U A U^{*}$, and hence so is each member of $K_{A}$, including the element of minimal norm, $\mathbf{E}_{\mathfrak{A}}(A)$.
4.14 REMARK. Theorem 4.13 says that for all $A \in \mathbf{M}_{n}$, all $*$-subalgebras $\mathfrak{A}$ of $\mathbf{M}_{n}$ and all $\epsilon>0$, there exists some set of $N$ unitaries $U_{1}, \ldots, U_{N} \in \mathfrak{A}^{\prime}$ and some set of $N$ weights, $w_{1}, \ldots, w_{N}$, nonnegative and summing to one, such that

$$
\begin{equation*}
\left\|\mathrm{E}_{\mathfrak{A}}-\sum_{j=1}^{N} w_{j} U_{j} A U_{j}^{*}\right\| \leq \epsilon \tag{4.17}
\end{equation*}
$$

In fact, in finite dimensional settings, one can often avoid the limiting procedure and simply write

$$
\begin{equation*}
\mathrm{E}_{\mathfrak{A}}=\sum_{j=1}^{N} w_{j} U_{j} A U_{j}^{*} \tag{4.18}
\end{equation*}
$$

as an exact equality. An important instance is provided in the next example. However, while the statement of Theorem 4.13 is couched in finite dimensional terms, this is only for simplicity of exposition: The proof makes no reference to the finite dimension of $\mathbf{M}_{n}$, and the approximation of conditional expectations provided by (4.17) is valid - and useful - in infinite dimensions as well. This is the advantage of the argument based on the projection lemma.
4.15 EXAMPLE. As in Example 4.11, let $\left\{u_{1}, \ldots, u_{n}\right\}$ be any orthonormal basis of $\mathbb{C}^{n}$, and let $\mathfrak{A}$ be the subalgebra of $\mathbf{M}_{n}$ consisting of matrices that are diagonal in this basis. There we derived an explicit formula (4.10) for $\mathbf{E}_{\mathfrak{A}}$. Theorem 4.13 says that there exists an alternate expression of $\mathbf{E}_{\mathfrak{A}}$ as a limit of averages of unitary conjugations. In fact, it can be expressed as an average over $n$ unitary conjugations, and no limit is needed in this case.

To see this, for $k=1, \ldots, n$ define the unitary matrix $U_{k}$ by

$$
\begin{equation*}
U_{k}=\sum_{\ell=1}^{n} e^{i 2 \pi j k / n}\left|u_{\ell}\right\rangle\left\langle u_{\ell}\right| . \tag{4.19}
\end{equation*}
$$

Then, for any $B \in \mathbf{M}_{n}, U_{k} B U_{k}^{*}=\sum_{\ell, m=1}^{n}\left\langle u_{m} B u_{\ell}\right\rangle e^{i 2 \pi(\ell-m) k / n}\left|u_{m}\right\rangle\left\langle u_{\ell}\right|$. Therefore, averaging over $k$, and then swapping orders of summation,

$$
\frac{1}{n} \sum_{k=1}^{n} U_{k} B U_{k}^{*}=\sum_{\ell, m=1}^{n}\left\langle u_{m} B u_{\ell}\right\rangle\left(\frac{1}{n} \sum_{k=1}^{n} e^{i 2 \pi(\ell-m) k / n}\right)\left|u_{m}\right\rangle\left\langle u_{\ell}^{*}\right|=\sum_{m=1}^{n}\left\langle u_{m} B u_{m}\right\rangle\left|u_{m}\right\rangle\left\langle u_{m}\right|=\mathbf{E}_{\mathfrak{A}}(B)
$$

In summary, with $U_{1}, \ldots, U_{n}$ defined by (4.19), and $\mathfrak{A}$ being the $*$-subalgebra of $\mathbf{M}_{n}$ consisting of matrices that are diagonalizaed by $\left\{u_{1}, \ldots, u_{n}\right\}$,

$$
\begin{equation*}
\mathbf{E}_{\mathfrak{A}}(B)=\frac{1}{N} \sum_{k=1}^{N} U_{k} B U_{k}^{*} \tag{4.20}
\end{equation*}
$$

In other words, the "diagonal part" of $B$ is an average over $n$ unitary conjugations of $B$.
Theorem 4.13 is the source of many convexity inequalities for trace functions. Here is one of the most important:
4.16 THEOREM. Let $f$ be any operator convex function. Then for an $*$-subalgebra $\mathfrak{A}$ of $\mathbf{M}_{n}$,

$$
f\left(\mathbf{E}_{\mathfrak{A}}(A)\right) \leq \mathbf{E}_{\mathfrak{A}}(f(A))
$$

Proof: Since $f\left(\mathbf{E}_{\mathfrak{A}}(A)\right)-\mathbf{E}_{\mathfrak{A}}(f(A))$ is a self-adjoint operator in $\mathfrak{A}$, all of its spectral projections are in $\mathfrak{A}$, and thus, it suffices to show that for every orthogonal projection $P$ in $\mathfrak{A}$,

$$
\begin{equation*}
\operatorname{Tr}\left[P f\left(\mathbf{E}_{\mathfrak{A}}(A)\right)\right] \leq \operatorname{Tr}\left[P \mathbf{E}_{\mathfrak{A}}(f(A))\right] . \tag{4.21}
\end{equation*}
$$

But, since $P \in \mathfrak{A}$,

$$
\begin{equation*}
\operatorname{Tr}\left[P \mathbf{E}_{\mathfrak{A}}(f(A))\right]=\operatorname{Tr}[P f(A)] . \tag{4.22}
\end{equation*}
$$

Next, by Theorem 4.13, for any $A \in \mathbf{M}_{n}, \mathbf{E}_{\mathfrak{A}}(A)$ is a limit of averages of unitary conjugates of $A$. That is $\mathbf{E}_{\mathfrak{R}}(A)=\lim _{k \rightarrow \infty} \mathcal{C}_{k}(A)$, where each $\mathcal{C}_{k}(A)$ has the form

$$
\begin{equation*}
\mathcal{C}_{k}(A)=\sum_{j=1}^{N_{k}} p_{k, j} U_{n, j} A U_{k, j}^{*} \tag{4.23}
\end{equation*}
$$

and where for each $k, j U_{k, j}$ is a unitary in $\mathfrak{A},, p_{k, j}>0$, and $\sum_{j=1}^{N_{k}} p_{k, j}=1$. Then, by the operator convexity of $f$,

$$
f\left(\mathcal{C}_{k}(A)\right) \leq\left(\sum_{j=1}^{N_{k}} p_{k, j} U_{k, j} f(A) U_{k, j}^{*}\right)
$$

and then since $P \in \mathfrak{A}$ and $U_{k, j} \in \mathfrak{A}^{\prime}$ for each $k, j$,

$$
\begin{aligned}
\operatorname{Tr}\left[\operatorname{Pf}\left(\mathcal{C}_{k}(A)\right)\right] & \leq \sum_{j=1}^{N_{k}} p_{k, j} \operatorname{Tr}\left[f\left(U_{k, j} P f(A) U_{k, j}^{*}\right)\right] \\
& =\sum_{j=1}^{N_{k}} p_{k, j} \operatorname{Tr}[\operatorname{Pf}(A)]=\operatorname{Tr}[\operatorname{Pf}(A)]
\end{aligned}
$$

Therefore,

$$
\operatorname{Tr}\left[P f\left(\mathbf{E}_{\mathfrak{A}}(A)\right)\right]=\lim _{k \rightarrow \infty} \operatorname{Tr}\left[P f\left(\mathcal{C}_{k}(A)\right)\right] \leq \operatorname{Tr}[P f(A)]
$$

Combining this with (4.22) proves (4.21).
Let us apply this to the von Neumann entropy. First of all, note that since $\mathbf{E}_{\mathfrak{A}}$ is the orthogonal projection onto $\mathfrak{A}$, it is continuous. Thus, $\mathbf{E}_{\mathfrak{A}}$ not only preserves the class of positive definite operators, as asserted in (4.12), it also preserves the class of positive semidefinite operators:

$$
\begin{equation*}
A \geq 0 \quad \Rightarrow \quad \mathbf{E}_{\mathfrak{A}}(A) \geq 0 \tag{4.24}
\end{equation*}
$$

This, together with (4.11) implies that if $\rho \in \mathbf{M}_{n}$ is a density matrix, then so is $\mathbf{E}_{\mathfrak{A}}(\rho)$.
Now we may apply Theorem 4.16 to see that for any $*$-subalgebra of $\mathbf{M}_{n}$, and any $\rho \in \mathbf{S}_{n}$, the von Neumann entropy of $\mathbf{E}_{\mathfrak{A}}(\rho), S\left(\mathbf{E}_{\mathfrak{A}}(\rho)\right)$, is no less than the von Neuman entropy of $\rho, S(\rho)$ :

$$
S\left(\mathbf{E}_{\mathfrak{A}}(\rho)\right) \geq S(\rho) .
$$

In the next section, we shall apply the same reasoning to the relative entropy, which by Theorem 6.3 is a jointly convex functions of its two arguments. However, to do this, we need to know
that for any $A, B$ in $\mathbf{M}_{n}$, there is a single sequence $\left\{\mathcal{C}_{n}\right\}_{n \in \mathbb{N}}$ of operators of the form (4.23) such that both

$$
\mathbf{E}_{\mathfrak{A}}(A)=\lim _{n \rightarrow \infty} \mathcal{C}_{n}(A) \quad \text { and } \quad \mathbf{E}_{\mathfrak{A}}(B)=\lim _{n \rightarrow \infty} \mathcal{C}_{n}(B)
$$

There is a very simple way to see that this is possible: Consider the $*$-subalgebra $\mathbf{M}_{2}(\mathfrak{A})$ of $\mathbf{M}_{2 n}$ consisting of block matrices of the form

$$
\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right] \quad, \quad A, B, C, D \in \mathfrak{A}
$$

Then the same computations which show that the only matrices in $\mathbf{M}_{2}$ that commute with all other matrices in $\mathbf{M}_{2}$ are multiples of the identity show that $\left(\mathbf{M}_{2}(\mathfrak{A})\right)^{\prime}$ consists of matrices of the form

$$
\left[\begin{array}{cc}
X & 0 \\
0 & X
\end{array}\right] \quad, \quad X \in \mathfrak{A}^{\prime}
$$

and hence the unitaries in $\left(\mathbf{M}_{2}(\mathfrak{A})\right)^{\prime}$ have the form

$$
\left[\begin{array}{cc}
U & 0 \\
0 & U
\end{array}\right] \quad, \quad U \in \mathfrak{A}^{\prime}, U U^{*}=I
$$

One readily computes that for any $A, B, C, D \in \mathbf{M}_{n}\left(\mathbf{M}_{n}\right.$ now, not only $\left.\mathfrak{A}\right)$, and any $U \in \mathfrak{A}^{\prime}$,

$$
\left[\begin{array}{cc}
U & 0 \\
0 & U
\end{array}\right]\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]\left[\begin{array}{cc}
U & 0 \\
0 & U
\end{array}\right]^{*}=\left[\begin{array}{cc}
U A U^{*} & U B U^{*} \\
U C U^{*} & U D U^{*}
\end{array}\right]
$$

and moreover,

$$
\left\|\left[\begin{array}{cc}
A & B \\
C & D
\end{array}\right]\right\|_{\mathrm{HS}}^{2}=\|A\|_{\mathrm{HS}}^{2}+\|B\|_{\mathrm{HS}}^{2}+\|C\|_{\mathrm{HS}}^{2}+\|D\|_{\mathrm{HS}}^{2} .
$$

From this and Theorem 4.13, one readily concludes that

$$
\mathbf{E}_{\mathbf{M}_{2}(\mathfrak{A})}\left(\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]\right)=\left[\begin{array}{ll}
\mathbf{E}_{\mathfrak{A}}(A) & \mathbf{E}_{\mathfrak{A}}(B) \\
\mathbf{E}_{\mathfrak{A}}(C) & \mathbf{E}_{\mathfrak{A}}(D)
\end{array}\right]
$$

and that there exists a sequence $\left\{\mathcal{C}_{n}\right\}_{n \in \mathbb{N}}$ of operators of the form (4.23) such that

$$
\left[\begin{array}{ll}
\mathbf{E}_{\mathfrak{A}}(A) & \mathbf{E}_{\mathfrak{A}}(B) \\
\mathbf{E}_{\mathfrak{A}}(C) & \mathbf{E}_{\mathfrak{A}}(D)
\end{array}\right]=\lim _{n \rightarrow \infty}\left[\begin{array}{ll}
\mathcal{C}_{n}(A) & \mathcal{C}_{n}(B) \\
\mathcal{C}_{n}(C) & \mathcal{C}_{n}(D)
\end{array}\right]
$$

The same argument clearly applies to the larger block-matrix algebras $\mathbf{M}_{n}(\mathfrak{A})$, and we draw the following conclusion:
4.17 LEMMA. For any $m$ matrices $A_{1}, \ldots, A_{m} \in \mathbf{M}_{n}$, and an $*$-subalgebra $\mathfrak{A}$ of $\mathbf{M}_{n}$, there exists a sequence $\left\{\mathcal{C}_{n}\right\}_{n \in \mathbb{N}}$ of operators of the form (4.23) such that,

$$
\mathbf{E}_{\mathfrak{A}}\left(A_{j}\right)=\lim _{n \rightarrow \infty} \mathcal{C}_{n}\left(A_{j}\right) \quad \text { for each } \quad j=1, \ldots, m
$$

The block matrix construction that has let to the proof of Lemma 4.17 provides a powerful perspective on a great many problems, and it will turn out to be important for far more than the proof of this lemma. In the meantime however, let us turn to some concrete examples of conditional expectations.

### 4.4 Pinching, conditional expectations, and the Operator Jensen inequality

4.18 EXAMPLE (Pinching). Let $A \in \mathbf{H}_{n}$ have the spectral representation $A=\sum_{j=1}^{k} \lambda_{k} P$, with $\sum_{j=1}^{k} P_{j}=I$. (That is, we include the zero eigenvalue in the sum if zero is an eigenvalue.) Let $\mathfrak{A}_{A}$ denote the commutant of $A$, which, as we have observed is a $*$-subalgebra 0 . $\mathbf{M}_{n}$. For simplicity of notation, let $\mathrm{E}_{A}$ denote the conditional expectation given $\mathfrak{A}_{A}$; i.e.,

$$
\mathrm{E}_{A}:=\mathrm{E}_{\mathfrak{A}_{A}}
$$

We now claim that for any $B \in \mathbf{M}_{n}$,

$$
\begin{equation*}
\mathrm{E}_{A}(B)=\sum_{j=1}^{k} P_{j} B P_{j} \tag{4.25}
\end{equation*}
$$

To prove this, note that $P_{j} A=A P_{j}=\lambda_{j} A$, so that

$$
\left(\sum_{j=1}^{k} P_{j} B P_{j}\right) A=\sum_{j=1}^{k} \lambda_{j} P_{j} B P_{j}=A\left(\sum_{j=1}^{k} P_{j} B P_{j}\right)
$$

and thus the right hand side of $(4.25)$ belongs to $\mathfrak{A}_{A}$.
Next, ss we have seen in (4.8), each of the spectral projections $P_{j}$ can be written as a polynomial in $A$, and hence belongs to the commutant algebra $\mathfrak{A}_{A}$, and also, for all $C \in \mathfrak{A}_{A}$, and each $j=$ 1 dots, $k, C P_{j}=P_{j} C$.

Therefore, for such $C$,

$$
\left(\sum_{j=1}^{k} P_{j} B P_{j}\right) C=\sum_{j=1}^{k} P_{j} B C P_{j}
$$

so that

$$
\operatorname{Tr}\left[\left(B-\left(\sum_{j=1}^{k} P_{j} B P_{j}\right)\right) C\right]=\operatorname{Tr}\left[B C-\left(\sum_{j=1}^{k} P_{j} B C P_{j}\right)\right]=0
$$

since $\sum_{j=1}^{k} P_{j}=I$ This shows that the right hand side of $(4.25)$ is in fact the orthogonal projection of $B$ onto $\mathfrak{A}_{A}$, and proves (4.25).

Davis [20] refers to the operation $B \mapsto \sum_{j=1}^{k} P_{j} B P_{j}$ for a set of orthogonal projections $P_{1}, \ldots, P_{k}$ satisfying $\sum_{j=1}^{k} P_{j}=I$ as a pinching operation. The calculation we have just made shows that pinching is a conditional expectation: Indeed, given the orthogonal projections $P_{1}, \ldots, P_{k}$ satisfying $\sum_{j=1}^{k} P_{j}=I$, define the self-adjoint operator $A$ by $A=\sum_{j=1}^{k} j P_{j}=I$. With this definition of $A$, (4.25) is true using $A$ on the left and $P_{1}, \ldots, P_{k}$ on the right.

It now follows from Theorem 4.16 that for any operator convex function $f$, and any set of orthogonal projections $P_{1}, \ldots, P_{k}$ satisfying $\sum_{j=1}^{k} P_{j}=I$,

$$
\begin{equation*}
f\left(\sum_{j=1}^{k} P_{j} B P_{j}\right) \leq f(B) \tag{4.26}
\end{equation*}
$$

for all $B$ in $\mathbf{M}_{n}$.
The fact that "pinching" is actually a conditional expectation has several useful consequences, with which we close this section.
4.19 THEOREM (Sherman-Davis Inequality). For all operator convex functions $f$, and all orthogonal projectios $P \in \mathbf{M}_{n}$,

$$
\begin{equation*}
P f(P A P) P \leq P f(A) P \tag{4.27}
\end{equation*}
$$

for all $A \in \mathbf{M}_{n}$.
Proof: We take $P=P_{1}$ and let $P-2=I-P_{1}$. Then using (4.26) for $P_{1}+P_{2}=I$ and

$$
P_{1} f\left(\sum_{j=1}^{2} P_{j} B P_{j}\right) P_{1}=P_{1} f\left(P_{1} B P_{1}\right) P,
$$

we obtain (4.27).
Theorem 4.19 is due to Davis and Sherman [19, 20]. Note that if $f(0)=0,(4.27)$ may be shortened to

$$
f(P A P) \leq P f(A) P,
$$

but one case that comes up frequently in applications is $f(s)=s^{-1}$ where (4.27) must be used as is.

The next inequality is a variant of Theorem 4.19 due to Davis [20].
4.20 THEOREM (The Operator Jensen Inequality). Let $V_{1}, \ldots, V_{k} \in \mathbf{M}_{n}$ satisfy

$$
\begin{equation*}
\sum_{j=1}^{k} V_{j}^{*} V_{j}=I \tag{4.28}
\end{equation*}
$$

Then for any operator convex function $f$, and any $B_{1}, \ldots, B_{k} \in \mathbf{H}_{n}^{+}$,

$$
\begin{equation*}
f\left(\sum_{j=1}^{k} V_{j}^{*} B_{j} V_{j}\right) \leq \sum_{j=1}^{k} V_{j}^{*} f\left(B_{j}\right) V_{j} . \tag{4.29}
\end{equation*}
$$

Proof: Let $\mathcal{U}$ be an $k n \times k n$ unitary matrix which, when viewed as a $k \times k$ block matrix with $n \times n$ blocks $\mathcal{U}_{i, j}$ has

$$
\begin{equation*}
\mathcal{U}_{i, n}-V_{i} \quad i=1, \ldots, n . \tag{4.30}
\end{equation*}
$$

Since (4.28) is satisifed, there are many ways to construct such a matrix $\mathcal{U}$ : (4.30) specifies the final $n$ columns, which are unit vectors in $\mathbb{C}^{k n}$ by (4.28), and then the remaining columns can be filled in by extending these $n$ unit vecotrs to an orthonormal basis of $\mathbb{C}^{k n}$.

Next, let $\mathcal{B}$ by the $k n \times k n$, again viewed as an $k \times k$ block matrix, which has $B_{j}$ for its $j$ th diagonal block, and zero for all off-diagonal blocks. Finally, let $\mathcal{P}$ by the $k n \times k n$ orthogonal projection with $I_{n \times n}$ in the upper left block, and zeros elsewhere.

Note that $f(\mathcal{B})$ has $f(B)$ in each diagonal block, and zeros elsewhere. A simple calculation now shows that $\mathcal{U}^{*} \mathcal{B} \mathcal{U}$ has $\sum_{j=1}^{k} V_{j}^{*} B_{j} V_{j}$, and

$$
f\left(\mathcal{U}^{*} \mathcal{B U}\right)=\mathcal{U}^{*} f(\mathcal{B}) \mathcal{U}
$$

has $\sum_{j=1}^{k} V_{j}^{*} f\left(B_{j}\right) V_{j}$ as its upper left $n \times n$ block.
By (4.27),

$$
\mathcal{P} f\left(\mathcal{P} \mathcal{U}^{*} \mathcal{B U} \mathcal{P}\right) \mathcal{P} \leq \mathcal{P} f\left(\mathcal{U}^{*} \mathcal{B U}\right) \mathcal{P}
$$

which, by the calculation we have just made, and by the definition of $\mathcal{P}$, is equivalent to (4.29).
4.21 REMARK. It is clear, upon taking each $V_{j}$ to be a positive multiple of the identity, that the operator convexity of $f$ is not only a sufficient condition for (4.29) to hold whenever $V_{1}, \ldots, V_{k} \in \mathbf{M}_{n}$ satisfy (4.28); it is also necessary. It is remarkable that the class of functions $f$ with the operator convexity property of Theorem 4.20, in which the convex combination is taken using operator values weights, is not a proper subclass of the class of operator convex functions we have already defined using scalar values weights.

## 5 Tensor products

### 5.1 Basic definitions and elementary properties of tensor products

If $V$ and $W$ are two finite dimensional vector spaces, their tensor product is the space of all bilinear forms on $V^{*} \times W^{*}$, where $V^{*}$ and $W^{*}$ are the dual spaces of $V$ and $W$ respectively. That is, $V^{*}$ consists of the linear functionals $f$ on $V$, with the usual vector space structure ascribed to spaces of functions, and similarly for $W$.

Of course, in any inner product space, we have an identification of $V^{*}$ with $V$ provided by the inner product. However, certain formulas for the tensor product that we shall make much use of will be most clear if we introduce the tensor product in its purest form as a vector space construct, without reference to any inner product.

The next few paragraphs recall some elementary facts about dual spaces and matrix representations. Many readers may prefer to skip ahead to the formal definition of the tensor product, but we include the material to ensure that our notation is absolutely unambiguous.

If $\left\{v_{1}, \ldots, v_{m}\right\}$ is any basis of $V$, let $\left\{f_{1}, \ldots, f_{m}\right\}$ denote the corresponding dual basis of $V^{*}$. That is, For any $v \in V$, write

$$
v=\sum_{j=1}^{m} a_{j} v_{j} \quad, \quad a_{1}, \ldots, a_{m} \in \mathbb{C}
$$

Since the coefficients $a_{1}, \ldots, a_{j}$ are uniquely determined by $v$, the map

$$
f_{j}: v \mapsto a_{j}
$$

is well defined and is clearly a linear transformation from $V$ to $\mathbb{C}$; i.e., an element of $V^{*}$. It is easy to see that $\left\{f_{1}, \ldots, f_{m}\right\}$ spans $V^{*}$, and also that

$$
f_{i}\left(v_{j}\right)=\delta_{i, j} \quad, \quad 1 \leq i, j \leq m
$$

from which linear independence easily follows. Thus, $\left\{f_{1}, \ldots, f_{m}\right\}$ is a basis of $V^{*}$, and is, by definition, the basis dual to $\left\{v_{1}, \ldots, v_{m}\right\}$.

The coordinate maps

$$
v \mapsto\left(f_{1}(v), \ldots, f_{m}(v)\right) \in \mathbb{C}^{m}
$$

and

$$
f \mapsto\left(f\left(v_{1}\right), \ldots, f\left(v_{m}\right)\right) \in \mathbb{C}^{m}
$$

are the isomorphisms of $V$ and $V^{*}$ respectively with $\mathbb{C}^{m}$ that are induced by the dual bases $\left\{v_{1}, \ldots, v_{m}\right\}$ and $\left\{f_{1}, \ldots, f_{m}\right\}$, and ultimately by the basis $\left\{v_{1}, \ldots, v_{m}\right\}$, since this determines its
dual basis. In particular, for any $v \in V$ and any $f \in V^{*}$,

$$
\begin{equation*}
v=\sum_{j=1}^{m} f_{j}(v) v_{j} \quad \text { and } \quad f=\sum_{j=1}^{m} f\left(v_{j}\right) f_{j} \tag{5.1}
\end{equation*}
$$

The dual basis is useful for many purposes. One is writing down matrix representations of linear transformations. If $T: V \rightarrow V$ is any linear transformation of $V$, let $[T] \in \mathbf{M}_{m}$ be defined by

$$
[T]_{i, j}=f_{i}\left(T\left(v_{j}\right)\right)
$$

For any fixed basis, the matrix $[T]$ gives the action of $T$ on coordinate vectors for that basis: If a vector $v \in V$ has $j$ th coordinate $a_{j}$; i.e., $a_{j}=f_{j}(v), j=1, \ldots, m$, then $T v$ has $i$ th coordinate $\sum_{j=1}^{m}[T]_{i, j} a_{j}$.
5.1 DEFINITION (Tensor product of two finite dimensional vector spaces). For two finite dimensional vector spaces $V$ and $W$, their tensor product space $V \otimes W$ is the vector space consisting of all bilinear forms $K$ on $V^{*} \times W^{*}$, equipped with the usual vector space structure ascribed to spaces of functions.

Given $v \in V$ and $w \in W, v \otimes w$ denote the bilinear from on $V^{*} \times W^{*}$ given by

$$
\begin{equation*}
v \otimes w(f, g)=f(v) g(w) \quad \text { for all } \quad f \in V^{*}, g \in W^{*} \tag{5.2}
\end{equation*}
$$

If $\left\{v_{1}, \ldots, v_{m}\right\}$ and $\left\{w_{1}, \ldots, w_{n}\right\}$ are bases of $V$ and $W$ respectively, let $\left\{f_{1}, \ldots, f_{m}\right\}$ and $\left\{g_{1}, \ldots, g_{n}\right\}$ denote the corresponding dual bases. By (5.1) and the definition of $v_{i} \otimes w_{j}$, for any bilinear form $K$ on $V^{*} \times W^{*}$,

$$
\begin{aligned}
& K(f, g)=\sum_{i, j} K\left(f\left(v_{i}\right) f_{i}, g\left(w_{j}\right) g_{j}\right) f_{i}(v) g_{j}(w)= \\
& \quad \sum_{i, j} K\left(f_{i}, g_{j}\right) f\left(v_{i}\right) g\left(w_{j}\right)=\sum_{i, j} K\left(f_{i}, g_{j}\right)\left[v_{i} \otimes w_{j}\right](f, g) .
\end{aligned}
$$

That is,

$$
\begin{equation*}
K=\sum_{i, j} K\left(f_{i}, g_{j}\right)\left[v_{i} \otimes w_{j}\right] \tag{5.3}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\left\{v_{i} \otimes w_{j}: 1 \leq i \leq m, 1 \leq j \leq n\right\} \tag{5.4}
\end{equation*}
$$

spans $V \otimes W$. It is also linearly independent, and is therefore a basis of $V \otimes W$.
To see this linear independence, suppose that for some numbers $b_{i, j}, 1 \leq i \leq m, 1 \leq j \leq n$, $\sum_{i, j} b_{i, j} v_{i} \otimes w_{j}=0$; i.e., $\sum_{i, j} b_{i, j} v_{i} \otimes w_{j}$ is the bilinear from map on $V \times W$ sending everything to zero. But then applying $\sum_{i, j} b_{i, j} v_{i} \otimes w_{j}$ to $\left(f_{k}, g_{\ell}\right)$ we see

$$
0=\left(\sum_{i, j} b_{i, j} v_{i} \otimes w_{j}\right)\left(f_{k}, g_{\ell}\right)=\sum_{i, j} b_{i, j} f_{k}\left(v_{i}\right) g_{\ell}\left(w_{j}\right)=b_{k, \ell},
$$

which shows the linear independence. We are now in a position to define a key isomorphism:
5.2 DEFINITION (Matrix isomorphism). Given any two bases $\left\{v_{1}, \ldots, v_{m}\right\}$ and $\left\{w_{1}, \ldots, w_{n}\right\}$ of $V$ and $W$ respectively, and hence the corresponding dual bases $\left\{f_{1}, \ldots, f_{m}\right\}$ and $\left\{g_{1}, \ldots, g_{n}\right\}$ of $V^{*}$ and $W^{*}$ respectively, the matrix isomorphism is the identification of $V \otimes W$ with the space $\mathbf{M}_{m \times n}$ of $m \times n$ matrices given by

$$
\begin{equation*}
V \otimes W \ni K \mapsto[K] \in \mathbf{M}_{m \times n} \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
[K]_{i, j}=K\left(f_{i}, g_{j}\right) . \tag{5.6}
\end{equation*}
$$

The fact that (5.5) is an isomorphism follows directly from (5.3) and the fact that (5.4) is a basis of $V \otimes W$. Of course, this isomorphism depends on the choice of bases, but that shall not diminish its utility.
5.3 EXAMPLE. For any $v \in V$ and $w \in W$, what is the matrix corresponding to $v \otimes w$ ? (Of course we assume that bases $\left\{v_{1}, \ldots, v_{m}\right\}$ and $\left\{w_{1}, \ldots, w_{n}\right\}$ of $V$ and $W$, and their corresponding dual bases are specified.) Since $v \otimes w\left(f_{i}, g_{j}\right)=f_{i}(v) g_{j}(w)$, we have

$$
\begin{equation*}
[v \otimes w]_{i, j}=[v \otimes w]\left(f_{i}, g_{j}\right)=f_{i}(v) g_{j}(w)=[v]_{i}[w]_{j} \tag{5.7}
\end{equation*}
$$

where $[v]_{i}:=f_{i}(v)$ is the $i$ th coordinate of $v$, while $[w]_{j}:=g_{j}(w)$ is the $j$ th coordinate of $w$. In other words, the matrix corresponding to $v \otimes w$, for this choice of bases, is the rank one matrix with entries $[v]_{i}[w]_{j}$.

It is clear that every rank one matrix matrix arises this way, and thus the matrix isomorphism identifies the set of product vectors in $V \otimes W$ with the set of rank one matrices in $\mathbf{M}_{m \times n}$. Since we know how to compute the rank of matrices by row reduction, this gives us a means to determine whether or not any given element of $V \otimes W$ is a product vector on not.
5.4 DEFINITION (Entanglement). The Schmidt rank of a vector $K$ in $V \otimes W$ is the rank of the corresponding matrix $[K] \in \mathbf{M}_{m \times n}$. (Note that this rank is independent of the choice of bases used to determine $[K]$.) If the Schmidt rank of $K$ is greater than one, then $K$ is an entagled vector, and otherwise, if the Schmidt rank of $K$ equals one, $K$ is a product vector, in whihc case one may say $K$ is unentangled. As noted above, the matrix isomorphism provides an effective means to determine whether a given $K \in V \otimes W$ is entangled or not.

Now let $T: V \rightarrow V$ and $S: W \rightarrow W$ be linear transformations. This pair, $(T, S)$, induces a linear transformation $T \otimes S: V \otimes W \rightarrow V \otimes W$ by

$$
[T \otimes S(K)](f, g)=K(f \circ S, g \circ T),
$$

where of course $f \circ T \in V^{*}$ is given by $f \circ T(v)=f(T(v))$, and similarly for $g \circ S$. By (5.1),

$$
f_{i} \circ T=\sum_{k=1}^{m}\left(\left(f_{i} \circ T\right)\left(v_{k}\right) f_{k}=\sum_{k=1}^{m} f_{i}\left(T\left(v_{k}\right)\right) f_{k}=\sum_{k=1}^{m}[T]_{i, k} f_{k},\right.
$$

and likewise

$$
g_{j} \circ S=\sum_{\ell=1}^{n}[S]_{j, \ell} g_{\ell}
$$

Therefore,

$$
\begin{equation*}
(T \otimes S) K\left(f_{i}, g_{j}\right)=\sum_{k, \ell}[T]_{i, k}[S]_{j, \ell} K\left(f_{k}, g_{\ell}\right), \tag{5.8}
\end{equation*}
$$

which means that

$$
\begin{equation*}
[(T \otimes S) K]_{i, j}=\sum_{k, \ell}[T]_{i, k}[S]_{j, \ell}[K]_{k, \ell} . \tag{5.9}
\end{equation*}
$$

In other words, under the isometry $K \mapsto[K]$ of $V \otimes W$ with the space of $m \times n$ matrices, the action of $T \otimes S$ on $V \otimes W$ has a very simple matrix expression: The matrix $[T]$ of $T$ acts on the left index of $[K]$, and the matrix $[S]$ of $S$ acts on the right index of $K$.

### 5.2 Tensor products and inner products

Now suppose that $V$ and $W$ are inner product spaces; i.e., finite dimensional Hilbert spaces. We denote the inner product on either space by $\langle\cdot, \cdot\rangle$. At this stage we may as well identify $V$ with $\mathbb{C}^{m}$ and $W$ with $\mathbb{C}^{n}$, so let us suppose that $V=\mathbb{C}^{m}$ and $W=\mathbb{C}^{n}$, both equipped with their standard Euclidean inner products.

Now let $\left\{v_{1}, \ldots, v_{m}\right\}$ and $\left\{w_{1}, \ldots, w_{n}\right\}$ be orthonormal bases for $V$ and $W$ respectively. We can now express the dual basis elements in terms of the inner product: For any $v \in V$ and $w \in W$, $f_{i}(v)=\left\langle v_{i}, v\right\rangle, i=1, \ldots, m$ and $g_{j}(w)=\left\langle w_{j}, v\right\rangle, j=1, \ldots, n$. In particular, from (5.7) we have that

$$
\begin{equation*}
[v \otimes w]_{i, j}=\left\langle v_{i}, v\right\rangle\left\langle w_{j}, v\right\rangle \quad 1 \leq i \leq m, 1 \leq j \leq n . \tag{5.10}
\end{equation*}
$$

As above, for $K \in V \otimes W$, let $[K]$ denote the $m \times n$ matrix corresponding to $K$ under the matrix isomorphism that is induced by our choice of orthonormal bases. Now use the HilbertSchmidt inner product on the space of $m \times n$ matrices to induce an inner product on $V \otimes W$. Define, for $B, C \in V \otimes W$,

$$
\begin{equation*}
\langle B, C\rangle=\operatorname{Tr}\left([B]^{*}[C]\right)=\sum_{i, j} \overline{[B]_{i, j}}[C]_{j, i} . \tag{5.11}
\end{equation*}
$$

Combining (5.10) and (5.11), we see that for any $v, v^{\prime} \in V$ and any $w, w^{\prime} \in W$,

$$
\begin{align*}
\left\langle v \otimes w, v^{\prime} \otimes w^{\prime}\right\rangle & =\sum_{i, j} \overline{\left\langle v_{i}, v\right\rangle\left\langle w_{i}, w\right\rangle\left\langle v_{i}, v^{\prime}\right\rangle\left\langle w_{i}, v^{\prime}\right\rangle} \\
& =\left(\sum_{i=1}^{m}\left\langle v, v_{i}\right\rangle\left\langle v_{i}, v^{\prime}\right\rangle\right)\left(\sum_{i=1}^{m}\left\langle w, w_{j}\right\rangle\left\langle w_{j}, w^{\prime}\right\rangle\right) \\
& =\left\langle v, v^{\prime}\right\rangle\left\langle w, w^{\prime}\right\rangle . \tag{5.12}
\end{align*}
$$

Notice that the right hand side does not depend on our choices of orthonormal bases. Thus, while our inner product on $V \otimes W$ defined by (5.11)might at first sight seem to depend on the choice of the orthonormal bases used to identify $V \otimes W$ with the space of $m \times n$ matrices, we see that this is not the case.

There is one more important conclusion to be drawn from (5.12): For any orthonormal bases $\left\{v_{1}, \ldots, v_{m}\right\}$ and $\left\{w_{1}, \ldots, w_{n}\right\}$ of $V$ and $W$ respectively,

$$
\left\{v_{i} \otimes w_{j}: 1 \leq i \leq m, 1 \leq j \leq n\right\}
$$

is an orthonormal basis of $V \otimes W$.
When $V$ and $W$ are inner product spaces, we can quantify the degree of entanglement of vectors in $V \otimes W$ in a meaningful way, independent of the choice of bases. The Schmidt rank gives one such quntification, but as rank is not a continuous function on $\mathbf{M}_{m \times n}$, it is has limited use beyond its fundamental role in defining entanglement.

Recall that any $K \in \mathbf{M}_{m \times n}$ has a singular value decomposition

$$
\begin{equation*}
K=U \Sigma V^{*} \tag{5.13}
\end{equation*}
$$

where $\Sigma$ is an $r \times r$ diagonal matrix with strictly positive entries $\sigma_{1} \geq \cdots \geq \sigma_{r}$ known as the singular values of $K$, and where $U$ and $V$ are isometries from $\mathbb{C}^{r}$ into $\mathbb{C}^{m}$ and $\mathbb{C}^{n}$ respectively. That is $U=\left[u_{1}, \ldots, u_{r}\right]$ where each $u_{j}$ is a unit vector in $\mathbb{C}^{m}$, and $V=\left[v_{1}, \ldots, v_{r}\right]$ where each $v_{j}$ is a unit vector in $\mathbb{C}^{n}$. Otherwise put

$$
\begin{equation*}
U^{*} U=V^{*} V=I_{r \times r} \tag{5.14}
\end{equation*}
$$

Evidently $r$ is the rank of $K$.
While the matrices $U$ and $V$ are "essentially uniquely" determined by $K$, what is important to us here is that the matrix $\Sigma$ is absolutely uniquely determined by $K$ : It makes sense to speak of the singular values of $K$.

By the definition of the inner product on $V \otimes W$, if $K$ is any unit vector in $V \otimes W$, then

$$
\begin{equation*}
\operatorname{Tr}\left[K^{*} K\right]=\operatorname{Tr}\left[K K^{*}\right]=1 \tag{5.15}
\end{equation*}
$$

and so both $K^{*} K$ and $K K^{*}$ are density matrices, on $\mathbb{C}^{n}$ and $\mathbb{C}^{m}$ respectively. Notice that by (5.14)

$$
K^{*} K=V \Sigma^{2} V^{*} \quad \text { and } \quad K K^{*}=V \Sigma^{2} V^{*}
$$

so the squares of the singular values of $K$ are the non-zero eigenvalues of these two density matrices, and in particular $\sum_{j=1}^{r} \sigma_{j}^{2}=1$. Computing the von Neumann entropies of these two density matrices, we find

$$
S\left(K^{*} K\right)=S\left(K K^{*}\right)=\sum_{j=1}^{r} \sigma_{j}^{2} \log \left(\sigma_{j}^{2}\right)
$$

Thus, we come to the conclusion that $K$ is a product state if and only if $S\left(K^{*} K\right)=0$, and otherwise, if $S\left(K^{*} K\right)>0, K$ is entangled. Since $S\left(K^{*} K\right)$ depends continuously on $K$, this provides us with a useful measure of the degree of entanglement.

### 5.3 Tensor products of matrices

In this subsection, we focus on the tensor product of $\mathbb{C}^{m}$ and $\mathbb{C}^{n}$, each equipped with their usual Euclidean inner products.

Given matrices $A \in \mathbf{M}_{m}$ and $B \in \mathbf{M}_{n}$, identify these matrices with the linear transformations that they induce on $\mathbb{C}^{m}$ and $\mathbb{C}^{n}$ respectively. Then $A \otimes B$ effects a linear transformation on $C^{m} \otimes \mathbb{C}^{n}$ through (5.9). It then follows from (5.7) and (5.9) that

$$
\begin{equation*}
(A \otimes B)(v \otimes w)=A v \otimes B w \tag{5.16}
\end{equation*}
$$

and more generally, for any $K \in \mathbf{M}_{m \times n}$ regarded as a vector in $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$,

$$
\begin{equation*}
[(A \otimes B) K]_{i, j}=\sum_{k, \ell} A_{i, k} B_{j, \ell} K_{k, \ell} \tag{5.17}
\end{equation*}
$$

Thus, for all $A, C \in \mathbf{M}_{m}$ and $B, D \in \mathbf{M}_{n}$,

$$
\begin{equation*}
(A \otimes B)(C \otimes D)=(A C) \otimes(B D) \tag{5.18}
\end{equation*}
$$

In particular, if $A$ and $B$ are invertible, then so is $A \otimes B$, and

$$
(A \otimes B)^{-1}=A^{-1} \otimes B^{-1}
$$

It follows from (5.12) that for all $A \in \mathbf{M}_{m}, B \in \mathbf{M}_{n}, v_{1}, v_{2} \in \mathbb{C}^{m}$ and $w_{1}, w_{2} \in \mathbb{C}^{n}$ that

$$
\begin{aligned}
\left\langle v_{1} \otimes w_{1},(A \otimes B) v_{2} \otimes w_{2}\right\rangle & =\left\langle v_{1}, A v_{2}\right\rangle\left\langle w_{1}, B w_{2}\right\rangle \\
& =\left\langle A^{*} v_{1}, v_{2}\right\rangle\left\langle B^{*} w_{1}, w_{2}\right\rangle=\left\langle\left(A^{*} \otimes B^{*}\right) v_{1} \otimes w_{1}, v_{2} \otimes w_{2}\right\rangle
\end{aligned}
$$

That is,

$$
\begin{equation*}
(A \otimes B)^{*}=A^{*} \otimes B^{*} \tag{5.19}
\end{equation*}
$$

Consequently, suppose $A \in \mathbf{H}_{n}^{+}$and $B \in \mathbf{H}_{n}^{+}$. Then we can write $A=C^{*} C$ and $B=D^{*} D$ for $C \in \mathbf{M}_{m}$ and $D \in \mathbf{M}_{n}$. Then $A \otimes B=(C \otimes D)^{*}(C \otimes D)$, so $(A \otimes B)$ is at least positive semi-definite. Since $A$ and $B$ are both invertible, so is $A \otimes B$, and hence $(A \otimes B)$ is positive definite. That is, whenever $A \in \mathbf{H}_{n}^{+}$and $B \in \mathbf{H}_{n}^{+}$, then $A \otimes B$ is positive definite.

The equation (5.17) provides one useful way to represent the action of the operator $A \otimes B$, but there is another that is also often useful: a representation of the operator $A \otimes B$ in terms of block matrices. If $K=\left[v_{1}, \ldots, v_{n}\right]$ is the $m \times n$ matrix whose $j$ th column in $v_{j} \in \mathbb{C}^{m}$, let us "vertically stack" $K$ as a vector in $\mathbb{C}^{m n}$ :

$$
K_{\mathrm{vec}}=\left[\begin{array}{c}
v_{1}  \tag{5.20}\\
\vdots \\
v_{n}
\end{array}\right]
$$

Then $A \otimes B$ is represented by the block matrix

$$
\left[\begin{array}{ccc}
B_{1,1} A & \cdots & B_{1, n} A  \tag{5.21}\\
\vdots & \ddots & \vdots \\
B_{n, 1} A & \cdots & B_{n, n} A
\end{array}\right]
$$

### 5.4 The partial trace

Let $D$ be any operator on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$, regarded as an $m n$ dimensional inner product space, as described above. Let $\operatorname{Tr}$ denote the trace on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$, and then we have linear functional

$$
A \mapsto \operatorname{Tr}[D A]
$$

defined on $\mathfrak{A}:=\mathcal{L}\left(\mathbb{C}^{m} \otimes \mathbb{C}^{n}\right)$, the linear transformations from $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$ into itself, which is an algebra as well as a vector space.

Let $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$ be the subalgebras of $\mathfrak{A}$ consisting of operators of the from $B \otimes I_{n \times n}$ and $I_{m \times m} \otimes C$ respectively. (In what follows, we shall usually simply write $I$ in place of $I_{m \times m}$ or $I_{n \times n}$ where the meaning is clear.)

The maps

$$
B \mapsto \operatorname{Tr}[D(B \otimes I)] \quad \text { and } \quad C \mapsto \operatorname{Tr}[D(I \otimes C)]
$$

are then linear functionals on $\mathbf{M}_{m}$ and $\mathbf{M}_{n}$ respectively.
Since $\mathbf{M}_{n}$ is an inner product space with the inner product $\langle X, Y\rangle=\operatorname{Tr}\left[X^{*} Y\right]$, for every linear functional $\varphi$ on $\mathbf{M}_{n}$, there is a unique $X_{\varphi} i n \mathbf{M}_{n}$ such that

$$
\varphi(Y)=\left\langle X_{\varphi}, Y\right\rangle=\operatorname{Tr}\left[X_{\varphi} Y\right] \quad \text { for all } \quad Y \in \mathbf{M}_{n}
$$

This justifies the following defintion:
5.5 DEFINITION. For any operator $D$ on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}, \operatorname{Tr}_{1}[D]$ is the unique element of $\mathbf{M}_{n}$ such that

$$
\begin{equation*}
\operatorname{Tr}[D(I \otimes C)]=\left\langle,\left(I \otimes C^{*}\right) D\right\rangle=\left\langle C^{*}, \operatorname{Tr}_{1}[D]\right\rangle=\operatorname{Tr}\left[\operatorname{Tr}_{1}[D] C\right] \tag{5.22}
\end{equation*}
$$

where the trace on the left hand side of $(5.22)$ is taken on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$, and the trace on the right is taken on $\mathbb{C}^{n}$. We refer to $\operatorname{Tr}_{1}[D]$ as the partial trace of $D$ onto $\mathbf{M}_{n}$. In the same way, we define $\operatorname{Tr}_{2}[D]$ so that

$$
\begin{equation*}
\operatorname{Tr}\left[\left(\operatorname{Tr}_{2} D\right) B\right]=\operatorname{Tr}[D(B \otimes I)] \tag{5.23}
\end{equation*}
$$

for all $B \in \mathbf{M}_{m}$.

If we represent $K \in \mathbb{C}^{m} \otimes \mathbb{C}^{n}$ as a vector in $\mathbb{C}^{m n}$ as in (5.20) then $D$ can be represented as a block matrix with $n^{2}$ blocks

$$
\left[\begin{array}{ccc}
D^{(1,1)} & \cdots & D_{(1, n)}  \tag{5.24}\\
\vdots & \ddots & \vdots \\
D_{(n, 1)} & \cdots & D_{(n, n)}
\end{array}\right]
$$

where each $D^{(i, j)} \in \mathbf{M}_{m}$. Then by (partr2),

$$
\left[\begin{array}{ccc}
D(B \otimes I)=D^{(1,1)} B & \cdots & D_{(1, n)} B  \tag{5.25}\\
\vdots & \ddots & \vdots \\
D_{(n, 1)} B & \cdots & D_{(n, n)} B
\end{array}\right]
$$

and therefore

$$
\operatorname{Tr}[D(B \otimes I)]=\sum_{j=1}^{n} \operatorname{Tr}\left[D^{(j, j)} B\right]
$$

where the trace on the left is taken in $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$, and on the right in $\mathbb{C}^{m}$. Thus we see

$$
\operatorname{Tr}_{2}[D]=\sum_{j=1}^{n} D^{(j, j)}
$$

That is, if $D$ is written in block matrix form, then the partial trace is simply the sum of the diagonal blocks.

The partial trace has an important physical interpretation. In quantum mechanics, the density matrices $\rho$ on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$ represent the possible states of a system whose observables are operators $A$ on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$. Then the value $\operatorname{Tr}[\rho A]$ represents the expected value of of a measurement of of the observable $A$, at least in the case that $S$ is self-adjoint, in which case a well-defined measurement procedure will exist. Let $\mathfrak{A}$ denote the algebra of observables on the whole system, i.e., $\mathfrak{A}$ denotes the linear transformations from $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$ into itself.

The tensor product structure of our (finite dimensional) Hilbert space $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$ arises whenever our quantum mechanical system is composed of two subsystems: The first may consist of some degrees of freedom that we are trying to measure; i.e., that are coupled to some experimental apparatus, and the second may be the "environment", a heat bath of some sort, or just some other degrees of freedom that are not directly coupled to our measurement apparatus.

In this circumstance, the subalgebra $\mathfrak{A}_{1}$ of observables of the form $B \otimes I$; i.e., obervables on the first subsystem is of obvious interest. And clearly, it is of obvious interest to restrict the linear functional

$$
A \mapsto \operatorname{Tr}[\rho A],
$$

which gives expected values, to the subalgebra $\mathfrak{A}_{1}$ of observables that our apparatus might measure. This restriction is evidently given by

$$
(B \otimes I) \mapsto \operatorname{Tr}[\rho(B \otimes I)] .
$$

The partial trace allows us to express this restriction in terms of a density matrix on the subsystem. By the definition of the partial trace,

$$
\operatorname{Tr}[\rho(B \otimes I)]=\operatorname{Tr}\left[\operatorname{Tr}_{2}[\rho] B\right]
$$

The fact that $\operatorname{Tr}_{2}[\rho]$ is a density matrix on $\mathbb{C}^{m}$ whenever $\rho$ is a density matrix on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$ is clear from the fact that

$$
B \geq 0 \Rightarrow B \otimes I \geq 0 \rightarrow \operatorname{Tr}[\rho(B \otimes I)] \geq 0 \Rightarrow \operatorname{Tr}\left[\operatorname{Tr}_{2}[\rho] B\right] \geq 0,
$$

so that $\operatorname{Tr}_{2}[\rho] \geq 0$, and taking $B=I$, we see that $\operatorname{Tr}\left[\operatorname{Tr}_{2}[\rho]\right]=1$. In summary:
5.6 THEOREM (The partial traces preserves positivity and traces). For all operators $D$ on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$, the map $D \mapsto \operatorname{Tr}_{j}(D), j=1,2$ satisfies

$$
\begin{equation*}
\operatorname{Tr}\left[\operatorname{Tr}_{j}(D)\right]=\operatorname{Tr}[D], \tag{5.26}
\end{equation*}
$$

and

$$
\begin{equation*}
D \geq 0 \quad \Rightarrow \quad \operatorname{Tr}_{j}(D) \geq 0 . \tag{5.27}
\end{equation*}
$$

That is, $D \mapsto \operatorname{Tr}_{j}(D), j=1,2$, is trace preserving and positivity preserving.
We now make an observation that may already occurred to the reader: The partial trace is nothing but a special case of the conditional expectation: Using the notation introduced above, consider $E_{\mathfrak{R}_{2}}$, the conditional expectation that is the orthogonal projection onto the $*$-subalgebra $\mathfrak{A}_{2}$
consisting of operators in $\mathfrak{A}$ of the form $I \otimes C, C \in \mathbf{M}_{n}$. Then, by the definition of the conditional expectation as an orthogonal projection, for any $D \in \mathfrak{A}$, and any $C \in \mathbf{M}_{n}$,

$$
\begin{equation*}
\left\langle I \otimes C^{*}, D\right\rangle=\left\langle I \otimes C^{*}, \mathrm{E}_{\mathfrak{A}_{2}}(D)\right\rangle . \tag{5.28}
\end{equation*}
$$

By definition, $\mathrm{E}_{\mathfrak{A}_{2}}(D)$ has the from $I \otimes \widetilde{D}$ for some $\widetilde{D} \in \mathbf{M}_{n}$. Thus, we can rewrite (5.28) as

$$
\operatorname{Tr}_{\mathbb{C}^{m} \otimes \mathbb{C}^{n}}[(I \otimes C) D]=\operatorname{Tr}_{\mathbb{C}^{m} \otimes \mathbb{C}^{n}}[(I \otimes C)(I \otimes \widetilde{D})]=m \operatorname{Tr}_{\mathbb{C}^{n}}[C \widetilde{D}]
$$

where the subscripts indicate the different Hilbert spaces over which the traces are taken. Comparing this with (5.22), we see that $\widetilde{D}=\operatorname{Tr}_{1}[D]$. That is,

$$
\frac{1}{m} I \otimes \operatorname{Tr}_{1}[D]=\mathrm{E}_{\mathfrak{A}_{2}}(D)
$$

This result, combined with Theorem 4.13) allows us to express partial traces as averages over unitary conjugations, and this will be useful in many applications of convexity. Therefore, we record this result in a theorem:
5.7 THEOREM. Let $\mathfrak{A}:=\mathcal{L}\left(\mathbb{C}^{m} \otimes \mathbb{C}^{n}\right)$, the $*$-algebra of linear transformations from $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$ into itself Let $\mathfrak{A}_{1}$ and $\mathfrak{A}_{2}$ be the $*$-subalgebras of $\mathfrak{A}$ consisting of operators of the from $B \otimes I_{n \times n}$ and $I_{m \times m} \otimes C$ respectively, with $B \in \mathbf{M}_{m}$ and $C \in \mathbf{M}_{n}$. Then, for any $D \in \mathfrak{A}$,

$$
\begin{equation*}
\frac{1}{m} I_{m \times m} \otimes \operatorname{Tr}_{1}[D]=\mathrm{E}_{\mathfrak{A}_{2}}(D) \quad \text { and } \quad \frac{1}{n} \operatorname{Tr}_{2}[D] \otimes I_{n \times n}=\mathrm{E}_{\mathfrak{A}_{1}}(D) \tag{5.29}
\end{equation*}
$$

Continuing with the notation of Theorem 5.7, we observe that $\mathfrak{A}_{1}^{\prime}=\mathfrak{A}_{2}$ and $\mathfrak{A}_{2}^{\prime}=\mathfrak{A}_{1}$. In particular, the unitaries in $\mathfrak{A}_{2}^{\prime}$ are the unitiaries in $\mathfrak{A}_{2}$, which means they have the form $U \otimes I$, where $U$ is a unitary in $\mathbf{M}_{m}$.

We also mention at this point that the maps $D \mapsto \operatorname{Tr}_{j}(D), j=1,2$ are not only positivity preserving, but that they also have a stronger property known as complete positivity. This is physically very significant, and we shall explain this later. In the meantime, let us make one more definition, and then turn to examples and digest what has been introduced so far.
5.8 DEFINITION. The map $B \mapsto \bar{B}$ on $\mathbf{M}_{m \times n}$ is defined so that each entry of $\bar{B}$ is the complex conjugate of the corresponding entry of $B$. This map is an antilinear isometry from $\mathbf{M}_{m \times n}$ to itself.

The map $B \mapsto \bar{B}$ preserves positivity: From the spectral representation written in the form $B=\sum_{j=1}^{n} \lambda_{j} u_{j} u_{j}^{*}$, one sees that $\bar{B}$ is unitarily equivalent to $B$ under the unitary transformation that takes each $u_{j}$ to its complex conjugate $\bar{u}_{j}$. In particular, if $B \in \mathbf{H}_{n}^{+}$, then $\bar{B} \in \mathbf{H}_{n}^{+}$as well, and for any $f: \mathbb{R} \rightarrow \mathbb{R}$,

$$
\overline{f(B)}=f(\bar{B})
$$

5.9 EXAMPLE $\left(\operatorname{Tr}_{1}\left(\left|K_{\text {vec }}\right\rangle\left\langle K_{\text {vec }}\right|\right)\right.$ and $\left.\operatorname{Tr}_{2}\left(\left|K_{\text {vec }}\right\rangle\left\langle K_{\text {vec }}\right|\right)\right)$. For $K \in \mathbf{M}_{m \times n}$ with $\operatorname{Tr}\left[K^{*} K\right]=1$, considered as a unit vector in $K_{\text {vec }}$ in $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$, let $\left|K_{\text {vec }}\right\rangle\left\langle K_{\text {vec }}\right|$ denote the rank one projection onto the span of $K_{\text {vec }}$ in $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$. In the language and notation of quantum statistical mechanics, this projection is a pure state density matrix on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$.

By definition, for all $A \in \mathbf{M}_{m}$,

$$
\begin{aligned}
\operatorname{Tr}\left[\operatorname{Tr}_{2}\left(\left|K_{\mathrm{vec}}\right\rangle\left\langle K_{\mathrm{vec}}\right|\right) A\right] & =\operatorname{Tr}\left[\left|K_{\mathrm{vec}}\right\rangle\left\langle K_{\mathrm{vec}}\right|\left(A \otimes I_{n \times n}\right)\right] \\
& =\left\langle K_{\mathrm{vec}},\left(A \otimes I_{n \times n}\right) K_{\mathrm{vec}}\right\rangle \\
& =\sum_{i, j} K_{j, i}^{*} \sum_{k} A_{i, k} K_{k, j} \\
& =\operatorname{Tr}\left[K^{*} A K\right]=\operatorname{Tr}\left[\left(K K^{*}\right) A\right] .
\end{aligned}
$$

Thus, we have the useful identity $\operatorname{Tr}_{2}\left(\left|K_{\mathrm{vec}}\right\rangle\left\langle K_{\mathrm{vec}}\right|\right)=K K^{*}$. Likewise, for all $B \in \mathbf{M}_{n}$,

$$
\begin{aligned}
\operatorname{Tr}\left[\operatorname{Tr}_{1}\left(\left|K_{\mathrm{vec}}\right\rangle\left\langle K_{\mathrm{vec}}\right|\right) B\right] & =\left\langle K_{\mathrm{vec}},\left(I_{m \times m} \otimes B\right) K_{\mathrm{vec}}\right\rangle \\
& =\sum_{i, j} K_{j, i}^{*} \sum_{\ell} B_{j, \ell} K_{i, \ell}=\sum_{i, j} \sum_{\ell} K_{j, i}^{*} K_{i, \ell} B_{j, \ell} \\
& =\operatorname{Tr}\left[\left(\overline{K^{*} K}\right) B\right]
\end{aligned}
$$

and hence $\operatorname{Tr}_{1}\left(\left|K_{\text {vec }}\right\rangle\left\langle K_{\text {vec }}\right|\right)=\overline{K^{*} K}$.
This computation that

$$
\operatorname{Tr}_{1}\left(\left|K_{\text {vec }}\right\rangle\left\langle K_{\text {vec }}\right|\right)=\overline{K^{*} K} \quad \text { and } \quad \operatorname{Tr}_{2}\left(\left|K_{\text {vec }}\right\rangle\left\langle K_{\text {vec }}\right|\right)=K K^{*}
$$

has a significant consequence:
5.10 THEOREM. For any pure state $\rho$ on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$, the two restricted density matrices $\operatorname{Tr}_{1} \rho$ and $\operatorname{Tr}_{2} \rho$ have the same non-zero spectrum, including multiplicities. In particular, $S\left(\operatorname{Tr}_{1} \rho\right)=S\left(\operatorname{Tr}_{2} \rho\right)$.

Proof: For any $m \times n$ matrix $K, K K^{*}, K^{*} K$ and $\overline{K^{*} K}$ have the same non-zero spectrum, including multiplicities, and the statement about entropy follows directly from this.
5.11 EXAMPLE (Mixed states as partial traces of pure states). Consider any $\rho \in \mathbf{S}_{n}$. Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be any orthonormal basis for $\mathbb{C}^{n}$. Let $K_{\text {vec }} \in \mathbb{C}^{n} \otimes \mathbb{C}^{n}$ by given by

$$
K_{\mathrm{vec}}=\sum_{j=1}^{n} u_{j} \otimes \rho^{1 / 2} u_{j}
$$

We now claim that

$$
\operatorname{Tr}_{1}\left(\left|K_{\text {vec }}\right\rangle\left\langle K_{\text {vec }}\right|\right)=\rho .
$$

This shows that every mixed state; i.e., densitiy matrix on $\mathbb{C}^{n}$ is the partial trace of a pure state on $\mathbb{C}^{n} \otimes \mathbb{C}^{n}$.

To verify the claim, consider any $B \in \mathbf{M}_{n}$. Then

$$
\begin{align*}
\operatorname{Tr}\left[\operatorname{Tr}_{1}\left(\left|K_{\mathrm{vec}}\right\rangle\left\langle K_{\mathrm{vec}}\right|\right) B\right] & =\operatorname{Tr}\left[\left(\left|K_{\mathrm{vec}}\right\rangle\left\langle K_{\mathrm{vec}}\right|\left(I_{m \times m} \otimes B\right)\right]\right. \\
& =\left\langle K_{\mathrm{vec}},\left(I_{m \times m} \otimes B\right) K_{\mathrm{vec}}\right\rangle \\
& =\left\langle\sum_{i=1}^{n} u_{i} \otimes \rho^{1 / 2} u_{i}, u_{j} \sum_{j=1}^{n} u_{j} \otimes B \rho^{1 / 2} u_{j}\right\rangle \\
& =\sum_{i, j=1}^{n}\left\langle u_{i}, u_{j}\right\rangle\left\langle\rho^{1 / 2} u_{i}, B \rho^{1 / 2} u_{j}\right\rangle=\operatorname{Tr}[B \rho] \tag{5.30}
\end{align*}
$$

### 5.5 Ando's identity

The next lemma records an important observation of Ando.
5.12 LEMMA (Ando's identity). Let $A \in \mathbf{H}_{n}^{+}, B \in \mathbf{H}_{n}^{+}$and let $K$ be any $m \times n$ matrix considered as a vector in $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$. Then

$$
\begin{equation*}
\langle K,(A \otimes B) K\rangle=\operatorname{Tr}\left(K^{*} A K \bar{B}\right) . \tag{5.31}
\end{equation*}
$$

Proof: $(A \otimes B) K$, considered as an $m \times n$ matrix, has the entries

$$
[(A \otimes B) K]_{i, j}=\sum_{k, \ell} A_{i, k} B_{j, \ell} K_{k, \ell} .
$$

Since $B \in \mathbf{H}_{n}, B_{j, \ell}=\bar{B}_{\ell, j}$, and so

$$
[(A \otimes B) K]_{i, j}=\sum_{k, \ell} A_{i, k} K_{k, \ell} \bar{B}_{\ell, j}=[A K \bar{B}]_{i, j} .
$$

Then since $\left.\langle K,(A \otimes B) K\rangle=\operatorname{Tr}\left(K^{*}[A \otimes B) K\right]\right)$, the result is proved.
One easy consequence of this identity is the following: For $A \in \mathbf{H}_{n}^{+}, B \in \mathbf{H}_{n}^{+}$, by cyclicity of the trace,

$$
\langle K,(A \otimes B) K\rangle=\operatorname{Tr}\left(\bar{B}^{1 / 2} K^{*} A K \bar{B}^{1 / 2}\right)=\operatorname{Tr}\left(A^{1 / 2} K \bar{B} K^{*} A^{1 / 2}\right),
$$

and so the map

$$
(A, B) \mapsto(A \otimes B)
$$

on $\mathbf{H}_{n}^{+} \times \mathbf{H}_{n}^{+}$is monotone in each argument.

## 6 Lieb's Concavity Theorem and related results

### 6.1 Lieb's Concavity Theorem

In this section, we prove the following fundamental theorem of Lieb [34]:
6.1 THEOREM (Lieb's Concavity Theorem). For all $m \times n$ matrices $K$, and all $0 \leq q, r \leq 1$, with $q+r \leq 1$ the real valued map on $\mathbf{H}_{n}^{+} \times \mathbf{H}_{n}^{+}$given by

$$
\begin{equation*}
(A, B) \mapsto \operatorname{Tr}\left(K^{*} A^{q} K B^{r}\right) \tag{6.1}
\end{equation*}
$$

is concave.
The following proof is due to Ando [1]
Proof of Theorem 6.1: Since the map $B \mapsto \bar{B}$ is linear over $\mathbb{R}$, Theorem 5.12 shows that an equivalent formulation of Lieb's Concavity Theorem is that for $0 \leq r \leq 1$,

$$
\begin{equation*}
(A, B) \mapsto A^{1-r} \otimes B^{r} \tag{6.2}
\end{equation*}
$$

is concave from $\mathbf{H}_{n}^{+} \times \mathbf{H}_{n}^{+}$to $\mathbf{H}_{m n}^{+}$

Let $\Omega$ be the subset of $(0, \infty) \times(0, \infty)$ consisting of points $(q, r)$ such that $(A, B) \mapsto A^{q} \otimes B^{r}$ is concave. Obviously, $(0,1),(1,0)$ and $(0,0)$ all belong to $\Omega$, and hence it suffices to show that $\Omega$ is convex. By continuity, it suffices to show that if $\left(q_{1}, r_{1}\right),\left(q_{2}, r_{2}\right) \in \Omega$, then so is

$$
(q, r):=\left(\frac{q_{1}+q_{2}}{2}, \frac{r_{1}+r_{2}}{2}\right) .
$$

Now observe that by (5.18), for such $(p, q),\left(p_{1}, q_{1}\right)$ and $\left(p_{2}, q_{2}\right)$,

$$
A^{q} \otimes B^{r}=M_{0}\left(A^{q_{1}} \otimes B^{r_{1}}, A^{q_{2}} \otimes B^{r_{2}}\right)
$$

Since $\left(q_{1}, r_{1}\right),\left(q_{2}, r_{2}\right) \in \Omega$,

$$
\left(\frac{A+C}{2}\right)^{q_{j}} \otimes\left(\frac{B+D}{2}\right)^{r_{j}} \geq \frac{A^{q_{j}} \otimes B^{r_{j}}+C^{q_{j}} \otimes D^{r_{j}}}{2} \quad j=1,2 .
$$

Then by the monotonicity and concavity of the operator geometric mean,

$$
\begin{aligned}
\left(\frac{A+C}{2}\right)^{q} \otimes\left(\frac{B+D}{2}\right)^{r} & =M_{0}\left(\left(\frac{A+C}{2}\right)^{q_{1}} \otimes\left(\frac{B+D}{2}\right)^{r_{1}},\left(\frac{A+C}{2}\right)^{q_{2}} \otimes\left(\frac{B+D}{2}\right)^{r_{2}}\right) \\
& \geq M_{0}\left(\frac{A^{q_{1}} \otimes B^{r_{1}}+C^{q_{1}} \otimes D^{r_{1}}}{2}, \frac{A^{q_{2}} \otimes B^{r_{2}}+C^{q_{2}} \otimes D^{r_{2}}}{2}\right) \\
& \geq \frac{1}{2} M_{0}\left(A^{q_{1}} \otimes B^{r_{1}}, A^{q_{2}} \otimes B^{r_{2}}\right)+\frac{1}{2} M_{0}\left(C^{q_{1}} \otimes D^{r_{1}}, C^{q_{2}} \otimes D^{r_{2}}\right) \\
& =\frac{1}{2} A^{q} \otimes B^{r}+\frac{1}{2} C^{q} \otimes D^{r}
\end{aligned}
$$

This proves the midpoint concavity of $(A, B) \mapsto A^{q} \otimes B^{r}$, and now the full concavity follows by continuity. Thus, $(q, p) \in \Omega$, as was to be shown.

### 6.2 Ando's Convexity Theorem

Ando's proof [1] of Lieb's Concavity Theorem leads to the following significant complement to it:
6.2 THEOREM (Ando's Convexity Theorem). For all $m \times n$ matrices $K$, and all $1 \leq q \leq 2$ and $0 \leq r \leq 1$ with $q-r \geq 1$, the real valued map on $\mathbf{H}_{n}^{+} \times \mathbf{H}_{n}^{+}$given by

$$
\begin{equation*}
(A, B) \mapsto \operatorname{Tr}\left(K^{*} A^{q} K B^{-r}\right) \tag{6.3}
\end{equation*}
$$

is convex.

Ando's Convexity Theorem, which turns out to be an easy consequence of Lieb's Concavity Theorem, in tensor product form, together with the joint convexity of the map $(A, B) \mapsto B^{*} A^{-1} B$, and the fact that this map is monotone decreasing in $A$.
Proof of Theorem 6.2: First note that

$$
\begin{equation*}
A^{q} \otimes B^{-r}=A \otimes I \frac{1}{A^{2-q} \otimes B^{p}} A \otimes I \tag{6.4}
\end{equation*}
$$

Next, for $1 \leq q \leq 2,0 \leq r \leq 1$ and $q-r \geq 1$, we have $0 \leq 2-q \leq 1$ and $0 \leq(2-q)+r \leq 1$. Therefore, by Theorem 6.1, $(A, B) \mapsto A^{2-q} \otimes B^{r}$ is concave, so that for all $A, C \in \mathbf{H}_{n}^{+}$and all $B, D \in \mathbf{H}_{n}^{+}$,

$$
\begin{equation*}
\left(\frac{A+C}{2}\right)^{2-q} \otimes\left(\frac{B+D}{2}\right)^{r} \geq \frac{A^{2-q} \otimes B^{r}+C^{2-q} \otimes D^{r}}{2} \tag{6.5}
\end{equation*}
$$

Thus, by the obvious monotonicity of $X \mapsto Y^{*} X^{-1} Y$,

$$
\begin{aligned}
\left(\frac{A+C}{2}\right)^{q} \otimes\left(\frac{A+C}{2}\right)^{-r} & =\left[\left(\frac{A+C}{2}\right) \otimes I\right]\left[\left(\frac{A+C}{2}\right)^{2-q} \otimes\left(\frac{B+D}{2}\right)^{r}\right]^{-1}\left[\left(\frac{A+C}{2}\right) \otimes I\right] \\
& \leq\left[\left(\frac{A+C}{2}\right) \otimes I\right]\left[\frac{A^{2-q} \otimes B^{r}+C^{2-q} \otimes D^{r}}{2}\right]^{-1}\left[\left(\frac{A+C}{2}\right) \otimes I\right]
\end{aligned}
$$

Finally, by Theorem 3.1, which asserts the joint convexity of $(X, Y) \mapsto Y^{*} X Y$, and then (6.4) once more, we have

$$
\left(\frac{A+C}{2}\right)^{q} \otimes\left(\frac{B+D}{2}\right)^{-r} \leq \frac{A^{q} \otimes B^{-r}+C^{q} \otimes D^{-r}}{2}
$$

which is the midpoint version of the desired convexity statement. The general case follows by continuity.

### 6.3 Lieb's Concavity Theorem and joint convexity of the relative entropy

Consider the the map

$$
\begin{equation*}
(A, B) \mapsto \operatorname{Tr}[A \log A]-\operatorname{Tr}[A \log (B)]:=H(A \mid B) \tag{6.6}
\end{equation*}
$$

on $\mathbf{H}_{n}^{+} \times \mathbf{H}_{n}^{+}$. In particular, for density matrices $\rho$ and $\sigma, H(\rho \mid \sigma)=S(\rho \mid \sigma)$, the relative entropy of $\rho$ with respect to $\sigma$. We shall prove:
6.3 THEOREM. The map $(A, B) \mapsto \operatorname{Tr}[A \log A]-\operatorname{Tr}[A \log (B)]$ from $\mathbf{H}_{n}^{+} \times \mathbf{H}_{n}^{+}$to $\mathbb{R}$ is jointly convex.

Proof: For all $0<p<1,(A, B) \mapsto \operatorname{Tr}\left(A^{1-p} B^{p}\right)$ is jointly concave, by Lieb's Concavity Theorem, and thus

$$
(A, B) \mapsto \frac{1}{p-1}\left(\operatorname{Tr}\left(A^{1-p} B^{p}\right)-\operatorname{Tr}(A)\right)
$$

is convex. But

$$
\lim _{p \rightarrow 0} \frac{1}{p-1}\left(\operatorname{Tr}\left(A^{1-p} B^{p}\right)-\operatorname{Tr}(A)\right)=H(A \mid B),
$$

and convexity is preserved in the limit.

### 6.4 Monotonicity of the relative entropy

6.4 THEOREM. Let $\mathfrak{A}$ be any $*$-subalgebra of $\mathbf{M}_{n}$. Then for any two density matrices $\rho, \sigma \in \mathbf{S}_{n}$,

$$
\begin{equation*}
S(\rho \mid \sigma) \geq S\left(\mathbf{E}_{\mathfrak{A}}(\rho) \mid \mathbf{E}_{\mathfrak{A}}(\sigma)\right) . \tag{6.7}
\end{equation*}
$$

Proof: We suppose first that $\rho$ and $\sigma$ are both positive definite, so that $(\widetilde{\rho}, \widetilde{\sigma}) \mapsto S(\widetilde{\rho} \tilde{\sigma})$ is continuous in a neighborhood of $(\rho, \sigma)$. Then by Lemma 4.17, there is a sequence $\left\{\mathcal{C}_{k}\right\}_{n \in \mathbb{N}}$ of operators of the form (4.23) such that

$$
\mathbf{E}_{\rho}(\sigma)=\lim _{k \rightarrow \infty} \mathcal{C}_{k}(\rho) \quad \text { and } \quad \mathbf{E}_{\sigma}(\sigma)=\lim _{k \rightarrow \infty} \mathcal{C}_{k}(\sigma)
$$

Then by the joint convexity of the relative entropy from Theorem 6.3, and the unitary invariance of the relative entropy; i.e., $S\left(U \rho U^{*} \mid U \sigma U^{*}\right)=S(\rho \mid \sigma)$, and the specific form (4.23) of $\mathcal{C}_{k}$, we have that for each $n$,

$$
S\left(\mathcal{C}_{k}(\rho) \mid \mathcal{C}_{k}(\sigma)\right) \leq S(\rho \mid \sigma)
$$

Now taking $k$ to infinity, we obtain the result for positive definite $\rho$ and $\sigma$.
To pass to the general case, replace $\rho$ and $\sigma$ by $\rho_{\epsilon}:=(1-\epsilon) \rho+(\epsilon / n) I$ and $\sigma_{\epsilon}:=(1-\epsilon) \sigma+(\epsilon / n) I$ respectively with $1>\epsilon>0$. Note that since $I \in \mathfrak{A}$,

$$
\mathbf{E}_{\mathfrak{A}}((1-\epsilon) \rho+(\epsilon / n) I)=(1-\epsilon) \mathbf{E}_{\mathfrak{A}}(\rho)+(\epsilon / n) I=\left(\mathbf{E}_{\mathfrak{A}}(\rho)\right)_{\epsilon},
$$

and likewise, $\mathbf{E}_{\mathfrak{A}}\left(\sigma_{\epsilon}\right)=\left(\mathbf{E}_{\mathfrak{A}}(\sigma)\right)_{\epsilon}$. Therefore

$$
\begin{aligned}
S\left(\rho_{\epsilon} \mid \sigma_{\epsilon}\right) & \geq S\left(\mathbf{E}_{\mathfrak{A}}\left(\rho_{\epsilon}\right) \mid \mathbf{E}_{\mathfrak{A}}\left(\sigma_{\epsilon}\right)\right) \\
& =S\left(\left(\mathbf{E}_{\mathfrak{A}}(\rho)\right)_{\epsilon} \mid\left(\mathbf{E}_{\mathfrak{A}}(\sigma)\right)_{\epsilon}\right)
\end{aligned}
$$

By the approximation results of the previous section, taking $\epsilon$ to zero yields the full result.

### 6.5 Subadditivity and strong subadditivity of the entropy

Consider a density matrix $\rho$ on the the tensor product $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ of two finite dimensional Hilbert spaces. To be concrete, we may as well suppose that for some $m$ and $n, \mathcal{H}_{1}=\mathbb{C}^{m}$ and $\mathcal{H}_{2}=\mathbb{C}^{n}$. Let $\rho_{1}=\operatorname{Tr}_{2} \rho$ be the density matrix on $\mathcal{H}_{1}$ obtained by taking the partial trace over $\mathcal{H}_{2}$ of $\rho$, and let $\rho_{2}$ be defined in the analogous way.

Then $\rho_{1} \otimes \rho_{2}$ is a density matrix on $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$, and by Klein's inequality,

$$
S\left(\rho \mid \rho_{1} \otimes \rho_{2}\right) \geq 0
$$

with equality if and only if $\rho_{1} \otimes \rho_{2}=\rho$. Let us assume that $\rho$ is strictly positive, so that $\rho_{1}$ and $\rho_{2}$ are also strictly positive, and compute the left hand side.

Then since $\log \left(\rho_{1}\right) \otimes I_{\mathcal{H}_{2}}$ and $I_{\mathcal{H}_{1}} \otimes \log \left(\rho_{1}\right)$ commute, it is clear that

$$
\begin{align*}
\exp \left(\log \left(\rho_{1}\right) \otimes I_{\mathcal{H}_{2}}+I_{\mathcal{H}_{1}} \otimes \log \left(\rho_{1}\right)\right)=\exp \left(\log \left(\rho_{1}\right) \otimes I_{\mathcal{H}_{2}}\right) & \exp \left(I_{\mathcal{H}_{1}} \otimes \log \left(\rho_{1}\right)\right)= \\
& \left(\rho_{1} \otimes I_{\mathcal{H}_{2}}\right)\left(I_{\mathcal{H}_{1}} \otimes \rho_{1}\right)=\rho_{1} \otimes \rho_{2} \tag{6.8}
\end{align*}
$$

It follows that

$$
\log \left(\rho_{1} \otimes \rho_{2}\right)=\log \left(\rho_{1}\right) \otimes I_{\mathcal{H}_{2}}+I_{\mathcal{H}_{1}} \otimes \log \left(\rho_{1}\right)
$$

and hence that

$$
\begin{aligned}
S\left(\rho \mid \rho_{1} \otimes \rho_{2}\right) & =-S(\rho)-\operatorname{Tr}\left[\rho\left(\log \left(\rho_{1}\right) \otimes I_{\mathcal{H}_{2}}+I_{\mathcal{H}_{1}} \otimes \log \left(\rho_{1}\right)\right)\right] \\
& =-S(\rho)+S\left(\rho_{1}\right)+S\left(\rho_{2}\right)
\end{aligned}
$$

where we have used the definition of the partial trace in the second equality. Since the left hand side in non-negative by Kelin's inequality, we conclude that $S(\rho) \leq S\left(\rho_{1}\right)+S\left(\rho_{2}\right)$. This inequality is known as the subadditivity of the quantum entropy. We summarize our conclusions in the following theorem:
6.5 THEOREM (Subadditivity of quantum entropy). Let $\rho$ be a density matrix on the the tensor product $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ of two finite dimensional Hilbert spaces. For $j=1,2$, let $\rho_{j}$ denote the density matrix on $\mathcal{H}_{j}$ obtained by taking the partial trace of $\rho$ over the other Hilbert space. Then

$$
\begin{equation*}
S(\rho) \leq S\left(\rho_{1}\right)+S\left(\rho_{2}\right), \tag{6.9}
\end{equation*}
$$

and there is equality if and only if $\rho_{1} \otimes \rho_{2}=\rho$.
Note that the dimension does not really enter our considerations, and so this ineuqlaity is easily generalized to the infinite dimensional case. In the spirit of these notes, we leave tis to the reader.

There is a much deeper subadditivity inequality for density matrices on a tensor product of three Hilbert spaces $\mathcal{H}_{1} \otimes h_{2} \otimes \mathcal{H}_{3}$. Let $\rho$ be a density matrix. By taking the various partial traces of $\rho$, we obtain various density matrices from $\rho$. We shall use the following notation for these:

$$
\rho_{123}:=\rho \quad \rho_{23}:=\operatorname{Tr}_{1} \rho, \quad \rho_{3}:=\operatorname{Tr}_{12} \rho
$$

and so forth, where $\operatorname{Tr}_{1}$ denotes the partial trace over $\mathcal{H}_{1}, \operatorname{Tr}_{12}$ denotes the partial trace over $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ and so forth. (That is, the subscripts indicate the spaces "remaining" after the traces.)
6.6 THEOREM (Strong subadditivity of quantum entropy). Let $\rho$ be a density matrix on the the tensor product $\mathcal{H}_{1} \otimes \mathcal{H}_{2} \otimes \mathcal{H}_{3}$ of three finite dimensional Hilbert spaces. Then, using the notation introduced above

$$
\begin{equation*}
S\left(\rho_{13}\right)+S\left(\rho_{23}\right) \geq S\left(\rho_{123}\right)+S\left(\rho_{3}\right) . \tag{6.10}
\end{equation*}
$$

This theorem was conjectured by Lanford, Robinson and Ruelle, [43] and was proved by Lieb and Ruskai [37].
Proof of Theorem 6.6: As in the proof of Theorem 6.5, we compute that

$$
S\left(\rho_{123} \mid \rho_{12} \otimes \rho_{3}\right)=-S\left(\rho_{123}\right)+S\left(\rho_{12}\right)+S\left(\rho_{3}\right) .
$$

Now let $\mathfrak{A}$ be the $*$-subalgebra of operators on $\mathcal{H}_{1} \otimes \mathcal{H}_{2} \otimes \mathcal{H}_{3}$ of the form $I_{\mathcal{H}_{1}} \otimes A$ where $A$ is an operator on $\mathcal{H}_{2} \otimes \mathcal{H}_{3}$. Then by the monotonicity of the relative entropy, Thoerem 6.4,

$$
\begin{equation*}
S\left(\rho_{123} \mid \rho_{12} \otimes \rho_{3}\right) \geq S\left(\mathrm{E}_{\mathfrak{A}}\left(\rho_{123}\right) \mid \mathrm{E}_{\mathfrak{A}}\left(\rho_{12} \otimes \rho_{3}\right)\right) \tag{6.11}
\end{equation*}
$$

But by Thoerem 5.7,

$$
\begin{equation*}
\mathrm{E}_{\mathfrak{A}}\left(\rho_{123}\right)=\frac{1}{\operatorname{dim}\left(\mathcal{H}_{1}\right)} I_{\mathcal{H}_{1}} \otimes \rho_{23} \quad \text { and } \quad \mathrm{E}_{\mathfrak{A}}\left(\rho_{12} \otimes \rho_{3}\right)=\frac{1}{\operatorname{dim}\left(\mathcal{H}_{1}\right)} I_{\mathcal{H}_{1}} \otimes\left(\rho_{2} \otimes \rho_{3}\right) . \tag{6.12}
\end{equation*}
$$

Therefore, by Theorem 6.5,

$$
S\left(\mathrm{E}_{\mathfrak{R}}\left(\rho_{123}\right) \mid \mathrm{E}_{\mathfrak{A}}\left(\rho_{12} \otimes \rho_{3}\right)\right)=-S\left(\rho_{23}\right)+S\left(\rho_{2}\right)+S\left(\rho_{3}\right) .
$$

Combining this with (6.11) and (6.12) yields (6.10).

## $7 \quad L^{p}$ norms for matrices and entropy inequalities

In this section, we shall prove various $L^{p}$ norm inequalities for matrices that have a connection with quantum entropy. The basic idea is this: Let $\rho \in \mathbf{S}_{n}$. Then the map

$$
p \mapsto \operatorname{Tr}\left[\rho^{p}\right]
$$

is differentiable at $p=1$, and

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} p} \operatorname{Tr}\left[\rho^{p}\right]\right|_{p=1}=\operatorname{Tr}[\rho \log (\rho)]=-S(\rho)
$$

The inequalities we obtain in this section will be of interest in their own right, but shall also lead to new proofs of entropy inequalities such as strong subadditivitiy of quantum entropy. We begin with an elementary introduction to the matricial analogs of the $L^{p}$ norms.

### 7.1 The matricial analogs of the $L^{p}$ norms

Let $\mathbf{M}_{n}$ denote the set of $n \times n$ matrices with complex entries, and let $A^{*}$ denote the Hermitian conjugate of $A \in \mathbf{M}_{n}$. For $0<p<\infty$, and $A \in \mathbf{M}_{n}$, define

$$
\|A\|_{q}=\left(\operatorname{Tr}\left[\left(A^{*} A\right)^{q / 2}\right]\right)^{1 / q} .
$$

For $q \geq 1$, this defines a norm on $\mathbf{M}_{n}$, but not for $q<1$. Nonetheless, it will be convenient here to use this notation for all $q>0$.

We shall now show that $\|\cdot\|_{q}$ is in fact a norm for $q \geq 1$.
Note that if $\left\{u_{1}, \ldots, u_{n}\right\}$ be an orthonormal basis of $\mathbb{C}^{n}$ consisting of eigenvectors of $|A|$ with $|A| u_{j}=\lambda_{j} u_{j}$, then

$$
\|A\|_{q}=\left(\operatorname{Tr}\left[\left(A^{*} A\right)^{q / 2}\right]\right)^{1 / q}=\left(\operatorname{Tr}\left[|A|^{q}\right]\right)^{1 / q}=\left(\sum_{j=1}^{n} \lambda_{j}^{q}\right)^{1 / q} .
$$

The eigenvalues of $|A|$ are known as the singular values of $A$. Thus, $\|A\|_{q}$ is the $\ell_{q}$ norm of the sequence of singular values of $A$.
7.1 THEOREM (Duality formula for $\|A\|_{q}$ ). For all $q \geq 1$, define $p$ by $1 / q+1 / p=1$. Then for all $A$ in $\mathbf{M}_{n}$,

$$
\|A\|_{q}=\sup _{B \in \mathbf{M}_{n}}\left\{\operatorname{Tr}\left[B^{*} A\right]:\|B\|_{p}=1\right\} .
$$

Proof: For any invertible $A, B \in \mathbf{M}_{n}$ let $A=U|A|$ and $B=V|B|$ be their polar decompositions, and let $W=V^{*} U$. Let $\left\{u_{1}, \ldots, u_{n}\right\}$ be an orthonormal basis of $\mathbb{C}^{n}$ consisting of eigenvectors of $|B|$ with $|B| u_{j}=\lambda_{j} u_{j}$. Then

$$
\begin{equation*}
\operatorname{Tr}\left(B^{*} A\right)=\sum_{j=1}^{n}\left\langle u_{j},\right| B|W| A\left|u_{j}\right\rangle=\sum_{j=1}^{n} \lambda_{j}\left\langle u_{j}, W\right| A\left|u_{j}\right\rangle . \tag{7.1}
\end{equation*}
$$

By Hölder's inequality, for any $q>1$ and $p=q /(q-1)$,

$$
\begin{align*}
\left.\left|\sum_{j=1}^{n} \lambda_{j}\left\langle u_{j} W\right| A\right| u_{j}\right\rangle \mid & \left.\leq\left.\left(\sum_{j=1}^{n} \lambda_{j}^{p}\right)^{1 / p}\left(\sum_{j=1}^{n}\left|\lambda_{j}\left\langle u_{j}, W\right| A\right| u_{j}\right\rangle\right|^{q}\right)^{1 / q} \\
& \left.=\left.\|B\|_{p}\left(\sum_{j=1}^{n}\left|\lambda_{j}\left\langle u_{j}, W\right| A\right| u_{j}\right\rangle\right|^{q}\right)^{1 / q} \tag{7.2}
\end{align*}
$$

Now define $v_{j}=W^{*} u_{j}$. Then by the Schwarz inequality twice, and then Peierl's inequality,

$$
\begin{align*}
\left.\sum_{j=1}^{n}\left|\lambda_{j}\left\langle u_{j}, W\right| A\right| u_{j}\right\rangle \mid & \leq \sum_{j=1}^{n}\left\langle v_{j},\right| A\left|v_{j}\right\rangle^{1 / 2}\left\langle u_{j},\right| A\left|u_{j}\right\rangle 1 / 2 \\
& \leq\left(\sum_{j=1}^{n}\left\langle v_{j},\right| A\left|v_{j}\right\rangle\right)^{1 / 2}\left(\sum_{j=1}^{n}\left\langle u_{j},\right| A\left|u_{j}\right\rangle\right)^{1 / 2} \\
& \leq\left(\operatorname{Tr}\left[|A|^{q}\right]\right)^{1 / 2}\left(\operatorname{Tr}\left[|A|^{q}\right]\right)^{1 / 2}=\|A\|_{q}^{q} \tag{7.3}
\end{align*}
$$

Combining (7.1), (7.2) and (7.3), we have

$$
\begin{equation*}
\left|\operatorname{Tr}\left(B^{*} A\right)\right| \leq\|B\|_{p}\|A\|_{q}, \tag{7.4}
\end{equation*}
$$

which is the tracial version of Hölder's inequality, and we note that if $B=\|A\|_{q}^{1-q} U|A|^{q-1}$, then $\|B\|_{p}=1$ and

$$
\operatorname{Tr}\left(B^{*} A\right)=\|A\|_{q}^{1-q} \operatorname{Tr}\left[|A|^{q-1} U^{*} U|A|\right]=\|A\|_{q}^{1-q} \operatorname{Tr}\left[|A|^{q}\right]=\|A\|_{q} .
$$

Combining this with (7.4) yields the result.
Starting from Theorem 7.1, the proof of the Minkowski inequality for $\|\cdot\|_{q}$ proceeds exactly as it does for the $L^{p}$ norms: Given $A, C \in \mathbf{M}_{n}$,

$$
\begin{aligned}
\|A+C\|_{q} & =\sup _{B \in \mathbf{M}_{n}}\left\{\left|\operatorname{Tr}\left[B^{*}(A+C)\right]\right|:\|B\|_{p}=1\right\} \\
& \leq \sup _{B \in \mathbf{M}_{n}}\left\{\left|\operatorname{Tr}\left[B^{*} A\right]\right|:\|B\|_{p}=1\right\}+\sup _{B \in \mathbf{M}_{n}}\left\{\left|\operatorname{Tr}\left[B^{*} C\right]\right|:\|B\|_{p}=1\right\} \\
& =\|A\|_{q}+\|C\|_{q} .
\end{aligned}
$$

### 7.2 Convexity of $A \mapsto \operatorname{Tr}\left[\left(B^{*} A^{p} B\right)^{q / p}\right]$ and certain of its applications

For any fixed $B \in \mathbf{M}_{n}$ and any numbers $p, q>0$, define $\Upsilon_{p, q}$ on $\mathbf{H}_{n}^{+}$by

$$
\begin{equation*}
\Upsilon_{p, q}(A)=\operatorname{Tr}\left[\left(B^{*} A^{p} B\right)^{q / p}\right] . \tag{7.5}
\end{equation*}
$$

7.2 THEOREM. For all $1 \leq p \leq 2$, and for all $q \geq 1, \Upsilon_{p, q}$ is convex on $\mathbf{H}_{n}^{+}$. For $0 \leq p \leq q \leq 1$, $\Upsilon_{p, q}$ and is concave on $\mathbf{H}_{n}^{+}$. For $p>2, \Upsilon_{p, q}$ is not convex or concave for any values of $q \neq p$.
7.3 REMARK. The function $\Upsilon_{p, q}^{1 / q}$ has the same convexity and concavity properties as $\Upsilon_{p, q}$. To see this, note that Note that $\Upsilon_{p, q}$ is homogeneous of degree $q \geq 1$. Recall that a function $f$ that is homogeneous of degree one is convex if and only if the level set $\{x: f(x) \leq 1\}$ is convex, while it is concave if and only if the level set $(\{x: f(x) \geq 1\})$ is convex. Hence, if $g(x)$ is homogeneous of degree $q$, and convex, so that $\{x: g(x) \leq 1\}(\{x: f(x) \geq 1\})$ is convex, $g^{1 / q}$ is convex, and similarly for concavity.

The concavity of $\Upsilon_{p, 1}$ for $0<p<1$ was proved by Epstein [23]. The convexity of $\Upsilon_{p, 1}$ was conjectured for $1<p<2$ and proved for $p=2$ in [11], where it was also proved that neither concavity nor convexity held for $p>2$. Finally the convexity $1<p<2$ was proved in [16], where the generalization to $q \neq 1$ was also treated.

Before giving the proof of Theorem 7.2, we give several applications.
7.4 THEOREM (Lieb-Thirring trace inequality). For all $A, B \in \mathbf{H}_{n}^{+}$and all $t>1$,

$$
\begin{equation*}
\operatorname{Tr}\left[\left(B^{1 / 2} A B^{1 / 2}\right)^{t}\right] \leq \operatorname{Tr}\left[B^{t / 2} A^{t} B^{t / 2}\right] . \tag{7.6}
\end{equation*}
$$

Proof: Define $C=A^{t}$ and $p=1 / t \leq 1$, so that $A=C^{p}$. Then

$$
\operatorname{Tr}\left[\left(B^{1 / 2} A B^{1 / 2}\right)^{t}\right]-\operatorname{Tr}\left[B^{t / 2} A^{t} B^{t / 2}\right]=\operatorname{Tr}\left[\left(B^{1 / 2} C^{p} B^{1 / 2}\right)^{1 / p}\right]-\operatorname{Tr}\left[C B^{1 / p}\right]
$$

and by Epstein's part of Theorem 7.2 the right hand side is a concave function of $C$. Now we apply Example 4.15: Choose an orthonormal basis $\left\{u_{1}, \ldots, u_{n}\right\}$ diagonalizing $B$. Let $\mathfrak{A}$ be the *-subalgebra of $\mathbf{M}_{n}$ consisting of matrices that are diagonal in this basis. Then as shown in Example 4.15, $\mathrm{E}_{\mathfrak{A}}(C)$ is an average over unitary conjugates of $C$, by unitaries that commute with $B$. It follows that

$$
\operatorname{Tr}\left[\left(B^{1 / 2} C^{p} B^{1 / 2}\right)^{1 / p}\right]-\operatorname{Tr}\left[C B^{1 / p}\right] \geq \operatorname{Tr}\left[\left(B^{1 / 2}\left(\mathrm{E}_{\mathfrak{A}}(C)\right)^{p} B^{1 / 2}\right)^{1 / p}\right]-\operatorname{Tr}\left[\left(\mathrm{E}_{\mathfrak{A}}(C)\right) B^{1 / p}\right] .
$$

However, since $\mathrm{E}_{\mathfrak{R}}(C)$ and $B$ commute, the right hand side is zero.
Theorem 7.4 was first proved in [39], and has had many applications since then. The next application is taken from [11, 12]. We first define another trace function:

For any numbers $p, q>0$, and any positive integer $m$, define $\Phi_{p, q}$ on $\left(\mathbf{H}_{n}^{+}\right)^{m}$, the $m$-fold cartesian product of $\mathbf{H}_{n}^{+}$with itself by

$$
\begin{equation*}
\Phi_{p, q}\left(A_{1}, \ldots, A_{m}\right)=\left\|\left(\sum_{j=1}^{m} A_{j}^{p}\right)^{1 / p}\right\|_{q} . \tag{7.7}
\end{equation*}
$$

7.5 THEOREM. For all $1 \leq p \leq 2$, and for all $q \geq 1, \Phi_{p, q}$ is jointly convex on $\left(\mathbf{H}_{n}^{+}\right)^{m}$, while for For $0 \leq p \leq q \leq 1, \Phi_{p, q}$ is jointly concave on $\left(\mathbf{H}_{n}^{+}\right)^{m}$. For $p>2, \Phi_{p, q}$ is not convex or concave, even separately, for any values of $q \neq p$.

Proof : Define the $m n \times m n$ matrices $\mathcal{A}=\left[\begin{array}{ccc}A_{1} & & 0 \\ & \ddots & \\ 0 & & A_{m}\end{array}\right]$ and $\mathcal{B}=\left[\begin{array}{cccc}I & 0 & \ldots & 0 \\ \vdots & \vdots & & \vdots \\ I & 0 & \ldots & 0\end{array}\right]$. ( $\mathcal{A}$ is block diagonal with $A_{j}$ as the $j$ th diagonal block, and $\mathcal{B}$ has $n \times n$ identities in each block in
the first column, and zeros elsewhere.) Then $\mathcal{B} \mathcal{A}^{p} \mathcal{B}$ is the block matrix with $\sum_{j=1}^{m} A_{j}^{p}$ in its upper left block, and zeros elsewhere. Thus,

$$
\left(\operatorname{Tr}\left[\left(\sum_{j=1}^{m} A_{j}^{p}\right)^{q / p}\right]\right)^{1 / q}=\left(\operatorname{Tr}\left[\left(\mathcal{B} \mathcal{A}^{p} \mathcal{B}\right)^{q / p}\right]\right)^{1 / q}
$$

By Theorem 7.2 and Remark 7.3, the right hand side is convex in $\mathcal{A}$ for all $1 \leq p \leq 2, q \geq 1$, and concave in $\mathcal{A}$ for $0 \leq p \leq q \leq 1$.

We now show, by means of a Taylor expansion, that both convexity and concavity fail for $p>q$ and any $q \neq p$. By simple differentiation one finds that for any $A, B \in \mathbf{H}_{n}^{+}$,

$$
\begin{equation*}
\Phi_{p, q}(t A, B)=\|B\|_{q}+\frac{t^{p}}{p}\|B\|_{q}^{1-q} \operatorname{Tr} A^{p} B^{q-p}+O\left(t^{2 p}\right) . \tag{7.8}
\end{equation*}
$$

Keeping $B$ fixed, but replacing $A$ by $A_{1}, A_{2}$ and $\left(A_{1}+A_{2}\right) / 2$, we find

$$
\begin{aligned}
& \frac{1}{2} \Phi_{p, q}\left(t A_{1}, B\right)+\frac{1}{2} \Phi_{p, q}\left(t A_{2}, B\right)-\Phi_{p, q}\left(t \frac{A_{1}+A_{2}}{2}, B\right)= \\
& \frac{t^{p}}{p}\|B\|_{q}^{1-q}\left[\frac{1}{2} \operatorname{Tr}\left(A_{1}^{p} B^{q-p}\right)+\frac{1}{2} \operatorname{Tr}\left(A_{2}^{p} B^{q-p}\right)-\operatorname{Tr}\left(\left(\frac{A_{1}+A_{2}}{2}\right)^{p} B^{q-p}\right)\right]+O\left(t^{2 p}\right) .
\end{aligned}
$$

Now if $p>2, A \mapsto A^{p}$ is not operator convex, and so we can find $A_{1}$ and $A_{2}$ in $\mathbf{H}_{n}^{+}$and a unit vector $v$ in $\mathbb{C}^{n}$ such that

$$
\begin{equation*}
\frac{1}{2}\left\langle v, A_{1}^{p} v\right\rangle+\frac{1}{2}\left\langle v, A_{2}^{p} v\right\rangle-\left\langle v,\left(\frac{A_{1}+A_{2}}{2}\right)^{p} v\right\rangle<0, \tag{7.9}
\end{equation*}
$$

and of course since $A \mapsto \operatorname{Tr}\left(A^{p}\right)$ is convex for $p>2$, we can find $v$ so that the left hand side in (7.9) is positive. For $q \neq p$, take $B^{q-p}$ to be (a close approximation of) the rank one projection onto $v$.
7.6 REMARK. We showed in the proof of Theorem 7.5 that $\Phi_{p, q}$ is convex or concave for given $p$ and $q$ whenever $\Upsilon_{p, q}$ is. Thus our proof that $\Phi_{p, q}$ is not convex or concave for $p>2$ and $q \neq p$ implies this part of Theorem 7.2

We now define one more trace function, and make a simple reformulation of Theorem 7.5 that will lead to another proof of the strong subadditivity of quantum entropy.

For any numbers $p, q>0$, and any positive integers $m$ and $n$, define $\Psi_{p, q}$ on $\mathbf{H}_{m n}^{+}$, veiwed as the space of linear operators on $\mathbb{C}^{m} \otimes \mathbb{C}^{n}$ by

$$
\begin{equation*}
\Psi_{p, q}(A)=\left\|\left(\operatorname{Tr}_{1} A^{p}\right)^{1 / p}\right\|_{q} . \tag{7.10}
\end{equation*}
$$

7.7 THEOREM. For $1 \leq p \leq 2$ and $q \geq 1, \Psi_{p, q}$ is convex on $\mathbf{H}_{m n}^{+}$, while for $0 \leq p \leq q \leq 1, \Psi_{p, q}$ is concave on $\mathbf{H}_{m n}^{+}$.

Proof: We shall apply Theorem 5.7. Let $\mathfrak{A}$ be the subalgebra of $\mathbf{M}_{m n}$, identified with $\mathbb{C}^{n} \otimes \mathbb{C}^{n}$, consisting of operators of the form $I_{m \times m} \otimes B, B \in \mathbf{M}_{n}$. By Theorem 5.7,

$$
I_{n \times n} \otimes \operatorname{Tr}_{1} A^{p}=\mathrm{E}_{\mathfrak{A}}\left(A^{p}\right),
$$

and so

$$
\begin{equation*}
\Psi_{p, q}\left(A^{p}\right)=n^{1 / q}\left\|\left(\mathrm{E}_{\mathfrak{A}}\left(A^{p}\right)\right)^{1 / p}\right\|_{q} . \tag{7.11}
\end{equation*}
$$

The fsctor of $n^{1 / q}$ does not affect the convexity properties of $\Psi_{p, q}$, and so it suffices to consider the convexity properties of $A \mapsto\left\|\left(\mathrm{E}_{\mathfrak{A}}\left(A^{p}\right)\right)^{1 / p}\right\|_{q}$.

By Theorem 4.13 and the remark following its proof, $\mathrm{E}_{\mathfrak{A}}\left(A^{p}\right)$ is a limit of operators $\mathcal{C}_{k}\left(A^{p}\right)$ of the form

$$
\begin{equation*}
\mathcal{C}_{k}\left(A^{p}\right)=\sum_{j=1}^{N_{k}} p_{k, j} I_{m \times m} \otimes W_{k, j} A^{p} I_{m \times m} \otimes W_{k, j}^{*} . \tag{7.12}
\end{equation*}
$$

where each $W_{k, j}$ is a unitary matrix in $\mathfrak{A}^{\prime}$ (which means that is has the form $I_{m \times m} \otimes U$ where $U$ is unitary in $\mathbf{M}_{n}$ ). But then

$$
\begin{aligned}
\Psi_{p, q}(A) & =\lim _{k \rightarrow \infty} \operatorname{Tr}\left[\left(\sum_{j=1}^{N_{k}} p_{k, j} W_{k, j} A^{p} W_{k, j}^{*}\right)^{1 / p}\right] \\
& =\lim _{k \rightarrow \infty} \operatorname{Tr}\left[\left(\sum_{j=1}^{N_{k}} p_{k, j}\left(p_{k, j}^{1 / p} W_{k, j} A W_{k, j}^{*}\right)^{p}\right)^{1 / p}\right] \\
& =\lim _{k \rightarrow \infty} \Phi_{p, q}\left(p_{k, 1}^{1 / p} W_{k, 1} A W_{k, 1}^{*}, \ldots, p_{k, N_{k}}^{1 / p} W_{k, N_{k}} A W_{k, N_{k}}^{*}\right) .
\end{aligned}
$$

since a limit of convex functions is convex, we see that $\Psi_{p, q}$ is convex or concave whenever $\Phi_{p, q}$ is. The reverse implication is even more elementary: To see this, suppose that the matrix $A$ in Theorem 7.7 is the block diagonal matrix whose $j$ th diagonal block is $A_{j}$. Then, clearly, $\Psi_{p, q}(A)=$ $\Phi_{p . q}\left(A_{1}, A_{2}, \ldots, A_{m}\right)$.

We now return to the theme with which we began this section, and explain how to deduce the strong subadditivity of quantum entropy from Theorem 7.7.

Let $\rho$ be a density matrix on $\mathcal{H}_{1} \otimes \mathcal{H}_{2}=\mathbb{C}^{m} \otimes \mathbb{C}^{n}$. Let $\rho_{1}=\operatorname{Tr}_{\mathcal{H}_{2}} \rho$ and $\rho_{2}=\operatorname{Tr}_{\mathcal{H}_{1}} \rho$ be its two partial traces. As in our previous discusion of subadditivity, we shall also use $\rho_{12}$ to denote the full density matrix $\rho$.

Then a simple calculation shows that

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} p} \Psi_{p, 1}(\rho)\right|_{p=1}=S\left(\rho_{2}\right)-S\left(\rho_{12}\right) . \tag{7.13}
\end{equation*}
$$

To see this, observe that for a positive operator $A$, and $\varepsilon$ close to zero,

$$
A^{1+\varepsilon}=A+\varepsilon A \ln A+\mathcal{O}\left(\varepsilon^{2}\right)
$$

At least in finite dimensions, one can take a partial trace of both sides, and the resulting identity still holds.

Applying this with $A=\rho=\rho_{12}$, we compute

$$
\operatorname{Tr}_{\mathcal{H}_{1}}\left(\rho^{1+\varepsilon}\right)=\rho_{2}+\varepsilon \operatorname{Tr}_{\mathcal{H}_{1}}\left(\rho_{12} \ln \rho_{12}\right)+\mathcal{O}\left(\varepsilon^{2}\right)
$$

Then, since to leading order in $\varepsilon, 1 /(1+\varepsilon)$ is $1-\varepsilon$,

$$
\left[\operatorname{Tr}_{\mathcal{H}_{1}}\left(\rho^{1+\varepsilon}\right)\right]^{1 /(1+\varepsilon)}=\rho_{2}+\varepsilon \operatorname{Tr}_{\mathcal{H}_{1}}\left(\left(\rho_{12} \ln \rho_{12}\right)-\varepsilon \rho_{2} \ln \rho_{2}+\mathcal{O}\left(\varepsilon^{2}\right)\right.
$$

Thus,

$$
\begin{equation*}
\operatorname{Tr}_{\mathcal{H}_{2}}\left(\left(\left[\operatorname{Tr}_{\mathcal{H}_{1}}\left(\left(\rho^{1+\varepsilon}\right)\right]^{1 /(1+\varepsilon)}\right)=1-\varepsilon S\left(\rho_{12}\right)+\varepsilon S\left(\rho_{2}\right)+\mathcal{O}\left(\varepsilon^{2}\right)\right.\right. \tag{7.14}
\end{equation*}
$$

This proves (7.13).
Now we apply Theorem 7.7. Let us take the case where $\mathcal{H}_{2}$ is repalced by a tensor product of two finite dimensional Hilbert spaces $\mathcal{H}_{2} \otimes \mathcal{H}_{3}$, so that we identify operators on $\mathcal{H}_{1} \otimes \mathcal{H}_{2} \otimes h_{3}$ with $\mathbf{M}_{m n}$ where $m=\operatorname{dim}\left(\mathcal{H}_{1}\right)$ and $n=\operatorname{dim}\left(\mathcal{H}_{2}\right) \times \operatorname{dim}\left(\mathcal{H}_{2}\right)$. Let $\mathfrak{A}$ denote the 8 -subalgebra of $\mathbf{M}_{m n}$ consisting of operators of the form $A \otimes I_{\mathcal{H}_{3}}$ where $A$ is an operator on $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$.

We now claim that for any density matrix $\rho_{123}$ on $\mathcal{H}_{1} \otimes \mathcal{H}_{2} \otimes \mathcal{H}_{3}$,

$$
\begin{equation*}
\Psi_{p, 1}\left(\rho_{123}\right) \geq \Psi_{p, 1}\left(\mathrm{E}_{\mathfrak{A}}\left(\rho_{123}\right)\right) \tag{7.15}
\end{equation*}
$$

. To see this, we apply Theorem 4.13 as in the proof of Theorem 7.7, together with the fact that the unitaries in $\mathfrak{A}^{\prime}$ are of the form $I_{\mathcal{H}_{1} \otimes \mathcal{H}_{2}} \otimes U$, where $U$ is unitary on $\mathcal{H}_{3}$.

Then by (7.13) and Theorem 5.7),

$$
\begin{aligned}
\left.\frac{\mathrm{d}}{\mathrm{~d} p} \Psi_{p, 1}\left(\mathrm{E}_{\mathfrak{A}}\left(\rho_{123}\right)\right)\right|_{p=1} & =S\left(\operatorname{Tr}_{\mathcal{H}_{1}}\left[\mathrm{E}_{\mathfrak{A}}\left(\rho_{123}\right)\right]\right)-S\left(\mathrm{E}_{\mathfrak{A}}\left(\rho_{123}\right)\right) \\
& \left.=S\left(\rho_{2}\right)-S\left(\rho_{12}\right)\right)
\end{aligned}
$$

Also, directly from (7.13),

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} p} \Psi_{p, 1}\left(\rho_{123}\right)\right|_{p=1}=S\left(\rho_{23}\right)-S\left(\rho_{123}\right) \tag{7.16}
\end{equation*}
$$

Then, since at $p=1$, both sides of (7.15) equal one,

$$
\left.S\left(\rho_{23}\right)-S\left(\rho_{123}\right) \geq S\left(\rho_{2}\right)-S\left(\rho_{12}\right)\right)
$$

which of course is equivalent to (6.10).
This shows that the strong subadditivity of quantum entropy is can be viewed as a consequence, via differentiation in $p$, of the inequality of Theorem 7.7. One may therefore view the inequality of Theorem 7.7 as a generlaization of the strong subadditivity inequality. For another $L^{p}$ inequality that can be differentiated to yield strong subadditivity, namely a Minkowski type inequality for traces of operaotrs on a tensor product of three Hilbert spaces, see [11, 12]. For other applications of Theorem 7.2, see [12].

### 7.3 Proof of the convexity of $A \mapsto \operatorname{Tr}\left[\left(B^{*} A^{p} B\right)^{q / p}\right]$

We now close this section by proving Theorem 7.2 , and thus completing the proofs of all of the theorems in this subsection.

We prepare the way for the proof of Theorem 7.2 with some lemma. The proof of convexity of $\Upsilon_{p, q}$ divides into two cases, namely $1 \leq q \leq p \leq 2$ and $1 \leq p \leq 2$ with $q>p$.

The latter case, $q>p$, is the easier one, and the next lemma takes care of it:
7.8 LEMMA. For $1 \leq p \leq 2$ and $q>p, \quad \Upsilon_{p, q}$ is convex on $\mathbf{H}_{n}^{+}$.

Proof: Since $r:=q / p \geq 1$ and since $B^{*} A^{p} B \geq 0$, we can write

$$
\begin{equation*}
\left\|B^{*} A^{p} B\right\|_{r}=\sup _{\substack{\|Y\|_{r^{\prime}} \leq 1, Y \geq 0}} \operatorname{Tr}\left(B^{*} A^{p} B Y\right) \tag{7.17}
\end{equation*}
$$

where $1 / r+1 / r^{\prime}=1$. Since $A^{p}$ is well known to be operator convex in $A$ for $1 \leq p \leq 2$, so is $B^{*} A^{p} B$. Since the right side of (7.17) is the supremum of a family of convex functions (note that $Y \geq 0$ is needed here) we conclude that $\left\|B^{*} A^{p} B\right\|_{r}$ is convex. $\left(\Upsilon_{p, q}(A)\right.$ is the $r$ th power of this quantity and is therefore convex.)

The case $q<p$ requires more tool. The first of these is a variational formula for $p$ th roots.
For $r>1$, and $c, x>0$, the arithmetic-geometric mean inequality says

$$
\frac{1}{r} c^{r}+\frac{r-1}{r} x^{r} \geq c x^{r-1},
$$

and hence

$$
\begin{equation*}
c=\frac{1}{r} \inf \left\{\frac{c^{r}}{x^{r-1}}+(r-1) x: x>0\right\} . \tag{7.18}
\end{equation*}
$$

With the infimum replaced by a supremum, the resulting formula is valid for for $0<r<1$, as one easily checks.

We shall build this into a variational formula for $\Upsilon_{p, q}$. It is first useful to note that since $B^{*} A^{p} B$ and $A^{p / 2} B B^{*} A^{p / 2}$ have the same spectrum,

$$
\begin{equation*}
\Upsilon_{p, q}(A)=\operatorname{Tr}\left[\left(A^{p / 2} B B^{*} A^{p / 2}\right)^{q / p}\right] . \tag{7.19}
\end{equation*}
$$

7.9 LEMMA. For any positive $n \times n$ matrix $A$, and with $r=p / q>1$,

$$
\begin{equation*}
\Upsilon_{p, q}(A)=\frac{1}{r} \inf \left\{\operatorname{Tr}\left[A^{p / 2} B \frac{1}{X^{r-1}} B^{*} A^{p / 2}+(r-1) X\right]: X>0\right\} \tag{7.20}
\end{equation*}
$$

where the infimum is taken over all positive $n \times n$ matrices $X$. Likewise, if the infimum replaced by a supremum, the resulting formula is valid for $r=p / q<1$.

Proof: Let $C=B^{*} A^{p / 2}$. By continuity we may assume that $C^{*} C$ is strictly positive. Then, for $r>1$, there is a minimizing $X$. Let

$$
Y=X^{1-r}
$$

and note that minimizing

$$
\operatorname{Tr}\left[A^{p / 2} B \frac{1}{X^{r-1}} B^{*} A^{p / 2}+(r-1) X\right]
$$

with respect to $X>0$ is the same as minimizing

$$
\operatorname{Tr}\left(C C^{*} Y+(r-1) Y^{-1 /(r-1)}\right)
$$

with respect to $Y>0$. Since the minimizing $Y$ is strictly positive, we may replace the minimizing $Y$ by $Y+t D$, with $D$ self adjoint, and set the derivative with respect to $t$ equal to 0 at $t=0$. This leads to $\operatorname{Tr} D\left[C C^{*}-Y^{-r /(r-1)}\right]=0$. Therefore $Y^{-r /(r-1)}=C C^{*}$ and we are done. The variational formula for $p / q<1$ is proved in the same manner.
7.10 LEMMA. If $f(x, y)$ is jointly convex, then $g(x)$ defined by $g(x)=\inf _{y} f(x, y)$ is convex. The analogous statement with convex replaced by concave and infimum replaced by supremum is also true.

Proof: For $\varepsilon>0$, choose $\left(x_{0}, y_{0}\right)$ and $\left(x_{1}, y_{1}\right)$ so that

$$
f\left(x_{0}, y_{0}\right) \leq g\left(x_{0}\right)+\varepsilon \quad \text { and } \quad f\left(x_{1}, y_{1}\right) \leq g\left(x_{1}\right)+\varepsilon .
$$

Then:

$$
\begin{aligned}
g\left((1-\lambda) x_{0}+\lambda x_{1}\right) & \leq f\left((1-\lambda) x_{0}+\lambda x_{1},(1-\lambda) y_{0}+\lambda y_{1}\right) \\
& \leq(1-\lambda) f\left(x_{0}, y_{0}\right)+\lambda f\left(x_{1}, y_{1}\right) \\
& \leq(1-\lambda) g\left(x_{0}\right)+\lambda g\left(x_{1}\right)+\varepsilon .
\end{aligned}
$$

On account of Lemmas 7.9 and 7.10 we shall be easily able to prove the stated convexity and concavity properties of $\Upsilon_{p, q}$ once we have proved:
7.11 LEMMA. The map

$$
\begin{equation*}
(A, X) \mapsto \operatorname{Tr}\left(A^{p / 2} B^{*} \frac{1}{X^{r-1}} B A^{p / 2}\right) \tag{7.21}
\end{equation*}
$$

is jointly convex on $\mathbf{H}_{n}^{+} \times \mathbf{H}_{n}^{+}$for all $1 \leq r \leq p \leq 2$ and is jointly concave for all $0<p<r<1$.
Proof: We first rewrite the right hand side of (7.21) in a more convenient form: Define

$$
Z=\left[\begin{array}{cc}
A & 0 \\
0 & X
\end{array}\right] \quad \text { and } \quad K=\left[\begin{array}{cc}
0 & 0 \\
B & 0
\end{array}\right] \quad \text { so that } \quad K^{*} Z^{1-p} K=\left[\begin{array}{cc}
B^{*} X^{1-p} B & 0 \\
0 & 0
\end{array}\right] .
$$

Then, by cyclicity of the trace, $\operatorname{Tr}\left(Z^{p} K^{*} Z^{1-r} K\right)=\operatorname{Tr}\left(A^{p / 2} B^{*} \frac{1}{X^{r-1}} B A^{p / 2}\right)$ Note that convexity/concavity of the left hand side in $Z$ is the same as convexity/concavity of the right hand side in $(A, X)$. The result now follows from Theorem 6.1, the Lieb Concavity Theorem and Theorem 6.2, the Ando Convexity Thoerem.
Proof of Theorem 7.2: By Lemma 7.11, the mapping in (7.21) is jointly convex for $1 \leq r \leq p \leq 2$. Then taking $r=p / q$, we have from Lemma 7.9 and Lemma $7.10 \Upsilon_{p, q}(A)=\inf _{X} f(A, X)$ where $f(A, X)$ is jointly convex in $A$ and $X$. The convexity of $\Upsilon_{p, q}$ now follows by Lemma 7.10. The concavity statement is proved in the same way. We have already observed that $\Phi_{p, q}$ inherits its convexity and concavity properties from those of $\Upsilon_{p, q}$, and thus, having shown in the proof of Theorem 7.5 that $\Phi_{p, q}$ is neither convex nor concave for $p>2$ and $q \neq p$, the same is true for $\Upsilon_{p, q}$.

## 8 Brascamp-Lieb type inequalities for traces

We recall the original Young's inequality: For non-negative measurable functions $f_{1}, f_{2}$ and $f_{3}$ on $\mathbb{R}$, and $1 / p_{1}+1 / p_{2}+1 / p_{3}=2$

$$
\begin{align*}
& \int_{\mathbb{R}^{2}} f_{1}(x) f_{2}(x-y) f_{3}(y) \mathrm{d} x \mathrm{~d} y \leq \\
&\left(\int_{\mathbb{R}} f_{1}^{p_{1}}(t) \mathrm{d} t\right)^{1 / p_{1}}\left(\int_{\mathbb{R}} f_{2}^{p_{2}}(t) \mathrm{d} t\right)^{1 / p_{2}}\left(\int_{\mathbb{R}} f_{3}^{p_{3}}(t) \mathrm{d} t\right)^{1 / p_{3}} . \tag{8.1}
\end{align*}
$$

Define the maps $\phi_{j}: \mathbb{R}^{2} \rightarrow \mathbb{R}, j=1,2,3$, by

$$
\phi_{1}(x, y)=x \quad \phi_{2}(x, y)=x-y \quad \text { and } \quad \phi_{3}(x, y)=y
$$

Then (8.1) can be rewritten as

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}\left(\prod_{j=1}^{3} f_{j} \circ \phi_{j}\right) \mathrm{d}^{2} x \leq \prod_{j=1}^{3}\left(\int_{\mathbb{R}} f_{j}^{p_{j}}(t) \mathrm{d} t\right)^{1 / p_{j}} \tag{8.2}
\end{equation*}
$$

There is now no particular reason to limit ourselves to products of only three functions, or to integrals over $\mathbb{R}^{2}$ and $\mathbb{R}$, or even any Euclidean space for that matter:
8.1 DEFINITION. Given measure spaces $(\Omega, \mathcal{S}, \mu)$ and $\left(M_{j}, \mathcal{M}_{j}, \nu_{j}\right), j=1, \ldots, N$, not necessarily distinct, together with measurable functions $\phi_{j}: \Omega \rightarrow M_{j}$ and numbers $p_{1}, \ldots, p_{N}$ with $1 \leq p_{j} \leq \infty, 1 \leq j \leq N$, we say that a generalized Young's inequality holds for $\left\{\phi_{1}, \ldots, \phi_{N}\right\}$ and $\left\{p_{1}, \ldots, p_{N}\right\}$ in case there is a finite constant $C$ such that

$$
\begin{equation*}
\int_{\Omega} \prod_{j=1}^{N} f_{j} \circ \phi_{j} \mathrm{~d} \mu \leq C \prod_{j=1}^{N}\left\|f_{j}\right\|_{L^{p_{j}}\left(\nu_{j}\right)} \tag{8.3}
\end{equation*}
$$

holds whenever $f_{j}$ is non negative and measurable on $M_{j}, j=1, \ldots, N$.

### 8.1 A generalized Young's inequality in the context of non commutative integration

In non commutative integration theory, as expounded by I. Segal and J. Dixmier, the basic data is an operator algebra $\mathcal{A}$ equipped with positive linear functional $\lambda$.

The algebra $\mathcal{A}$ corresponds to the algebra of bounded measurable functions, and applying the linear positive linear functional $\lambda$ to a positive operator corresponds to taking the integral of a positive function. That is,

$$
A \mapsto \lambda(A) \quad \text { corresponds to } \quad f \mapsto \int_{M} f \mathrm{~d} \nu
$$

To frame an analog of (8.3) in an operator algebra setting, we replace the measure spaces by non commutative integration spaces:

$$
\left(M_{j}, \mathcal{M}_{j}, \nu_{j}\right) \longrightarrow\left(\mathcal{A}_{j}, \lambda_{j}\right) \quad j=1, \ldots, N
$$

and

$$
(\Omega, \mathcal{S}, \mu) \longrightarrow(\mathcal{B}, \lambda)
$$

The right hand side of (8.3) is easy to generalize to the operator algebra setting; for $A \in(\mathcal{A}, \lambda)$, and $1 \leq q \leq \infty$, we define

$$
\|A\|_{q, \lambda}=\left(\lambda\left(A^{*} A\right)^{q / 2}\right)^{1 / q}
$$

Then the natural analog of the right hand side of (8.3) is

$$
\prod_{j=1}^{N}\left\|A_{j}\right\|_{\left(q_{j}, \lambda_{j}\right)}
$$

As for the left hand side of (8.3), regard $f_{j} \mapsto f_{j} \circ \phi_{j}$ as a $W^{*}$ algebra endomorphism (which, restricted to the algebra $L^{\infty}\left(M_{j}\right)$, it is), and suppose we are given $W^{*}$ endomorphisms

$$
\phi_{j}: \mathcal{A}_{j} \rightarrow \mathcal{A}
$$

Then each $\phi_{j}\left(A_{j}\right)$ belongs to $\mathcal{A}$, however in the non commutative case, the product of the $\phi_{j}\left(A_{j}\right)$ depends on the order, and need not be self adjoint even - let alone positive - even if each of the $A_{j}$ are positive.

Therefore, let us return to the left side of (8.3), and suppose that each $f_{j}$ is strictly positive. Then defining

$$
h_{j}=\ln \left(f_{j}\right) \quad \text { so that } \quad f_{j} \circ \phi_{j}=e^{h \circ \phi_{j}}
$$

we can then rewrite (8.3) as

$$
\begin{equation*}
\int_{\Omega} \exp \left(\sum_{j=1}^{N} h_{j} \circ \phi_{j}\right) \mathrm{d} \mu \leq C \prod_{j=1}^{N}\left\|e^{h_{j}}\right\|_{L^{p_{j}}\left(\nu_{j}\right)} \tag{8.4}
\end{equation*}
$$

We can now formulate our operator algebra analog of (8.3):
8.2 DEFINITION. Given non commutative integration spaces $(\mathcal{A}, \lambda)$ and $\left(\mathcal{A}_{j}, \lambda_{j}\right), j=1, \ldots, N$, together with $C^{*}$ algebra endomorphisms $\phi_{j}: \mathcal{A}_{j} \rightarrow \mathcal{A}, j=1, \ldots, N$, and indices $1 \leq p_{j} \leq \infty$, $j=1, \ldots, N$, a generalized Young's inequality holds for $\left\{\phi_{1}, \ldots, \phi_{N}\right\}$ and $\left\{p_{1}, \ldots, p_{N}\right\}$ if there is a finite constant $C$ so that

$$
\begin{equation*}
\lambda\left(\exp \left[\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right]\right) \leq C \prod_{j=1}^{N}\left(\lambda_{j} \exp \left[p_{j} H_{j}\right]\right)^{1 / p_{j}} \tag{8.5}
\end{equation*}
$$

whenever $H_{j}$ is self adjoint in $\mathcal{A}_{j}, j=1, \ldots, N$.
We are concerned with determining the indices and the best constant $C$ for which such an inequality holds, and shall focus on one example arising in mathematical physics.

### 8.2 A generalized Young's inequality for tensor products

Let $\mathcal{H}_{j}, j=1, \ldots, n$ be separable Hilbert spaces, and let Let $\mathcal{K}$ denote the tensor product

$$
\mathcal{K}=\mathcal{H}_{1} \otimes \cdots \otimes \mathcal{H}_{n}
$$

Define $\mathcal{A}$ to be $\mathcal{B}(\mathcal{K})$, the algebra of bounded operators on $\mathcal{K}$, and define $\lambda$ to be the trace $\operatorname{Tr}$ on $\mathcal{K}$, so that $(\mathcal{A}, \lambda)=(\mathcal{B}(\mathcal{K}), \operatorname{Tr})$.

For any non empty subset $J$ of $\{1, \ldots, n\}$, let $\mathcal{K}_{J}$ denote the tensor product

$$
\mathcal{K}_{J}=\otimes_{j \in J} \mathcal{H}_{j} .
$$

Define $\mathcal{A}_{J}$ be $\mathcal{B}\left(\mathcal{K}_{J}\right)$, the algebra of bounded operators on $\mathcal{K}_{J}$, and define $\lambda_{J}$ be the trace on $\mathcal{K}_{J}$, so that $\left(\mathcal{A}_{J}, \lambda_{J}\right)=\left(\mathcal{B}\left(\mathcal{K}_{J}\right), \operatorname{Tr}_{J}\right)$.

There are natural endomorphisms $\phi_{J}$ embedding the $2^{n}-1$ algebras $\mathcal{A}_{J}$ into $\mathcal{A}$. For instance, if $J=\{1,2\}$,

$$
\begin{equation*}
\phi_{\{1,2\}}\left(A_{1} \otimes A_{2}\right)=A_{1} \otimes A_{2} \otimes I_{\mathcal{H}_{3}} \otimes \cdots \otimes I_{\mathcal{H}_{N}} \tag{8.6}
\end{equation*}
$$

and is extended linearly.
It is obvious that in case $J \cap K=\emptyset$ and $J \cup K=\{1, \ldots, n\}$, then for all $H_{J} \in \mathcal{A}_{J}$ and $H_{K} \in \mathcal{A}_{K}$,

$$
\begin{equation*}
\operatorname{Tr}\left(e^{H_{J}+H_{K}}\right)=\operatorname{Tr}_{J}\left(e^{H_{J}}\right) \operatorname{Tr}_{K}\left(e^{H_{K}}\right), \tag{8.7}
\end{equation*}
$$

but things are more interesting when $J \cap K \neq \emptyset$ and $J$ and $K$ are both proper subsets of $\{1, \ldots, n\}$.
8.3 THEOREM (C. and Lieb, 2008). Let $J_{1}, \ldots, J_{N}$ be $N$ non empty subsets of $\{1, \ldots, n\}$ For each $i \in\{1, \ldots, n\}$, let $p(i)$ denote the number of the sets $J_{1}, \ldots, J_{N}$ that contain $i$, and let $p$ denote the minimum of the $p(i)$. Then, for self adjoint operators $H_{j}$ on $\mathcal{K}_{J_{j}}, j=1, \ldots, N$,

$$
\begin{equation*}
\operatorname{Tr}\left(\exp \left(\sum_{j=1}^{N} \phi_{J_{j}}\left(H_{j}\right)\right)\right) \leq \prod_{j=1}^{N}\left(\operatorname{Tr}_{J_{j}} e^{q H_{j}}\right)^{1 / q} \tag{8.8}
\end{equation*}
$$

for all $1 \leq q \leq p$, while for all $q>p$, it is possible for the left hand side to be infinite, while the right hand side is finite.

Note that in the generalized Young's inequality in Theorem 8.3, the constant $C$ in Definition (8.2) is 1 .

The fact that the the constant $C=1$ is best possible, and that the inequality cannot hold for $q>p$ is easy to see by considering the case that each $\mathcal{H}_{j}$ has finite dimension $d_{j}$, and $H_{j}=0$ for each $j$. Then

$$
\begin{gathered}
\operatorname{Tr}\left(\exp \left(\sum_{j=1}^{N} \phi_{J_{j}}\left(H_{j}\right)\right)\right)=\prod_{k=1}^{n} d_{k} \\
\prod_{j=1}^{N}\left(\operatorname{Tr}_{J_{j}} e^{q H_{j}}\right)^{1 / q}=\prod_{j=1}^{N} \prod_{k \in J_{j}} d_{k}^{1 / q}=\prod_{k=1}^{n} d_{k}^{p(k) / q} .
\end{gathered}
$$

Moreover, since for $q>p,\left(\operatorname{Tr} e^{p H_{j}}\right)^{1 / p}>\left(\operatorname{Tr} e^{q H_{j}}\right)^{1 / q}$, it suffices to prove the inequality (8.8) for $q=p$. We will do this later in this section.

As an example, consider the case of overlapping pairs with a periodic boundary condition:

$$
J_{j}=\{j, j+1\} \quad j=1, \ldots, n-1 \quad \text { and } \quad J_{n}=\{n, 1\}
$$

Here, $N=n$, and obviously $p=2$. Therefore,

$$
\begin{equation*}
\operatorname{Tr}\left(\exp \left(\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right)\right) \leq \prod_{j=1}^{N}\left(\operatorname{Tr} e^{2 H_{j}}\right)^{1 / 2} \tag{8.9}
\end{equation*}
$$

The inequality (8.9) has an interesting statistical mechanical interpretation as a bound on the partition function of an arbitrarily long chain of interacting spins in terms of a product of partition functions of simple constituent two-spin systems.

Again, the inequality (8.9) is non trivial dues to the "overlap" in the algebras $\mathcal{A}_{j}$.

### 8.3 Subadditivty of Entropy and Generalized Young's Inequalities

In the examples we consider, the positive linear functionals $\lambda$ under consideration are either traces or normalized traces. Throughout this section, we assume that our non commutative integration spaces $(\mathcal{A}, \lambda)$ are based on tracial positive linear functionals $\lambda$. that is, we require that for all $A, B \in \mathcal{A}$,

$$
\lambda(A B)=\lambda(B A)
$$

In such a non commutative integration space $(\mathcal{A}, \lambda)$, a probability density is a non negative element $\rho$ of $\mathcal{A}$ such that $\lambda(\rho)=1$. Indeed, the tracial property of $\lambda$ ensures that

$$
\lambda(\rho A)=\lambda(A \rho)=\lambda\left(\rho^{1 / 2} A \rho^{1 / 2}\right)
$$

so that $A \mapsto \lambda(\rho A)$ is a positive linear functional that is 1 on the identity.
Now suppose we have $N$ non commutative integration spaces $\left(\mathcal{A}_{j}, \lambda_{j}\right)$ and $C^{*}$ endomorphisms $\phi_{j}: \mathcal{A}_{j} \rightarrow \mathcal{A}$. Then these endomorphisms induce maps from the space of probability densities on $\mathcal{A}$ to the spaces of probability densities on the $\mathcal{A}_{j}$ :

For any probability density $\rho$ on $(\mathcal{A}, \lambda)$, let $\rho_{j}$ be the probability density on $\left(\mathcal{A}_{j}, \lambda_{j}\right)$ by

$$
\lambda_{j}\left(\rho_{j} A\right)=\lambda\left(\rho \phi_{j}(A)\right)
$$

for all $A \in \mathcal{A}_{j}$.
For example, in the setting we are discussion here, $\rho_{J_{j}}$ is just the partial trace of $\rho$ over $\otimes_{k \in J_{j}^{c}} \mathcal{H}_{k}$ leaving an operator on $\otimes_{k \in J_{j}} \mathcal{H}_{k}$.

In this section, we are concerned with the relations between the entropies of $\rho$ and the $\rho_{1}, \ldots, \rho_{N}$. The entropy of a probability density $\rho, S(\rho)$, is defined by

$$
S(\rho)=-\lambda(\rho \ln \rho)
$$

Evidently, the entropy functional is concave on the set of probability densities.
8.4 DEFINITION. Given tracial non commutative integration spaces $(\mathfrak{A}, \lambda)$ and $\left(\mathfrak{A}_{j}, \lambda_{j}\right), j=$ $1, \ldots, N$, together with $C^{*}$ algebra endomorphisms $\phi_{j}: \mathfrak{A}_{j} \rightarrow \mathfrak{A}, j=1, \ldots, N$, and numbers $1 \leq p_{j} \leq \infty, j=1, \ldots, N$, a generalized subadditivity of entropy inequality holds if there is a finite constant $C$ so that

$$
\begin{equation*}
\sum_{j=1}^{N} \frac{1}{p_{j}} S\left(\rho_{j}\right) \geq S(\rho)-\ln C \tag{8.10}
\end{equation*}
$$

for all probability densities $\rho$ in $\mathfrak{A}$.
8.5 THEOREM (Non-cummutative version of C. and Coredero-Erausquin). Let ( $\mathfrak{A}, \lambda$ ) and $\left(\mathfrak{A}_{j}, \lambda_{j}\right), j=1, \ldots, N$, be tracial non commutative integration spaces. Let $\phi_{j}: \mathfrak{A}_{j} \rightarrow \mathfrak{A}, j=1, \ldots, N$ be $C^{*}$ algebra endomorphisms.

Then for any numbers $1 \leq p_{j} \leq \infty, j=1, \ldots, N$, and any finite constant $C$, the generalized subadditivity of entropy inequality

$$
\sum_{j=1}^{N} \frac{1}{p_{j}} S\left(\rho_{j}\right) \geq S(\rho)-\ln C
$$

is true for all probability densities $\rho$ on $\mathfrak{A}$ if and only if the generalized Young's inequality

$$
\lambda\left(\exp \left[\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right]\right) \leq C \prod_{j=1}^{N}\left(\lambda_{j} \exp \left[p_{j} H_{j}\right]\right)^{1 / p_{j}}
$$

is true for all self adjoint $H_{j} \in \mathfrak{A}_{j}, j=1, \ldots, N$, with the same $p_{1}, \ldots, p_{N}$ and the same $C$.
Recall that the domain of definition of the von Neuman sentropy $S$ is extended from $\mathbf{S}_{n}$ to all of $\mathbf{H}_{n}$ by:

$$
S(A)= \begin{cases}-\lambda(A \ln A) & \text { if } A \geq 0 \text { and } \lambda(A)=1  \tag{8.11}\\ -\infty & \text { otherwise }\end{cases}
$$

In previous lectures, we have proved:
8.6 LEMMA. Let $\mathfrak{A}$ be $\mathcal{B}(\mathcal{H})$, the algebra of bounded operators on a separable Hilbert space $\mathcal{H}$. Let $\lambda$ denote either the trace $\operatorname{Tr}$ on $\mathcal{H}$, or, if $\mathcal{H}$ is finite dimensional, the normalized trace $\tau$. Then for all $A \in \mathfrak{A}_{\mathrm{sa}}$,

$$
-S(A)=\sup _{H \in \mathfrak{A}_{\mathrm{sa}}}\left\{\lambda(A H)-\ln \left(\lambda\left(e^{H}\right)\right)\right\}
$$

The supremum is an attained maximum if and only if $A$ is a strictly positive probability density, in which case it is attained at $H$ if and only if $H=\ln A+c I$ for some $c \in \mathbb{R}$. Consequently, for all $H \in \mathfrak{A}_{\mathrm{sa}}$,

$$
\ln \left(\lambda\left(e^{H}\right)\right)=\sup _{A \in \mathfrak{A}_{\mathrm{sa}}}\{\lambda(A H)+S(A)\}
$$

The supremum is a maximum at all points of the domain of $\ln \left(\lambda\left(e^{H}\right)\right)$, in which case it is attained only at the single point $A=e^{H} /\left(\lambda\left(e^{H}\right)\right)$.

Proof of Theorem 8.5: Suppose first that the generalized Young's inequality (8.5) holds. Then, for any probability density $\rho$ in $\mathfrak{A}$, and any self adjoint $H_{j} \in \mathfrak{A}_{j}, j=1, \ldots, N$, we have

$$
\begin{aligned}
-S(\rho) & \geq \lambda\left(\rho\left[\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right]\right)-\ln \left[\lambda\left(\exp \left[\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right]\right)\right] \\
& =\sum_{j=1}^{N} \lambda_{j}\left(\rho_{j} H_{j}\right)-\ln \left[\lambda\left(\exp \left[\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right]\right)\right] \\
& \geq \sum_{j=1}^{N} \lambda_{j}\left(\rho_{j} H_{j}\right)-\ln \left[C \prod_{j=1}^{N} \lambda_{j}\left(e^{p_{j} H_{j}}\right)^{1 / p_{j}}\right] \\
& =\sum_{j=1}^{N} \frac{1}{p_{j}}\left[\lambda_{j}\left(\rho_{j}\left[p_{j} H_{j}\right]\right)-\ln \left(\lambda_{j}\left(e^{\left[p_{j} H_{j}\right]}\right)\right)\right]-\ln C .
\end{aligned}
$$

Now choosing $p_{j} H_{j}$ to maximize $\lambda_{j}\left(\rho_{j}\left[p_{j} H_{j}\right]\right)-\ln \left(\lambda_{j}\left(e^{\left[p_{j} H_{j}\right]}\right)\right)$, we get

$$
\lambda_{j}\left(\rho_{j}\left[p_{j} H_{j}\right]\right)-\ln \left(\lambda_{j}\left(e^{\left[p_{j} H_{j}\right]}\right)\right)=-S\left(\rho_{j}\right)=\lambda_{j}\left(\rho_{j} \ln \rho_{j}\right)
$$

Next, suppose that the subadditivity inequality is true. Let the self adjoint operators $H_{1}, \ldots, H_{N}$ be given, and define

$$
\rho=\left[\lambda\left(\exp \left[\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right]\right)\right]^{-1} \exp \left[\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right] .
$$

Them by Lemma 8.6,

$$
\begin{aligned}
\ln \left[\lambda\left(\exp \left[\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right]\right)\right] & =\lambda\left(\rho\left[\sum_{j=1}^{N} \phi_{j}\left(H_{j}\right)\right]\right)+S(\rho) \\
& =\sum_{j=1}^{N} \lambda_{j}\left[\rho_{j} H_{j}\right]+S(\rho) \\
& \leq \sum_{j=1}^{N} \frac{1}{p_{j}}\left[\lambda_{j}\left[\rho_{j}\left(p_{j} H_{j}\right)\right]+S\left(\rho_{j}\right)\right]+\ln C \\
& \leq \sum_{j=1}^{N} \frac{1}{p_{j}} \ln \left[\lambda_{j}\left(\exp \left(p_{j} H_{j}\right)\right)\right]+\ln C
\end{aligned}
$$

## Proof of Theorem 8.3:

By Theorem 8.5, in order to prove Theorem 8.3, it suffices to prove the corresponding generalized subadditivity of entropy inequality for tensor products of Hilbert spaces, which we now formulate and prove.

The crucial tool that we use here is the strong subadditivity of the entropy; i.e., Theorem 6.6, except that we shall use a slightly different indexing of the various partial traces that is better adapted to our application.

Suppose, as in the case we are discussing, that we are given $n$ separable Hilbert spaces $\mathcal{H}_{1}, \ldots, \mathcal{H}_{n}$. As before, let $\mathcal{K}$ denote their tensor product, and for any non empty subset $J$ of $\{1, \ldots, n\}$, let $\mathcal{K}_{J}$ denote $\otimes_{j \in J} \mathcal{H}_{j}$.

For a density matrix $\rho$ on $\mathcal{K}$, and any non empty subset $J$ of $\{1, \ldots, n\}$, define $\rho_{J}=\operatorname{Tr}_{J^{c}}$ to be the density matrix on $\mathcal{K}_{J}$ induced by the natural injection of $\mathcal{B}\left(\mathcal{K}_{J}\right)$ into $\mathcal{B}(\mathcal{K})$. As noted above, $\rho_{J}$ is nothing other than the partial trace of $\rho$ over the complementary product of Hilbert spaces, $\otimes_{j \notin J} \mathcal{H}_{j}$.

The strong subadditivity of the entropy of Theorem 6.6 can be formulated as the statement that for all nonempty $J, K \subset\{1, \ldots, n\}$,

$$
\begin{equation*}
S\left(\rho_{J}\right)+S\left(\rho_{K}\right) \geq S\left(\rho_{J \cup K}\right)+S\left(\rho_{J \cap K}\right) \tag{8.12}
\end{equation*}
$$

In case $J \cap K=\emptyset$, it reduces to the ordinary subadditivity of the entropy, which is the elementary inequality

$$
\begin{equation*}
S\left(\rho_{J}\right)+S\left(\rho_{K}\right) \geq S\left(\rho_{J \cup K}\right) \quad \text { for } \quad J \cap K=\emptyset . \tag{8.13}
\end{equation*}
$$

Combining these, we have

$$
\begin{align*}
S\left(\rho_{\{1,2\}}\right)+S\left(\rho_{\{2,3\}}\right)+S\left(\rho_{\{3,1\}}\right) & \geq S\left(\rho_{\{1,2,3\}}\right)+S\left(\rho_{\{2\}}\right)+S\left(\rho_{\{1,3\}}\right) \\
& \geq 2 S\left(\rho_{\{1,2,3\}}\right), \tag{8.14}
\end{align*}
$$

where the first inequality is the strong subadditivity (8.12) and the second is the ordinary subadditivity (8.13). Thus, for $n=3$ and $J_{1}=\{1,2\}, J_{2}=\{2,3\}$ and $J_{3}=\{3,1\}$, we obtain

$$
\frac{1}{2} \sum_{j=1}^{N} S\left(\rho_{J_{j}}\right) \geq S(\rho)
$$

8.7 THEOREM. Let $J_{1}, \ldots, J_{N}$ be $N$ non empty subsets of $\{1, \ldots, n\}$ For each $i \in\{1, \ldots, n\}$, let $p(i)$ denote the number of the sets $J_{1}, \ldots, J_{N}$ that contain $i$, and let $p$ denote the minimum of the $p(i)$. Then

$$
\begin{equation*}
\frac{1}{p} \sum_{j=1}^{N} S\left(\rho_{J_{j}}\right) \geq S(\rho) \tag{8.15}
\end{equation*}
$$

for all density matrices $\rho$ on $\mathcal{K}=\mathcal{H}_{1} \otimes \cdots \otimes \mathcal{H}_{n}$.
Proof: Simply use strong subadditivty to combine overlapping sets to produce as many "complete" sets as possible, as in the example above. Clearly, there can be no more than $p$ of these. If $p(i)>p$ for some indices $i$, there will be "left over" partial sets. The entropy is always non negative, and therefore, discarding the corresponding entropies gives us $\sum_{j=1}^{N} S\left(\rho_{J_{j}}\right) \geq p S(\rho)$, and hence the inequality.
Proof of Theorem 8.3: This now follows directly from Theorem 8.5 and Theorem 8.7.
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