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#### Abstract

Given a distribution belonging to a sub-elliptic Sobolev space with respect to a system of locally Lipschitz vector fields, we study the problem of its membership to sharp trace spaces with respect to a given Borel measure. Various applications to geometric trace inequalities and to optimal regularity theorems for solutions of quasilinear sub-elliptic equations are presented.
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## 1. - Introduction and statement of the results

In recent years there has been an explosion of interest in the study of Carnot-Carathéodory spaces. These are metric spaces whose distance is generated by the sub-unit curves relative to a system of non-commuting vector fields. They arise naturally in the study of boundary value problems in several complex variables, in CR geometry, in the study of quasi-conformal mappings between nilpotent Lie groups and in control theory. For all these aspects we refer the reader to the recent monographs [53], [97], [59], [6], and also to the bibliography of this paper for an extensive account. There exists also a continuously growing literature in the analysis of the relevant partial differential equations arising in this context, but in this direction the advances are not, to present day, as susbstantial as one might desire. This is mainly due on one hand to
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the complexity of the underlying sub-Riemannian geometry, on the other hand to the considerable difficulties posed by the presence of characteristic points. As a result many basic questions remain nowadays open.

In the study of boundary value problems for sub-elliptic equations it is important to know when the a priori integrability requirements on the horizontal derivatives of the solution guarantee that the latter possess a trace in some $L^{p}$ space on the boundary of the relevant domain. This question is subtle already in the classical setting of ordinary Sobolev spaces since the boundary of the domain is a set of measure zero. In the sub-elliptic context the presence of characteristic points of the system $X$ on the boundary complicates matters considerably. The problem of traces also arises naturally in the study of the regularity of minimal surfaces [57]. For Carnot-Carathéodory spaces the existence of such surfaces has been recently proved in [54]. This paper represents a first step in trying to understand the trace problem in Carnot-Carathéodory spaces. We focus on functions which possess integrable generalized derivatives with respect to a system $X=\left\{X_{1}, \ldots, X_{m}\right\}$ of vector fields in $\mathbb{R}^{n}$, with $X_{j}=\sum_{k=1}^{n} b_{j k} \frac{\partial}{\partial x_{k}}$ having real-valued locally Lipschitz coefficients $b_{j k}$. The interest for working with minimally smooth vector fields stems from the following considerations: It includes on one hand the important case of $C^{\infty}$ systems of Hörmander type, on the other hand it also incorporates the general subelliptic operators studied in [84], [35] since by the results in [85] the factorization matrix of a smooth positive semi-definite matrix has in general at most Lipschitz continuous entries. A further motivation comes from the fact that there are interesting classes of operators (such as, e.g., the Baouendi-Grushin ones) which arise from systems of non-smooth vector fields.

For a given open set $\Omega \subset \mathbb{R}^{n}$, we consider the space of weak Sobolev functions

$$
\mathcal{L}^{1, p}(\Omega)=\left\{f \in L^{p}(\Omega) \mid X_{j} f \in L^{p}(\Omega), j=1, \ldots, m\right\}, \quad 1 \leq p \leq \infty,
$$

which, endowed with the norm

$$
\|u\|_{\mathcal{L}^{1, p}(\Omega)}=\|u\|_{L^{p}(\Omega)}+\|X u\|_{L^{p}(\Omega)},
$$

is a Banach space. Hereafter, the notation $X_{j} f$ stands for the distributional derivative of $f$ along the vector field $X_{j}$ defined by

$$
\left\langle X_{j} f, \phi\right\rangle=\int_{\Omega} f X_{j}^{*} \phi d x \quad \text { for any } \phi \in C_{0}^{\infty}(\Omega),
$$

where $X_{j}^{*}=-\sum_{k=1}^{n} \frac{\partial}{\partial x_{k}}\left(b_{j k}.\right)$ is the formal adjoint of $X_{j}$. We also need to introduce the Sobolev spaces of functions having strong derivatives in $L^{p}(\Omega)$ along the vector fields $X_{1}, \ldots, X_{m}$

$$
S^{1, p}(\Omega)={\overline{C^{\infty}(\Omega) \cap \mathcal{L}^{1, p}(\Omega)}}^{\| \|_{\mathcal{L}^{1, p}}(\Omega)},
$$

and those with zero generalized trace on $\partial \Omega$

$$
\stackrel{\circ}{S}^{1, p}(\Omega)={\overline{C_{0}^{\infty}(\Omega)}}^{\| \|_{\mathcal{L}^{1, p}(\Omega)}}
$$

A piecewise $C^{1}$ curve $\gamma:[0, T] \rightarrow \mathbb{R}^{n}$ is called sub-unit [34] if whenever $\gamma^{\prime}(t)$ exists one has

$$
\left\langle\gamma^{\prime}(t), \xi\right\rangle^{2} \leq \sum_{j=1}^{m}\left\langle X_{j}(\gamma(t)), \xi\right\rangle^{2} \quad \text { for every } \xi \in \mathbb{R}^{n}
$$

We note explicitly that the above inequality forces $\gamma^{\prime}(t)$ to belong to the span of $\left\{X_{1}(\gamma(t)), \ldots, X_{m}(\gamma(t))\right\}$. The sub-unit length of $\gamma$ is by definition $l_{s}(\gamma)=T$. Given $x, y \in \mathbb{R}^{n}$, we denote by $\mathcal{S}(x, y)$ the collection of all sub-unit curves joining $x$ to $y$. Throughout this paper we will make the following basic assumption: $\mathcal{S}(x, y) \neq \emptyset$ for any $x, y \in \mathbb{R}^{n}$. Such hypothesis implies that if one lets

$$
d(x, y)=\inf \left\{l_{s}(\gamma) \mid \gamma \in \mathcal{S}(x, y)\right\}
$$

then $d(x, y)<\infty$ for any $x, y \in \mathbb{R}^{n}$. It is then easy to recognize that $d$ defines a distance on $\mathbb{R}^{n}$, usually known as the control, or Carnot-Carathéodory distance, associated to the system $X$.

The main properties of $d$ are discussed in, e.g., [83] or [97]. It is easy to recognize that when $X=\left\{\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right\}$, then $d(x, y)=d_{e}(x, y):=|x-y|$. We will denote $B(x, R)=\left\{y \in \mathbb{R}^{n} \mid d(x, y)<R\right\}$ and $B_{e}(x, R)=\{y \in$ $\left.\mathbb{R}^{n} \mid d_{e}(x, y)<R\right\}$, respectively the metric and Euclidean ball centered at $x$ with radius $R$. When $B=B(x, R)$, we simply write $\alpha B$ for $B(x, \alpha R)$.

Our primary concern is the following
Problem. For which nonnegative Borel measures $\mu$ and $1 \leq p \leq q<\infty$ does the a priori inequality

$$
\begin{equation*}
\left(\int_{B}\left|u-u_{B, \mu}\right|^{q} d \mu\right)^{\frac{1}{q}} \leq C\left(\int_{2 B}|X u|^{p} d x\right)^{\frac{1}{p}}, \quad u \in C^{\infty}(2 B) \tag{1.1}
\end{equation*}
$$

hold?
In (1.1) we have let $u_{B, \mu}=\frac{1}{\mu(B)} \int_{B} u d \mu$, whereas $X u=\left(X_{1} u, \ldots, X_{m} u\right)$ denotes the horizontal gradient of $u$. Clearly, $|X u|=\left(\sum_{j=1}^{m}\left(X_{j} u\right)^{2}\right)^{\frac{1}{2}}$. Besides its obvious relevance as a generalized Sobolev type inequality (with respect to two different measures), the interest of an estimate such as (1.1) lies in the fact it can be thought of as a trace inequality. Indeed, this is easily understood in the classical situation when $X=\left\{\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right\}$, in which case one has $d=d_{e}$. If $\mathcal{M}$ is a compact $C^{1}$ manifold with volume element $d \sigma$, and we let

$$
\mu(E) \stackrel{\text { def }}{=} \sigma(E \cap \mathcal{M})
$$

then (1.1) reads

$$
\begin{equation*}
\left(\int_{B \cap \mathcal{M}}\left|u-u_{B, \sigma}\right|^{q} d \sigma\right)^{\frac{1}{q}} \leq C\left(\int_{B}|D u|^{p} d x\right)^{\frac{1}{p}}, \quad u \in C^{\infty}(B) \tag{1.2}
\end{equation*}
$$

where $u_{B, \sigma}=\frac{1}{\sigma(B \cap \mathcal{M})} \int_{B \cap \mathcal{M}} u d \sigma$. In this case it is a classical result that the trace theorem (1.2) holds for any $1 \leq p<n$ with $q=p \frac{n-1}{n-p}$, see, e.g., [71, Theorem 6.4.1, p. 316].

For a Carnot-Carathéodory space the validity of an inequality such as (1.1) is a more delicate question. As it will be clear from the proofs, the full thrust of the elaborate theory developed in [54] will be needed. The case $p=1$ has a special geometric relevance. In this context we note that no improvement in the exponent of integrability is possible in the example considered in (1.2), which now reads

$$
\int_{B \cap \mathcal{M}}\left|u-u_{B, \sigma}\right| d \sigma \leq C \int_{B}|D u| d x, \quad u \in C^{\infty}(B) .
$$

In the (geometric) case $p=1$ the main motivation for studying the above problem comes from the study of isoperimetric and Sobolev inequalities in Carnot-Carathéodory spaces, $B V$ functions, minimal surfaces and their regularity, see [54], [95]. In the nongeometric case $p>1$, one is naturally led to trace inequalities such as (1.1) when studying the Dirichlet and Neumann problems in stratified, nilpotent Lie groups, or more generally in CR geometry. In either cases, the presence of characteristic points makes surface measure unsuitable since the latter does not scale correctly with respect to the underlying anisotropic group dilations and finding the ad hoc replacement for it becomes a crucial question. The inequality (1.1) is also related to the Fefferman-Phong trace inequality established by one of us in [28]

$$
\begin{equation*}
\int_{B}\left|u-u_{B}\right|^{p} V d x \leq C \int_{B}|X u|^{p} d x, \quad u \in C^{\infty}(B), \quad 1<p \tag{1.3}
\end{equation*}
$$

where $V$ is a nonnegative function in the generalized Morrey space $M^{s, p s}$, and to its various applications to linear and nonlinear subelliptic pde's. In the Euclidean setting there exists a large literature on this subject, going back to some pioneering work of Maz'ya [80], and continuing up to recently, see [33], [20], [21], [70], [23], [81]. We also refer the reader to the enlightening paper of F. Chiarenza [22] for various open problems connected with trace inequalities. It is clear that when $d \mu=V d x$, then (1.1) is related to (1.3) although as we will see neither inequality implies the other.

To state our main results we need to introduce the relevant assumptions. Throughout the paper we will use extensively the openness of the CarnotCarathéodory balls in the (Euclidean) topology of $\mathbb{R}^{n}$. When the vector fields are $C^{\infty}$ and satisfy the finite rank condition: $\operatorname{rankLie}\left[X_{1}, \ldots, X_{m}\right](x)=n$ for
every $x \in \mathbb{R}^{n}$, then this property can be deduced from the following estimate obtained in [83]: For every connected $\Omega \subset \subset \mathbb{R}^{n}$ there exist $C, \epsilon>0$ such that

$$
C d_{e}(x, y) \leq d_{\Omega}(x, y) \leq C^{-1} d_{e}(x, y)^{\epsilon}, \quad x, y \in \Omega .
$$

Here, $d_{\Omega}$ is the Carnot-Carathéodory distance defined by sub-unit curves whose trace lies in $\Omega$. We note that Chow's accessibility theorem guarantees that for any $x, y \in \Omega$ there exists such a curve connecting $x$ to $y$, see, e.g., [6]. Since, obviously, $d(x, y) \leq d_{\Omega}(x, y)$ for any $x, y \in \Omega$, we obtain

$$
d(x, y) \leq C^{-1} d_{e}(x, y)^{\epsilon}, \quad x, y \in \Omega .
$$

This implies the (Euclidean) openness of the metric balls. This fact, however, is not guaranteed in our general framework (see [6, p. 18]), therefore we will introduce it as a hypothesis:

$$
\begin{equation*}
i:\left(\mathbb{R}^{n}, d_{e}\right) \rightarrow\left(\mathbb{R}^{n}, d\right) \quad \text { is continuous } . \tag{H.1}
\end{equation*}
$$

(H.1) is a qualitative assumption (a stronger (localized) quantitative version of (H.1) appears in [34]). Interestingly, it implies that the metric topology is in fact equivalent to the Euclidean one, see Remark 1.3 below. An important consequence of (H.1) is Proposition 2.3 below. We also need to make the following two basic quantitative assumptions. Given a function $u$ and a Lebesgue measurable set $E$, let $u_{E}=|E|^{-1} \int_{E} u d x$.
(H.2) For every bounded set $U \subset \mathbb{R}^{n}$ there exist constants $C_{1}, R_{0}>0$ such that for $x_{0} \in U$ and $0<R<R_{0}$ one has

$$
\left|B\left(x_{0}, 2 R\right)\right| \leq C_{1}\left|B\left(x_{0}, R\right)\right| .
$$

(H.2) expresses the familiar "doubling condition", which is requested to in any space of homogeneous type [26]. Along with (H.2), we also assume the following weak- $L^{1}$ Poincaré type inequality
(H.3) Given $U$ as in (H.2), there exist constants $C_{2}, R_{0}>0$ and $\alpha \geq 1$ such that for any $x_{0} \in U, 0<R<R_{0}$ and $u \in C^{1}\left(B\left(x_{0}, \alpha R\right)\right.$, one has

$$
\left.\sup _{\lambda>0}\left[\lambda| | x \in B| | u(x)-u_{B} \mid>\lambda\right\} \mid\right] \leq C_{2} R \int_{\alpha B}|X u| d x .
$$

Henceforth, if $U \subset \mathbb{R}^{n}$ is a fixed bounded set the relative quantities $C_{1}, C_{2}, R_{0}$ and $\alpha$ in the above hypothesis will always denote what we call the characteristic local parameters of $U$. Of special relevance will be the (positive) number

$$
Q=\log _{2} C_{1}
$$

which we call the homogeneous dimension of $U$. It is easy to see that (H.1) implies

$$
\begin{equation*}
\left|B\left(x_{0}, t R\right)\right| \geq C_{1}^{-1} t^{Q}\left|B\left(x_{0}, R\right)\right|, \quad x_{0} \in U, \quad 0<t \leq 1, \quad 0<R \leq R_{0} . \tag{1.4}
\end{equation*}
$$

Remark 1.1. It is important to observe that in many situations of interest the number $R_{0}$ can be taken to be $+\infty$ in (H.1), (H.2). This is the case, e.g., of all stratified nilpotent Lie groups, where we take as $d x$ a bi-invariant Haar measure on the group, see [37], [38], or, more in general, of groups of polynomial type [97]. We recall that in this setting a simple proof of a Poincaré inequality stronger than (H.2) can be found in [96]. When $X$ is a system of $C^{\infty}$ vector fields satisfying the finite rank condition [65]: rankLie $\left[X_{1}, \ldots, X_{m}\right] \equiv n$, then (H.1), (H.2) respectively follow from the deep works [83] and [67]. Our results also cover the case of a Riemannian manifold $M^{n}$ with nonnegative Ricci tensor. In this context, with $d x$ denoting the Riemannian volume form, (H.2) follows from Bishop's comparison theorem [24], whereas (H.3) was proved by Buser [13] for $X=\nabla_{M}$, the Riemannian gradient. Finally, we give some interesting examples of non-smooth vector fields to which our results apply. Consider, for instance, the simplest model of Baouendi-Grushin vector fields [5], [60]

$$
X_{1}=\frac{\partial}{\partial x}, \quad X_{2}=|x|^{\beta} \frac{\partial}{\partial y} \quad \text { in } \mathbb{R}^{2} .
$$

The system $X=\left\{X_{1}, X_{2}\right\}$ is not of Hörmander type if $\beta \neq 2 k$, nonetheless (H.1), (H.2) hold thanks to the works [42], [43], [44]. (H.1), (H.2) also hold in the more general settings of the papers [47], [39], [41].

The general assumptions (H.1), (H.2) present some subtle topological issues that need to be dealt with. We refer the reader to the books [6], [53] for this aspect, confining ourselves to recall the following elementary, yet useful result from [54].

Proposition 1.2. Let $\left(\mathbb{R}^{n}\right.$, d) be a Carnot-Carathéodory space as above. The inclusion $i:\left(\mathbb{R}^{n}, d\right) \rightarrow\left(\mathbb{R}^{n}, d_{e}\right)$ is continuous.

Remark 1.3. As a consequence of Proposition 1.2 we note that, if we assume (H.1), then the Euclidean topology coincides with that generated by the Carnot-Carathéodory metric.

At this point we can state our main results.
Theorem 1.4 (Geometric trace inequality). Suppose (H.1)-(H.3) hold. Fix a bounded, open set $U \subset \mathbb{R}^{n}$, and let $\mu$ be a nonnegative Borel measure on $\mathbb{R}^{n}$. Suppose that for $x \in U$ and $0<r<R_{0}$ one has

$$
\begin{equation*}
\mu(B(x, r)) \leq M \frac{|B(x, r)|}{r} \tag{1.5}
\end{equation*}
$$

for some $M>0$. There exist positive constants $C=C\left(C_{1}, C_{2}\right), d_{0}=d_{0}(U)$ such that for any $x_{0} \in U, 0<R \leq d_{0}$ one has for $B=B\left(x_{0}, R\right), B^{*}=B\left(x_{0}, 2 R\right)$ :

1. If $u \in \mathcal{L}^{1,1}\left(B^{*}\right)$, then there exists a uniquely determined $\tilde{u} \in L^{1}\left(B^{*}, d \mu\right)$ such that

$$
\begin{equation*}
\int_{B}\left|\tilde{u}-\tilde{u}_{B, \mu}\right| d \mu \leq C M \int_{B^{*}}|X u| d x \tag{1.6}
\end{equation*}
$$

2. Furthermore, when $u \in C^{1}\left(B^{*}\right) \cap \mathcal{L}^{1,1}\left(B^{*}\right)$, then $\tilde{u}=u$ in (1.6).
3. Finally, if $u \in \stackrel{\circ}{S}^{1,1}(B)$ then we have

$$
\begin{equation*}
\int_{B}|\tilde{u}| d \mu \leq C M \int_{B}|X u| d x . \tag{1.7}
\end{equation*}
$$

Condition (1.5) is also necessary for (1.6), hence for (1.7).
The proof of Theorem 1.4 rests on various delicate facts. A crucial ingredient is the following covering theorem which extends to the setting of this paper a basic result of Federer [32, Section 4.5.4]. Given a measurable set $E \subset \mathbb{R}^{n}$ and $x \in \mathbb{R}^{n}$ we let

$$
\bar{D}(E, x)=\limsup _{r \rightarrow 0} \frac{|E \cap B(x, r)|}{|B(x, r)|},
$$

and call the function $\bar{D}(x, r)$ the upper density of $E$ at $x$. We also need to recall the notion of $X$-perimeter introduced in [15], see also [54]. We mention that a slightly different notion of subelliptic perimeter was set forth in [40], simultaneously to (and independently from) the work [15]. Such two notions are in fact equivalent, see [48]. Consider an open set $\Omega \subset \mathbb{R}^{n}$ and define
$\mathcal{F}(\Omega)=\left\{\phi=\left(\phi_{1}, \ldots, \phi_{m}\right) \in C_{0}^{1}\left(\Omega ; \mathbb{R}^{m}\right) \left\lvert\,\|\phi\|_{\infty}=\sum_{x \in \Omega}\left(\sum_{j=1}^{m}\left|\phi_{j}(x)\right|^{2}\right)^{\frac{1}{2}} \leq 1\right.\right\}$.
For a given $u \in L_{\text {loc }}^{1}(\Omega)$ the $X$-variation of $u$ with respect to $\Omega$ is defined as

$$
\operatorname{Var}_{X}(u ; \Omega)=\sup _{\phi \in \mathcal{F}(\Omega)} \int_{\Omega} u(x) \sum_{j=1}^{m} X_{j}^{*} \phi_{j}(x) d x
$$

If $E \subset \mathbb{R}^{n}$ is measurable, then the $X$-perimeter of $E$ relative to $\Omega$ is defined by

$$
P_{X}(E ; \Omega)=\operatorname{Var}_{X}\left(\chi_{E} ; \Omega\right)
$$

where $\chi_{E}$ denotes the characteristic function of $E$. We say that a measurable set $E \subset \mathbb{R}^{n}$ is a $X$-Caccioppoli set if $P_{X}(E ; \Omega)<\infty$ for any $\Omega \subset \subset \mathbb{R}^{n}$.

Theorem 1.5. Suppose (H.1)-(H.3) hold. Fix a bounded set $U \subset \mathbb{R}^{n}$. There exists a positive number $d_{0}=d_{0}(U)>0$ such that for $x_{0} \in U, 0<R \leq d_{0}$, and for any measurable set $E \subset B=B\left(x_{0}, R\right)$ one has: If

$$
\bar{D}(E, x)>\tau
$$

for every $x \in E$ and for some $\frac{1}{4}<\tau<\frac{1}{2}$, then there exist a constant $C=$ $C\left(C_{1}, C_{2}, \tau\right)>0$ and a sequence of balls $\left\{B\left(x_{i}, k r_{i}\right)\right\}_{i \in \mathbb{N}}$ such that
(i) $E \subset \bigcup_{i=1}^{\infty} B\left(x_{i}, k r_{i}\right)$;
(ii) $B\left(x_{i}, r_{i}\right) \cap B\left(x_{j}, r_{j}\right)=\emptyset \quad$ if $i \neq j$;
(iii) $\sum_{i=1}^{\infty} \frac{\left|B\left(x_{i}, r_{i}\right)\right|}{r_{i}} \leq C P_{X}\left(E ; \mathbb{R}^{n}\right)$.

The key to the proof of Theorem 1.5 is the following basic relative isoperimetric inequality established in [54, Theorem 1.28]:

Theorem 1.6. We assume (H.1)-(H.3). Let $E \subset \mathbb{R}^{n}$ be a $X$-Caccioppoli set. For any bounded set $U \subset \mathbb{R}^{n}$, with local homogeneous dimension $Q$, there exists $C_{3}=C_{3}\left(C_{1}, C_{2}\right)>0$ and $R_{0}>0$ such that for $B=B\left(x_{0}, R\right)$, with $x_{0} \in U$ and $0<R<R_{0}$, one has

$$
\begin{equation*}
\min \left(|E \cap B|,\left|E^{c} \cap B\right|\right)^{\frac{Q-1}{Q}} \leq C_{3} R|B|^{-\frac{1}{Q}} P_{X}(E ; B) \tag{1.8}
\end{equation*}
$$

It is worthwile observing that when $X=\left\{\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right\}$, then (H.2) holds with $U=\mathbb{R}^{n}, R_{0}=\infty$, and $C_{1}=2^{n}$. In this case Theorem 1.6 gives back the classical relative isoperimetric inequality due to De Giorgi, Federer, Maz'ya et al. It should be mentioned that related isoperimetric and Sobolev inequalities inequalities have been independently obtained in [8], [45], [78]. The results in these papers, however, do not seem to fully cover the context of Theorem 1.6. We also mention the note [62], in which the authors announce interesting generalizations of sharp Sobolev imbeddings to the setting of Sobolev spaces on metric spaces [61], and the preprint "Sobolev met Poincaré", by the same authors.

We stress the crucial presence of the scaling factor $R|B|^{-\frac{1}{Q}}$ in the right hand side of (1.8). Such factor allows to connect in an important way the notion of $X$ perimeter to a special Hausdorff measure generated by the Carnot-Carathéodory metric $d(x, y)$. To make this point precise we introduce a definition. Given an open set $\Omega \subset \mathbb{R}^{n}$ we say that $\Omega$ admits an interior corkscrew at $x_{0} \in \partial \Omega$ if for some $K>0$ and $R_{0}>0$, and any $0<r<R_{0}$, one can find $A_{r}\left(x_{0}\right) \in \Omega$ such that

$$
\frac{r}{K}<d\left(A_{r}\left(x_{0}\right), x_{0}\right) \leq r, \quad \operatorname{dist}\left(A_{r}\left(x_{0}\right), \partial \Omega\right)>\frac{r}{K}
$$

If in the above the same $K$ and $R_{0}$ work for every $x_{0} \in \partial \Omega$, then we say that $\Omega$ has the uniform interior corkscrew condition. Finally, $\Omega$ is said to satisfy the uniform corkscrew condition if both $\Omega$ and $\Omega^{c}$ fulfill the uniform interior corkscrew condition. Next, for $s>0$ we denote by $\mathcal{H}^{s}$ the $s$-dimensional Hausdorff measure in $\mathbb{R}^{n}$ constructed using the Carnot-Carathéodory metric $d(x, y)$, see, e.g., [32] or [79]. We recall that when $X=\left\{\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right\}$, and therefore $d(x, y)=d_{e}(x, y)$, then the following important result holds, see, e.g., [32] or [31]: Suppose that $E \subset \mathbb{R}^{n}$ is a bounded Lipschitz domain. There exist constants $\alpha, \beta>0$, depending on $n \in \mathbb{N}$ and on the Lipschitz character of $E$, such that

$$
\begin{equation*}
\alpha P(E) \leq \mathcal{H}^{n-1}(\partial E) \leq \beta P(E) . \tag{1.9}
\end{equation*}
$$

Here, $P(E)$ denotes the perimeter of $E$ according to De Giorgi. We note, in passing, that Lipschitz domains possess the uniform corkscrew condition with respect to the Euclidean metric. More in general, every NTA domain as in [68] has this property, see also [18] for a study of NTA domains in the context of Carnot-Carathéodory spaces and for a discussion of various basic examples. In our setting we have the following

Theorem 1.7. We suppose that (H.1)-(H.3) hold. Let $U \subset \mathbb{R}^{n}$ be a bounded, open set having homogeneous dimension $Q$. If $E \subset \bar{E} \subset U$ satisfies the uniform corkscrew condition with relative parameters $K$ and $R_{0}$, then there exists a constant $C=C\left(U, X, C_{1}, C_{2}, K, n\right)>0$ such that

$$
\mathcal{H}^{Q-1}(\partial E) \leq C P_{X}\left(E ; \mathbb{R}^{n}\right) .
$$

Influenced by (1.9) one might think that a two-sided inequality in Theorem 1.7 be possible, but this intuition fails miserably. A counter-example is given after the proof of Theorem 1.7 in Section 3. However, we conjecture that the opposite inequality should hold for the important class of stratified, nilpotent Lie groups. Strong evidence in support of this conjecture comes from the following

Theorem 1.8. Let $\mathbb{H}^{n}$ be the Heisenberg group with homogeneous dimension $Q=2 n+2$, see [38], [92]. Suppose that $E \subset \mathbb{H}^{n}$ is a bounded open set such that $\partial E$ is a $C^{2}$ compact manifold. There exist $\alpha, \beta>0$ such that

$$
\alpha P_{X}\left(E ; \mathbb{H}^{n}\right) \leq \mathcal{H}^{Q-1}(\partial E) \leq \beta P_{X}\left(E ; \mathbb{H}^{n}\right) .
$$

We warn the unfamiliar reader that Theorems 1.7 and 1.8 rest on a number of nontrivial results.

After this interlude on the connection between Hausdorff measure and the $X$-perimeter we resume the discussion of the trace inequalities. Our objective now is the (non-geometric) case $p>1$ of (1.1). We mention that in the Euclidean setting results of this type were first proved in a beautiful pioneering paper of D. Adams [1], see also [2], [3] and the recent monograph [4]. In opposition to the geometric case $p=1$, the assumption on the Borel measure $\mu$ is necessarily stronger. However, there is a trade-off in that the exponent $q$ in the left-hand side of (1.1) is strictly bigger than $p$.

Theorem 1.9 (Trace inequality: The non-geometric case). Suppose that (H.1)-(H.3) hold, and consider a bounded, open set $U \subset \mathbb{R}^{n}$, with local homogeneous dimension $Q$. For $1 \leq p<Q$ let $\mu$ be a nonnegative Borel measure on $\mathbb{R}^{n}$ such that for some $M>0$ and $0<\epsilon \leq p$ one has

$$
\begin{equation*}
\mu(B(x, r)) \leq M \frac{|B(x, r)|}{r^{p-\epsilon}}, \quad x \in U, 0<r \leq R_{0} . \tag{1.10}
\end{equation*}
$$

There exist positive constants $C=C\left(C_{1}, C_{2}, p, \epsilon\right)$ and $\beta=\beta\left(C_{1}, C_{2}\right) \geq 1$ such that for any $x_{0} \in U, 0<R \leq R_{0}, B=B\left(x_{0}, R\right), B^{*}=B\left(x_{0}, \beta R\right)$ the following holds:

1. If $u \in \mathcal{L}^{1, p}\left(B^{*}\right)$, then

$$
\begin{equation*}
\left(\int_{B}\left|u-u_{B, \mu}\right|^{q} d \mu\right)^{\frac{1}{q}} \leq C M^{\frac{1}{q}}\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{p(Q-p+\epsilon)}}\left(\int_{B^{*}}|X u|^{p} d x\right)^{\frac{1}{p}}, \tag{1.11}
\end{equation*}
$$

where $q=p \frac{Q-p+\epsilon}{Q-p}>p$.
2. If $u \in \dot{S}^{1, p}\left(B^{*}\right)$, one has

$$
\begin{equation*}
\left(\int_{B}|u|^{q} d \mu\right)^{\frac{1}{q}} \leq C M^{\frac{1}{q}}\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{p(Q-p+\epsilon)}}\left(\int_{B^{*}}|X u|^{p} d x\right)^{\frac{1}{p}} \tag{1.12}
\end{equation*}
$$

Finally, (1.10) is also necessary for (1.11), (1.12) to hold.
Remark 1.10. It is important to observe that, in general, when $p>1$, (1.10) cannot be improved (as in the case $p=1$, see Theorem 1.4) to the following

$$
\mu(B(x, r)) \leq M \frac{|B(x, r)|}{r^{p}} \quad x \in U, 0<r \leq R .
$$

This obstacle is quite serious indeed and it is ultimately related to a subelliptic version, due to Vodop'yanov [98], of an important characterization of Hedberg and Wolff [64] of those measures which belong to the dual of the Sobolev space $\mathcal{L}^{1, p}$.

An important consequence of Theorem 1.9 is the following
Theorem 1.11 (Poincaré type inequality). Under the assumptions in Theorem 1.9, for any $u \in \mathcal{L}^{1, p}\left(B^{*}\right)$ we have

$$
\int_{B}\left|u-u_{B, \mu}\right|^{p} d \mu \leq C R^{\epsilon} \int_{B^{*}}|X u|^{p} d x
$$

for some $C=C\left(C_{1}, C_{2}, M, p, \epsilon\right)>0$.

We remark that when $d \mu=d x$, then (1.10) holds with $M=1$ and $\epsilon=p$. In such case we respectively recover from Theorems 1.9 and 1.11 Sobolev embedding and the Poincaré inequality in [54], except that in the latter paper such results did not rely on fractional integration, but were directly deduced from the geometric case $p=1$. This unified geometric approach does not seem to work for trace inequalities and one has to treat the cases $p=1$, and $p>1$ separately.

From the point of view of the applications it is of interest to extend the above results to a class of domains which is as large as possible. We have in mind the class of $X$-(PS) domains in [54]. To motivate the subsequent discussion we point out that in situations connected with rectifiability problems, see [29], [30], the Borel measures $\mu$ in Theorems 1.4 and 1.9 display a two-sided control such as

$$
M_{1} \frac{|B(x, r)|}{r^{d}} \leq \mu(B(x, r)) \leq M_{2} \frac{|B(x, r)|}{r^{d}}, \quad x \in U, 0<r<R_{0},
$$

for some $d>0$. When this happens, then in view of (H.2) we see that the measure $\mu$ is doubling, i.e.: There exists $C_{4}=C_{4}(U)>0$ such that for any $x \in U$ and $0<r<R_{0}$

$$
\begin{equation*}
\mu(B(x, 2 r)) \leq C_{4} \mu(B(x, r)) . \tag{H.4}
\end{equation*}
$$

These considerations bring us to study trace inequalities with respect to a measure $\mu$ which in addition to an estimate such as

$$
\mu(B(x, r)) \leq M \frac{|B(x, r)|}{r^{d}},
$$

also satisfies (H.4). To this purpose we introduce the following
Definition 1.12. An open set $\Omega$ is called a $X$-(PS) domain if there exist a covering $\{B\}_{B \in \mathcal{F}}$ of $\Omega$ by metric balls, and numbers $N>0, \gamma \geq 1, v \geq 1$ such that
(i) $\sum_{B \in \mathcal{F}} \chi_{\gamma B} \leq N \chi_{\Omega}$.
(ii) There exists a (central) ball $B_{0} \in \mathcal{F}$ such that for any $B \in \mathcal{F}$ one can find a chain $B_{0}, B_{1}, \ldots, B_{s(B)}=B$, with $B_{i} \cap B_{i+1} \supset \tilde{B}_{i}$ for some ball $\tilde{B}_{i}$ for which $N \tilde{B}_{i} \supset B_{i} \cup B_{i+1}$.
(iii) For any $i=0, \ldots, s(B)$, one has $B \subset \nu B_{i}$.

We emphasize that the notion of $X$-(PS) domain is of a purely metrical nature. (PS) domains are also known in the literature as Boman domains, see [74], [41]. In the Euclidean setting they were introduced by J. Boman in his (unfortunately) unpublished manuscript [10]. We would like to thank J. Boman for kindly discussing with the second named author his results and providing us with a copy of [10]. The importance of such domains rests in the following chain of inclusions valid when $d(x, y)=d_{e}(x, y)$ and $X=\left\{\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right\}$

$$
\begin{equation*}
\operatorname{Lip} \subset N T A \subset(\epsilon, \delta) \subset \text { John } \subset P S \tag{1.13}
\end{equation*}
$$

Such inclusions (except the former) continue to hold for $\left(\mathbb{R}^{n}, d\right)$ when $d$ is the Carnot-Carathéodory metric generated by a system $X=\left\{X_{1}, \ldots, X_{m}\right\}$, but now matters become much more intricated. We refer the reader to the papers [54], [55], [18] for a detailed study and for examples. Here, we confine ourselves to mention that for any complete length-space which is also a space of homogeneous type according to [26], the latter inclusion in (1.13) is, in fact, a set theoretical equality, i.e.,

$$
\begin{equation*}
\text { John }=\text { PS } \tag{1.14}
\end{equation*}
$$

Such theorem was proved in [54] and also, independently and simultaneously, in [11]. The notation John stands for the class of domains introduced by F. John in his seminal paper [69].

Theorem 1.13. Under the assumptions of Theorem 1.4 assume, in addition, that $\mu$ satisfy (H.4). Then there exist positive constants $C=C\left(C_{1}, C_{2}, C_{4}, N, \gamma, \nu\right)$, $d_{0}=d_{0}(U, X, n)$ such that for any $X-(\mathrm{PS})$ domain $\Omega \subset \bar{\Omega} \subset U$ with parameters $N, \gamma, \nu$ and $\operatorname{diam}(\Omega) \leq d_{0}$, one has:

1. For any $u \in \mathcal{L}^{1,1}(\Omega)$ there exists a uniquely determined $\tilde{u} \in L^{1}(\Omega, d \mu)$, with $\tilde{u}_{\Omega, \mu}=\frac{1}{\mu(\Omega)} \int_{\Omega} \tilde{u} d \mu=0$, for which

$$
\begin{equation*}
\int_{\Omega}|\tilde{u}| d \mu \leq C \int_{\Omega}|X u| d x . \tag{1.15}
\end{equation*}
$$

2. When $u \in C^{1}(\Omega) \cap \mathcal{L}^{1,1}(\Omega)$, then we can take $\tilde{u}=u-u_{\Omega, \mu}$ in (1.15).

In [40], see also [54], it was proved that in any complete length-space, which is also of homogeneous type according to [26], the metric balls are $X$-(PS) domains. This follows by combining the ideas in [67] with the important fact that in any locally compact, complete length-space the geodesic segment property holds. Putting this result together with Theorem 1.13 we see that the latter now holds with $\Omega$ replaced by a Carnot-Carathéodory ball. This improves on Theorem 1.4 by allowing the same ball on both sides of the trace inequality. Rather than stating again Theorem 1.13 with $\Omega=B$, we confine ourselves to display the ensuing a priori trace inequality on smooth functions

$$
\begin{equation*}
\int_{B}\left|u-u_{B, \mu}\right| d \mu \leq C \int_{B}|X u| d x, \quad u \in C^{1}(B) \cap \mathcal{L}^{1,1}(B) . \tag{1.16}
\end{equation*}
$$

In the non-geometric case $p>1$ we obtain an analogous global version of Theorem 1.9 when $\mu$ is doubling.

Theorem 1.14. Suppose that the assumptions in Theorem 1.9 are fulfilled and that, in addition, $\mu$ satisfies (H.4). There exists a constant $C=C\left(C_{1}, C_{2}, C_{4}\right.$, $M, p, \epsilon, N, \gamma, \nu)>0$ such that for any $X-(P S)$ domain $\Omega \subset \bar{\Omega} \subset U$ (with parameters $N, \gamma, \nu)$, for which $\operatorname{diam}(\Omega)<\frac{R_{0}}{2}$, and any $u \in \mathcal{L}^{1, p}(\Omega)$, one has

$$
\begin{equation*}
\left(\int_{\Omega}\left|u-u_{\Omega, \mu}\right|^{q} d \mu\right)^{\frac{1}{q}} \leq C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{p(Q-p+\epsilon)}}\left(\int_{\Omega}|X u|^{p} d x\right)^{\frac{1}{p}} \tag{1.17}
\end{equation*}
$$

where $q=p \frac{Q-p+\epsilon}{Q-p}$.

Remark 1.15. It is important to observe that the restriction on $\operatorname{diam}(\Omega)$ in Theorems 1.13, 1.14 does not subsist in those situations in which $R_{0}$ in (H.2) can be taken infinite. This is the case, for instance, of all stratified, nilpotent Lie groups.

In closing, we briefly describe the plan of the paper. In Section 2 we establish various basic properties of Carnot-Carathéodory spaces which are needed in the proofs of the main theorems. Section 3 is devoted to proving Theorems 1.5 , 1.4, 1.7 and 1.8. In Section 4 we prove Theorems 1.9 and 1.14. In the study of Carnot-Carathéodory spaces the question of geometrically significant examples is of fundamental importance. Without them, the theory would be devoid of meaning. Providing such examples turns out to be a task of considerable difficulty, due to the presence of characteristic points. A major effort in this direction was made in the papers [18], [19], to which we refer the reader. In Section 5 we prove the existence of measures $d \mu$ which satisfy the assumptions of the trace theorems in this paper, see Theorem 5.1. As a by-product of Theorems 1.4, 1.9 and 5.1, we obtain the existence of traces for Sobolev functions in the Heisenberg group on compact manifolds of codimension one. Our results in this direction are motivated by the study of boundary value problems for subLaplacians [19]. We also mention that for the Heisenberg group similar results, along with a sharp end-point one, are contained in the interesting thesis of M . Mekias [82]. Finally, in Section 6 we give some applications of trace inequalities to the regularity theory of quasilinear partial differential equations which arise in geometry. In two famous papers in the sixties Serrin developed the local regularity of weak solutions and studied the precise asymptotic behavior of singular solutions to a class of general quasilinear equations whose prototype is the $p$-Laplacian div $\left(|D u|^{p-2} D u\right)=0$, see [89], [90]. In [14] and [17] Capogna and two of us obtained results which generalized Serrin's cited ones to equations generated by a system of smooth vector fields satisfying the finite rank condition. Here, the assumptions on the lower order terms are optimal in the scale of Lebesgue spaces. In the applications, however, one often incurs the need to work with Morrey-Campanato, rather than $L^{p}$ spaces, see [56]. In Section 6 we apply the trace Theorem 1.9 to obtain the local boundedness, the Harnack inequality and the Hölder continuity of weak solutions to equations with structure as in [14], [17], but with lower order terms which belong to function spaces which are optimal in the scale of Morrey type spaces.

## 2. - Some preliminaries and basic properties

In this section we develop some basic material which will be needed in the rest of the paper.

Definition 2.1. A metric space $\left(\mathbb{R}^{n}, d\right)$ is called a length-space ([58]) if
for any $x, y \in S$ one has

$$
d(x, y)=\inf l\left(\gamma_{x y}\right)
$$

where $\gamma_{x y}:[a, b] \rightarrow \mathbb{R}^{n}$ is a continuous, rectifiable curve joining $x$ to $y$, and $l\left(\gamma_{x y}\right)$ denotes its metric length, i.e., $l\left(\gamma_{x y}\right)=\sup \sum_{i=1}^{l} d\left(\gamma\left(t_{i}\right), \gamma\left(t_{i+1}\right)\right)$, the supremum being taken on all finite partitions $a=t_{1}<t_{2}<\cdots<t_{l}<t_{l+1}=b$ of the interval $[a, b]$.

## Proposition 2.2. Every Carnot-Carathéodory space is a length-space.

Proof. Let $x, y \in \mathbb{R}^{n}$ be given and denote with $\mathcal{R}(x, y)$ the collection of all continuous, rectifiable curves joining $x$ to $y$. Clearly, by the triangle inequality, we have $d(x, y) \leq \inf _{y \in \mathcal{R}(x, y)} l(\gamma)$. To prove the converse inequality, we consider $\gamma \in \mathcal{S}(x, y)$. We claim that

$$
l(\gamma) \leq l_{s}(\gamma)
$$

Suppose we have proved the claim. $\cdot$ The latter implies

$$
\inf _{\gamma \in \mathcal{R}(x, y)} l(\gamma) \leq \inf _{\gamma \in \mathcal{S}(x, y)} l(\gamma) \leq \inf _{y \in \mathcal{S}(x, y)} l_{s}(\gamma)=d(x, y),
$$

which, together with the above inequality, proves the proposition. Thus, let $\gamma \in \mathcal{S}(x, y), \gamma:[0, T] \rightarrow \mathbb{R}^{n}$. Let $\mathcal{P}=\left\{0=t_{1}<t_{2}<\cdots<t_{l+1}=T\right\}$ be a partition of $[0, T]$ and for each $i=1, \cdots, l+1$, set $x_{i}=\gamma_{i}(0)$. If we define $\gamma_{i}(t)=\gamma\left(t_{i}+t\right)$ for $0 \leq t \leq t_{i+1}-t_{i}$, then one easily checks that $\gamma_{i} \in \mathcal{S}\left(x_{i}, x_{i+1}\right)$, and therefore

$$
d\left(x_{i}, x_{i+1}\right) \leq l_{s}\left(\gamma_{i}\right)=t_{i+1}-t_{i} .
$$

This gives

$$
\begin{equation*}
\sum_{i=1}^{l} d\left(\gamma\left(t_{i}\right), \gamma\left(t_{i+1}\right)\right) \leq \sum_{i=1}^{l}\left(t_{i+1}-t_{i}\right)=T=l_{s}(\gamma) \tag{2.1}
\end{equation*}
$$

Taking the supremum on all partitions $\mathcal{P}$ of $[0, T]$ in (2.1) one obtains the claim.

Proposition 2.3. We assume (H.1). Then, $\left(\mathbb{R}^{n}, d\right)$ is locally compact. Furthermore, for any bounded set $U \subset \mathbb{R}^{n}$ there exists $R_{0}=R_{0}(U)>0$ such that the closed balls $\bar{B}\left(x_{0}, R\right)$, with $x_{0} \in U$ and $0<R<R_{0}$, are compact.

We refer the reader to [55] and [53] for the proof of Proposition 2.3.
Remark 2.4. The number $R_{0}=R_{0}(U)$ in (H.2), (H.3) will always be chosen to accommodate Proposition 2.3. By this we mean that for those balls involved in assumptions (H.2), (H.3) we can (and will) assume in view of Proposition 2.3 that they have compact closure.

Using Propositions 2.2, 2.3, a version of the Hopf-Rinow theorem due to Cohn-Vossen [25], see also [12], together with the important fact that in any locally compact, complete length-space the geodesic segment property holds, we obtain the following

Proposition 2.5 (see [41], [54]). Assume (H.1), (H.2) and let $U \in \mathbb{R}^{n}$ be a bounded set, $R_{0}$ as in Remark 2.4. Then the balls $B(x, R)$ are PS-domains for $x \in U$ and $0<R<R_{0}$.

Proposition 2.6. Suppose (H.1), (H.2). If $\Omega$ satisfies the uniform interior corkscrew condition, then $|\partial \Omega|=0$.

Proof. For every $q \in \partial \Omega$ and $0<r \leq r_{0}$, the uniform interior corkscrew condition implies the existence of a ball $B\left(A_{r}(q), \frac{r}{4}\right)$ such that $B\left(A_{r}(q), \frac{r}{2 M}\right) \subseteq$ $B(q, r) \cap \Omega$. We also have then $B(q, r) \subset B\left(A_{r}(q), 2 r\right)$. Thus

$$
\frac{|B(q, r) \cap \Omega|}{|B(q, r)|} \geq \frac{\left|B\left(A_{r}(q), \frac{r}{2 M}\right)\right|}{|B(q, r)|}(\text { by }(1.4)) \geq C=C\left(M, C_{1}\right)>0 .
$$

Since $q \in \partial \Omega$ is arbitrary, we infer $\partial \Omega \subseteq \mathcal{S}$ where

$$
\mathcal{S}=\left\{q \in \mathbb{R}^{n} \left\lvert\, \frac{|B(q, r) \cap \Omega|}{|B(q, r)|}=\frac{1}{|B(q, r)|} \int_{B(q, r)} \chi_{\Omega} \nrightarrow \chi_{\Omega} \quad\right. \text { as } r \downarrow 0\right\}
$$

By the Lebesgue differentiation theorem for spaces of homogeneous type (see [92]) we conclude that

$$
|\partial \Omega| \leq|\mathcal{S}|=0 .
$$

It is proved in [67], [18] that the Carnot-Carathéodory balls satisfy the uniform interior corkscrew condition. In view of this and of Proposition 2.6 we obtain the following

Corollary 2.7. Under the hypothesis (H.1), (H.2), for any $x \in \mathbb{R}^{n}$ and $R>0$ one has $|\partial B(x, R)|=0$.

Proposition 2.8. Suppose (H.1), (H.2) hold. Then for each fixed $x \in U$ and Lebesgue measurable set $E \subset \mathbb{R}^{n}$ the function

$$
r \mapsto \frac{|E \cap B(x, r)|}{|B(x, r)|}
$$

is continuous.
Although Proposition 2.8 appear natural, its proof rests, via Corollary 2.7, on some deep consequences of (H.2) such as, for instance, Lebesgue differentiation theorem in a space of homogeneous type.

Proof. By the absolute continuity of the Lebesgue integral, it suffices to prove that

$$
f(r)=|B(x, r)|
$$

is continuous. We will show that

$$
\lim _{r \rightarrow r_{0}^{+}} f(r)=\lim _{r \rightarrow r_{0}^{-}} f(r)=f\left(r_{0}\right)
$$

In any metric space one has

$$
\begin{equation*}
\overline{B\left(x, r_{0}\right)}=\bigcap_{r_{0}<r} B(x, r) \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
B\left(x, r_{0}\right)=\bigcup_{0 \leq r \leq r_{0}} B(x, r) \tag{2.4}
\end{equation*}
$$

By properties of Lebesgue measure, we infer

$$
\lim _{r \rightarrow r_{0}^{+}}|B(x, r)|=(\text { by }(2.3))\left|\overline{B\left(x, r_{0}\right)}\right| \quad \text { (by Corollary 2.7) }=\left|B\left(x, r_{0}\right)\right|
$$

and

$$
\lim _{r \rightarrow r_{0}^{-}}|B(x, r)|=(\text { by }(2.4))\left|B\left(x, r_{0}\right)\right|
$$

We will also need the following
Proposition 2.9. We assume (H.1) and (H.2). Fix $0<R \leq R_{0}$. The function

$$
x \mapsto|B(x, R)|
$$

is continuous in $\left(\mathbb{R}^{n}, d\right)$. Therefore, it is also continuous in $\left(\mathbb{R}^{n}, d_{e}\right)$.
Proof. Let $x_{0} \in \mathbb{R}^{n}$ and $\epsilon>0$ be given. We estimate

Since

$$
B\left(x_{0}, R-d\left(x, x_{0}\right)\right) \subset B(x, R) \subset B\left(x_{0}, R+d\left(x, x_{0}\right)\right)
$$

we can expand $I I$ further as

$$
\begin{aligned}
I I= & \left|\left|B\left(x_{0}, R+d\left(x, x_{0}\right)\right)\right|-|B(x, R)|\right| \\
\leq & \left|B\left(x_{0}, R+d\left(x, x_{0}\right)\right)\right|-\left|B\left(x_{0}, R-d\left(x, x_{0}\right)\right)\right| \\
= & \left|B\left(x_{0}, R+d\left(x, x_{0}\right)\right)\right|-\left|B\left(x_{0}, R\right)\right|+\left|B\left(x_{0}, R\right)\right| \\
& -\left|B\left(x_{0}, R-d\left(x, x_{0}\right)\right)\right|
\end{aligned}
$$

Now we choose $\delta>0$ from Proposition 2.8 so that if $d\left(x, x_{0}\right)<\delta$ then

$$
\left|B\left(x_{0}, R+d\left(x, x_{0}\right)\right)\right|-\left|B\left(x_{0}, R\right)\right|,\left|B\left(x_{0}, R\right)\right|-\left|B\left(x_{0}, R-d\left(x, x_{0}\right)\right)\right| \leq \frac{\epsilon}{3}
$$

to reach the conclusion.

Corollaty 2.10. Under the same hypothesis of Proposition 2.9, let $U \subset \mathbb{R}^{n}$ be a connected and bounded set with $|U|>0$, and let $R_{0}$ be the relative doubling parameter in (H.2). For any $0<R \leq R_{0}$ we have

$$
C_{R}=\inf _{x \in \bar{U}}|B(x, R)|>0 .
$$

Proof. We argue by contradiction. Suppose that for some $O<R \leq R_{0}$, we have $C_{R}=0$. There exist $x_{0},\left\{x_{k}\right\} \in \bar{U}$ such that $x_{k} \rightarrow x_{0}$ and $\left|B\left(x_{k}, R\right)\right| \rightarrow 0$. By the continuity in ( $\mathbb{R}^{n}, d_{e}$ ) of the map $x \mapsto|B(x, R)|$, see Proposition 2.9, we infer $\left|\underline{B}\left(x_{k}, R\right)\right| \rightarrow\left|B\left(x_{0}, R\right)\right|$, and hence $\left|B\left(x_{0}, R\right)\right|=0$. Next, we let $\Omega=\{x \in \bar{U}| | B(x, R) \mid=0\}$. Clearly, $\Omega \neq \emptyset$. By Proposition 2.9, $\Omega$ is closed. To prove that $\Omega$ is open, pick $\bar{x} \in \Omega$. We want to show that $B\left(\bar{x}, \frac{R}{2}\right) \subset \Omega$. If $y \in B\left(\bar{x}, \frac{R}{2}\right)$, then $B\left(y, \frac{R}{2}\right) \subset B(\bar{x}, R)$. Therefore, $\left|B\left(y, \frac{R}{2}\right)\right|=0$. By (H.2) we infer $|B(y, R)|=0$, hence $\Omega$ is open. By connectedness, $\Omega=\bar{U}$ and we reach the contradiction $|\bar{U}|=0$.

Proposition 2.11. Assume (H.1), (H.2). For any bounded set $U \subset \mathbb{R}^{n}$ let $f(r)=\sup _{x \in \bar{U}}|B(x, r)|$. One has $f(r) \rightarrow 0$ as $r \rightarrow 0^{+}$.

Proof. Arguing by contradiction we assume the existence of $\epsilon>0$ and of a sequence of positive numbers $0<r_{k}<R_{0}$, with $r_{k} \rightarrow 0$ as $k \rightarrow \infty$, such that $f\left(r_{k}\right)>\epsilon$. For each $k \in \mathbb{N}$ there exists $x_{k} \in \bar{U}$ such that

$$
\begin{equation*}
\left|B\left(x_{k}, r_{k}\right)\right| \geq \epsilon . \tag{2.5}
\end{equation*}
$$

Since $\bar{U}$ is compact, one can find $x_{0} \in \bar{U}$ and a subsequence still denoted by $\left\{x_{k}\right\}$ such that $x_{k} \rightarrow x_{0}$ in ( $\mathbb{R}^{n}, d_{e}$ ) (hence in ( $\mathbb{R}^{n}, d$ ) by (H.1)). Thus, for large enough $k$ we have by the triangle inequality $\left|B\left(x_{k}, r_{k}\right)\right| \leq\left|B\left(x_{0}, 2 r_{k}\right)\right|$. By the proof of Proposition 2.8, $\left|B\left(x_{0}, 2 r_{k}\right)\right|$ (and hence $\left|B\left(x_{k}, r_{k}\right)\right|$ ) $\rightarrow 0$ as $k \rightarrow \infty$. This contradicts (2.5) and the proposition is proved.

## 3. - Trace inequalities: The geometric case

This section is devoted to proving Theorems $1.4,1.5,1.7$ and 1.8 . We begin by proving Theorem 1.5. The latter plays a crucial role in the proof of Theorem 1.4. In preparation for the proof of Theorem 1.5, for every bounded set $U \subset \mathbb{R}^{n}$ we fix two constants $C_{5}=C_{5}(U)$ and $d_{0}=d_{0}(U)$ as follows. First, we let $C_{5}=\inf _{x \in \bar{U}}\left|B\left(x, R_{0}\right)\right|>0$ (see Corollary 2.10) where $R_{0}$ is the constant in Remark 2.4. Next, by Proposition 2.11, we choose $d_{0}$ such that $\sup _{x \in \bar{U}}|B(x, r)| \leq \frac{C_{5}}{4}$ for all $r \leq d_{0}$. We make the following important

Remark 3.1. Whenever the parameter $R_{0}$ in (H.2) can be allowed to be $+\infty$, then we can take $d_{0}=+\infty$. (Since $C_{5}$ in this case can be taken to be $\infty$ ). This is the case, e.g., of all stratified nilpotent Lie groups [38]. When
( $M, g$ ) is an $n$-dimensional complete Riemannian manifold with nonnegative Ricci tensor, then Bishop's comparison theorem guarantees that (H.2) holds for the geodesic balls with $R_{0}=+\infty$, see e.g. [24], and therefore we can take $d_{0}=+\infty$. In this example Lebesgue measure in (H.2) must be replaced by the Riemannian volume $d v_{g}$.

Proof of Theorem 1.5. For each $x \in E$ there exists $0<\bar{r}_{x} \leq d_{0}$ such that

$$
\begin{equation*}
\frac{\left|B\left(x, \bar{r}_{x}\right) \cap E\right|}{\left|B\left(x, \bar{r}_{x}\right)\right|}>\tau \tag{3.1}
\end{equation*}
$$

Otherwise, we would have $\bar{D}(E, x) \leq \tau$, against the assumptions. On the other hand, we have for $0<r \leq R_{0}$ and $d(E)=\operatorname{diam}(E)$

$$
\frac{|B(x, r) \cap E|}{|B(x, r)|} \leq \frac{|E|}{|B(x, r)|} \leq \frac{|B(x, d(E))|}{|B(x, r)|} .
$$

Letting $r \rightarrow R_{0}$ in the above and using Proposition 2.8 we obtain

$$
\begin{aligned}
\lim _{r \rightarrow R_{0}} \frac{|B(x, r) \cap E|}{|B(x, r)|} & \leq \lim _{r \rightarrow R_{0}} \frac{|B(x, d(E))|}{|B(x, r)|}=\frac{|B(x, d(E))|}{\left|B\left(x, R_{0}\right)\right|} \\
& \leq \frac{\left|B\left(x, d_{0}\right)\right|}{C_{5}} \leq \frac{1}{C_{5}} \sup _{x \in \bar{U}}\left|B\left(x, d_{0}\right)\right| \leq \frac{1}{4}
\end{aligned}
$$

by our choice of $C_{5}$ and $d_{0}$. By (3.1) and again by Proposition 2.8 we infer the existence of $r_{x} \in\left(0, R_{0}\right)$ such that

$$
\begin{equation*}
\frac{\left|B\left(x, r_{x}\right) \cap E\right|}{\left|B\left(x, r_{x}\right)\right|}=\tau \tag{3.2}
\end{equation*}
$$

Since, by hypothesis, $\tau<\frac{1}{2}$, we must have

$$
\begin{equation*}
\min \left(\left|B\left(x, r_{x}\right) \cap E\right|,\left|B\left(x, r_{x}\right) \cap E^{c}\right|\right)=\left|B\left(x, r_{x}\right) \cap E\right| . \tag{3.3}
\end{equation*}
$$

At this point we use the relative isoperimetric inequality in Theorem 1.6 which gives

$$
\begin{align*}
& \min \left(\left|B\left(x, r_{x}\right) \cap E\right|,\left|B\left(x, r_{x}\right) \cap E^{c}\right|\right)^{\frac{Q-1}{Q}} \\
& \quad \leq C_{3} r_{x}\left|B\left(x, r_{x}\right)\right|^{-\frac{1}{Q}} P_{X}\left(E ; B\left(x, r_{x}\right)\right) . \tag{3.4}
\end{align*}
$$

From (3.2)-(3.4) one obtains

$$
\left(\tau\left|B\left(x, r_{x}\right)\right|\right)^{\frac{Q-1}{\ell}} \leq C_{3} r_{x}\left|B\left(x, r_{x}\right)\right|^{-\frac{1}{\ell}} P_{X}\left(E ; B\left(x, r_{x}\right)\right),
$$

hence

$$
\begin{equation*}
\frac{\left|B\left(x, r_{x}\right)\right|}{r_{x}} \leq C_{3} \tau^{\frac{1-Q}{Q}} P_{X}\left(E ; B\left(x, r_{x}\right)\right) \leq C_{3}^{\prime} P_{X}\left(E ; B\left(x, r_{x}\right)\right) . \tag{3.5}
\end{equation*}
$$

The estimate (3.5) plays an important role in the conclusion of the proof of Theorem 1.5. We now cover $E$ as follows

$$
E \subset \bigcup_{x \in E} B\left(x, r_{x}\right)
$$

Theorem 1.2 in [26] allows to extract from $\left\{B\left(x, r_{x}\right)\right\}_{x \in E}$ a sequence of pairwise disjoint balls $\left\{B\left(x_{i}, r_{i}\right)\right\}_{i \in \mathbb{N}}$ such that

$$
E \subset \bigcup_{i=1}^{\infty} B\left(x_{i}, k r_{i}\right)
$$

for some $k>0$ depending only on $C_{1}$ in (H.2). By (3.5) we conclude

$$
\begin{aligned}
\sum_{i=1}^{\infty} \frac{\left|B\left(x_{i}, r_{i}\right)\right|}{r_{i}} & \leq C_{3}^{\prime} \sum_{i=1}^{\infty} P_{X}\left(E ; B\left(x_{i}, r_{i}\right)\right)=C_{3}^{\prime} P_{X}\left(E ; \bigcup_{i=1}^{\infty} B\left(x_{i}, r_{i}\right)\right) \\
& \leq C_{3}^{\prime} P_{X}\left(E ; \mathbb{R}^{n}\right) .
\end{aligned}
$$

(Notice that we have used the fact that the balls $B\left(x_{i}, r_{i}\right)$ are pairwise disjoint). This completes the proof.

Next, we recall an interesting generalization of Federer's co-area formula. This result was established in [54] and also, independently, in [48].

Theorem 3.2. Let $u \in B V_{X}(\Omega)$ and for $t \in \mathbb{R}$ denote $E_{t}=\{x \in \Omega \mid u(x)>t\}$. Then
(i) $P_{X}\left(E_{t} ; \Omega\right)<\infty$ for a.e. $t \in \mathbb{R}$;
(ii) $\operatorname{Var}_{X}(u ; \Omega)=\int_{-\infty}^{\infty} P_{X}\left(E_{t} ; \Omega\right) d t$;
(iii) Conversely, if $u \in L^{1}(\Omega)$ and $\int_{-\infty}^{\infty} P_{X}\left(E_{t} ; \Omega\right) d t<\infty$, then $u \in B V_{X}(\Omega)$.

We also recall the following basic result about the existence of cut-off functions which fit the sub-Riemannian geometry of the geodesic balls, see [55] and also [49].

Theorem 3.3. Assume (H.1). Let $B\left(x_{0}, R\right)$ be a bounded metric ball. Then, for every $0<s<t<R$ there exists ad-Lipschitz continuousfunction $\phi: \mathbb{R}^{n} \rightarrow[0, \infty)$ such that $\phi \in \mathcal{L}^{1, p}\left(\mathbb{R}^{n}\right)$ for every $1 \leq p<\infty$. Furthermore, we have
(i) $\phi \equiv 1$ on $B\left(x_{0}, s\right)$ and $\phi \equiv 0$ outside $B\left(x_{0}, t\right)$,
(ii) $|X \phi| \leq \frac{C}{t-s}$ for a.e. $x \in \mathbb{R}^{n}$,
where $C>0$ is a constant which depends only on $C_{1}$ in (H.1).

With these results in hand we turn to the
Proof of Theorem 1.4. The proof is accomplished in several steps.
STEP 1. We start by considering a nonnegative Lipschitz continuous function $u$ having compact support in $B^{*}$. Let $0 \leq t$ and set $E_{t}=\left\{x \in B^{*} \mid u(x)>t\right\}$. Then $E_{t}$ is open in $B^{*}$, when the latter is endowed with the metric induced by $d_{e}$, and therefore, thanks to (H.1), it is also open in $\left(\mathbb{R}^{n}, d_{e}\right)$. By Proposition 1.2, $E_{t}$ is then open in $\left(\mathbb{R}^{n}, d\right)$. This implies that for every $x \in E_{t}$

$$
\bar{D}\left(E_{t}, x\right)=1
$$

Applying Theorem 1.5 we find a sequence of balls $\left\{B\left(x_{i}, k r_{i}\right)\right\}_{i \in \mathbb{N}}$ satisfying properties (i)-(iii) in the statement of the theorem with $E=E_{t}$. This gives

$$
\begin{aligned}
& \mu\left(E_{t}\right) \leq \mu\left(\bigcup_{i=1}^{\infty} B\left(x_{i}, k r_{i}\right)\right) \leq \sum_{i=1}^{\infty} \mu\left(B\left(x_{i}, k r_{i}\right)\right) \\
& \leq\left(\text { by (1.5)) } M \sum_{i=1}^{\infty} \frac{\left|B\left(x_{i}, k r_{i}\right)\right|}{k r_{i}}\right. \\
& \text { (by (H.2)) } \leq C M \sum_{i=1}^{\infty} \frac{\left|B\left(x_{i}, r_{i}\right)\right|}{r_{i}} \leq \text { (by (iii)) } C M P_{X}\left(E_{t}, \mathbb{R}^{n}\right) \text {. }
\end{aligned}
$$

Observing that $u \in \mathcal{L}^{1,1}\left(B^{*}\right)$ (hence $u \in B V_{X}\left(B^{*}\right)$, and $\operatorname{Var}_{X}\left(u ; B^{*}\right)=$ $\int_{B^{*}}|X u| d x$, see [54]), we can apply (ii) of Theorem 3.2 to obtain

$$
\begin{aligned}
\int_{B^{*}} u d \mu=\int_{0}^{\infty} \mu\left(E_{t}\right) d t & \leq C M \int_{0}^{\infty} P_{X}\left(E_{t}, \mathbb{R}^{n}\right) d t \\
& =C M \int_{B^{*}}|X u| d x
\end{aligned}
$$

STEP 2. We now remove the assumption $u \geq 0$. Let then $u$ be Lipschitz continuous with compact support in $B^{*}$. We write $u=u^{+}-u^{-}$and note that we can apply step 1 to $u^{+}, u^{-}$. We thus infer
$\int_{B^{*}}|u| d \mu=\int_{B^{*}}\left(u^{+}+u^{-}\right) d \mu \leq C M \int_{B^{*}}\left|X\left(u^{+}\right)+X\left(u^{-}\right)\right| d x \leq C M \int_{B^{*}}|X u| d x$.

STEP 3. $u \in \stackrel{\circ}{S}^{1,1}\left(B^{*}\right)$. Let $u_{k} \in C_{0}^{\infty}\left(B^{*}\right), u_{k} \rightarrow u$ in $S^{1,1}\left(B^{*}\right)$ as $k \rightarrow \infty$. By Step 2 we have for $h, k \rightarrow \infty$

$$
\int_{B^{*}}\left|u_{k}-u_{h}\right| d \mu \leq C M \int_{B^{*}}\left|X u_{k}-X u_{h}\right| d x \longrightarrow 0 .
$$

We infer that $\left\{u_{k}\right\}_{k \in \mathbb{N}}$ is a Cauchy sequence in $L^{1}\left(B^{*}, d \mu\right)$. Hence, there exists $\tilde{u} \in L^{1}\left(B^{*}, d \mu\right)$ such that $u_{k} \rightarrow \tilde{u}$ in $L^{1}\left(B^{*}, d \mu\right)$ as $k \rightarrow \infty$. Passing to the limit as $k \rightarrow \infty$ in

$$
\int_{B^{*}}\left|u_{k}\right| d \mu \leq C M \int_{B^{*}}\left|X u_{k}\right| d x
$$

we obtain

$$
\begin{equation*}
\int_{B^{*}}|\tilde{u}| d \mu \leq C M \int_{B^{*}}|X u| d x \tag{3.6}
\end{equation*}
$$

STEP 4. The map $u \mapsto \tilde{u}$ is well-defined. Let $u \in \stackrel{\circ}{S}^{1,1}\left(B^{*}\right)$. We show that the function $\tilde{u}$ in (3.6) is uniquely determined. To this purpose, let $u_{k}, v_{k} \in$ $\operatorname{Lip}_{0}\left(B^{*}\right)$ such that $u_{k} \rightarrow u, v_{k} \rightarrow u$ in $S^{1,1}\left(B^{*}\right)$ as $k \rightarrow \infty$. We have for $k \rightarrow \infty$

$$
\int_{B^{*}}\left|u_{k}-v_{k}\right| d \mu \leq C M \int_{B^{*}}\left|X u_{k}-X v_{k}\right| d x \rightarrow 0
$$

If $\tilde{u}=\lim _{k \rightarrow \infty} u_{k}, \tilde{v}=\lim _{k \rightarrow \infty} v_{k}$ in $L^{1}\left(B^{*}, d \mu\right)$, we infer

$$
\int_{B^{*}}|\tilde{u}-\tilde{v}| d \mu \leq \lim _{k \rightarrow \infty} \int_{B^{*}}\left|u_{k}-v_{k}\right| d \mu \leq C M \lim _{k \rightarrow \infty} \int_{B^{*}}\left|X u_{k}-X v_{k}\right| d x=0
$$

This shows that $\tilde{u}=\tilde{v}$ ( $\mu$-almost everywhere in $B^{*}$ ).
Step 5. Poincaré type inequality. This step relies on the previous ones as well as on the delicate existence result for cut-off functions of Theorem 3.3. According to the latter we can find a $d$-Lipschitz continuous function $\phi$ with compact support in $B^{*}$ such that $0 \leq \phi \leq 1, \phi \equiv 1$ on $B$ and $|X \phi| \leq \frac{C}{R}$. We now consider $u \in \mathcal{L}^{1,1}\left(B^{*}\right)$. By the Meyers-Serrin type approximation theorem (see [54, Theorem 1.29]) we know that $u \in S^{1,1}\left(B^{*}\right)$. But then $\phi u \in \stackrel{\circ}{S}^{1,1}\left(B^{*}\right)$ and it is easy to recognize that $\widetilde{\phi u}=\phi \tilde{u}$. By (3.6) in Step 3 we infer

$$
\begin{aligned}
\int_{B}|\tilde{u}| d \mu & \leq \int_{B^{*}}|\phi \tilde{u}| d \mu=\int_{B^{*}}|\widetilde{\phi u}| d \mu \leq C M \int_{B^{*}}|X(\phi u)| d x \\
& \leq C M\left[\int_{B^{*}}|X u| d x+\int_{B^{*}}|u||X \phi| d x\right]
\end{aligned}
$$

Using the control on $|X \phi|$ we conclude

$$
\begin{equation*}
\int_{B}|\tilde{u}| d \mu \leq C M\left(\int_{B^{*}}|X u| d x+\frac{1}{R} \int_{B^{*}}|u| d x\right) \tag{3.7}
\end{equation*}
$$

Before proceeding we recall a result from [54, Theorem 1.15] which was proved under the hypothesis (H.1)-(H.3)

$$
\begin{equation*}
\int_{B^{*}}\left|u-u_{B^{*}}\right| d x \leq C R \int_{B^{*}}|X u| d x \tag{3.8}
\end{equation*}
$$

The Poincaré inequality in (3.8) plays a crucial role in the subsequent arguments. Returning to (3.7), we see that the latter now holds for any $u \in$ $\mathcal{L}^{1,1}\left(B^{*}\right)$. Next, consider $u \in \mathcal{L}^{1,1}\left(B^{*}\right)$ and apply (3.7) to $u-u_{B}$. Since $\widetilde{u-u_{B}}=\tilde{u}-u_{B}$ we obtain

$$
\begin{aligned}
\int_{B}\left|\tilde{u}-u_{B}\right| d \mu & =\int_{B}\left|\widetilde{-u_{B} \mid}\right| d \mu \leq C M\left(\int_{B^{*}}|X u| d x+\frac{1}{R} \int_{B^{*}}\left|u-u_{B}\right| d x\right) \\
& \leq C M\left(\int_{B^{*}}|X u| d x+\frac{1}{R} \int_{B^{*}}\left|u-u_{B^{*}}\right| d x+\frac{1}{R}\left|B^{*}\right|\left|u_{B}-u_{B^{*} \mid}\right|\right) \\
(\text { by (3.8)) } & \leq C M\left(\int_{B^{*}}|X u| d x+C \int_{B^{*}}|X u| d x+\frac{1}{R} \frac{\left|B^{*}\right|}{|B|} \int_{B^{*}}\left|u-u_{B^{*}}\right| d x\right) \\
(\text { by (3.8)) } & \leq C M\left(\int_{B^{*}}|X u| d x+C \int_{B^{*}}|X u| d x+\frac{\left|B^{*}\right|}{|B|} \int_{B^{*}}|X u| d x\right) \\
(\text { by (H.2)) } & \leq C M \int_{B^{*}}|X u| d x .
\end{aligned}
$$

We have thus proved for any $u \in \mathcal{L}^{1,1}\left(B^{*}\right)$

$$
\begin{equation*}
\int_{B}\left|\tilde{u}-u_{B}\right| d \mu \leq C M \int_{B^{*}}|X u| . \tag{3.9}
\end{equation*}
$$

Finally, one has

$$
\begin{aligned}
\int_{B}\left|\tilde{u}-\tilde{u}_{B, \mu}\right| d \mu & \leq \int_{B}\left|\tilde{u}-u_{B}\right| d \mu+\mu(B)\left|u_{B}-\tilde{u}_{B, \mu}\right| \\
(\text { by (3.9)) } & \leq C M \int_{B^{*}}|X u| d x+\int_{B}\left|\tilde{u}-u_{B}\right| d \mu \\
(\text { by (3.9)) } & \leq C M \int_{B^{*}}|X u| d x .
\end{aligned}
$$

This completes the proof.
We now turn to the
Proof of Theorem 1.7. We make the following considerations. First, observe that the uniform corkscrew condition on $E$ implies that for $x \in \partial E$ and $0<R \leq R_{0}$

$$
C|B(x, R)| \leq \min \left(|B(x, R) \cap E|,\left|B(x, R) \cap E^{c}\right|\right)
$$

for some constant $C=C(M)>0$. Next, by Corollary 2.10 and (1.4) we have

$$
\begin{equation*}
R^{Q} \leq \frac{C_{1}}{C_{5}} R_{0}^{Q}|B(x, R)| \tag{3.10}
\end{equation*}
$$

for $0<R \leq R_{0}, x \in U$. Now, fix $\delta>0$ and let $\mathcal{F}=\left\{B\left(x_{i}, k \delta\right) \mid x_{i} \in \partial E\right\}$ be a covering of $\partial E$ by a sequence of countable balls such that $B\left(x_{i}, \delta\right) \cap B\left(x_{j}, \delta\right)=\emptyset$
if $i \neq j$, see [26]. We can take $\mathcal{F}$ to be a finite set since $\partial E$ is compact. Then we have with $B_{i}=B\left(x_{i}, \delta\right), B_{i}^{*}=B\left(x_{i}, k \delta\right)$

$$
\begin{aligned}
\sum_{i} \operatorname{diam}\left(B_{i}^{*}\right)^{Q-1} & \leq(\text { by }(3.10)) C \sum_{i} \frac{\left|B_{i}^{*}\right|}{\delta} \leq(\text { by }(\mathrm{H} .2)) C \sum_{i} \frac{\left|B_{i}\right|^{\frac{1}{Q}}}{\delta}\left|B_{i}\right|^{\frac{Q-1}{Q}} \\
& \leq C \sum_{i} \frac{\left|B_{i}\right|^{\frac{1}{Q}}}{\delta} \min \left(\left|B_{i} \cap E\right|,\left|B_{i} \cap E^{c}\right|\right)^{\frac{Q-1}{Q}}
\end{aligned}
$$

(by (Theorem 1.6)) $\leq C \sum_{i} P_{X}\left(E ; B_{i}\right)$

$$
\leq C P_{X}\left(E ; \mathbb{R}^{n}\right)
$$

since the balls $B_{i} \in \mathcal{F}$ are pairwise disjoint. Passing to the infimum on all coverings of $\partial E$ by balls whose radius does not exceed $\delta$ and letting $\delta \rightarrow 0$, we conclude that

$$
\mathcal{H}^{Q-1}(\partial E) \leq C P_{X}\left(E ; \mathbb{R}^{n}\right)
$$

where $C=C\left(M, R_{0}, C_{1}, C_{3}, C_{5}\right)>0$. This proves the theorem.
Remark 3.4. It is easy to see that the reverse inequality in Theorem 1.7 is false by the following example. We consider the Baouendi-Grushin vector fields on $\mathbb{R}^{2}$ given by $X=\left\{X_{1}, X_{2}\right\}$ where

$$
X_{1}=\frac{\partial}{\partial x}, \quad X_{2}=x \frac{\partial}{\partial y} .
$$

Let $d$ be the Carnot-Carathéodory metric associated to the system $X$, $U=B((0,0), 1)$ and $E$ be a square centered at $\left(\frac{1}{2}, 0\right)$ and having side-length equal to $\frac{1}{16}$. We recall that the Carnot-Carathéodory metric is equivalent to the following pseudo-metric found in [66],

$$
d\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right) \sim\left|x-x^{\prime}\right|+\min \left(\frac{\left|y-y^{\prime}\right|}{|x|},\left|y-y^{\prime}\right|^{\frac{1}{2}}\right) .
$$

Now for $(x, y),\left(x^{\prime}, y^{\prime}\right)$ in a small neighborhood of $E$, which stays away from the y -axis, $d\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right)$ is essentially the Euclidean distance. Since $E \subset U$ satisfies the uniform corkscrew condition with respect to the Euclidean metric, we conclude that $E$ also satisfies the uniform corkscrew condition with, say, $R_{0}=\frac{1}{64}$ with respect to $d$. It is known that in this case the homogeneous dimension $Q$ of the set $U$ is $Q=3$, hence

$$
\mathcal{H}^{Q-1}(\partial E)=\mathcal{H}^{2}(\partial E)=0 .
$$

Nevertheless, if we consider the smooth portion of $\partial E, E_{1}=\left\{\left(\frac{1}{2}-\frac{1}{32}, y\right) \in\right.$ $\left.\mathbb{R}^{2} \left\lvert\,-\frac{1}{16} \leq y \leq \frac{1}{16}\right.\right\}$, and $\eta$ denotes the unit normal to $E_{1}$, then an easy calculation gives

$$
P_{X}\left(E ; \mathbb{R}^{2}\right) \geq P_{X}\left(E_{1} ; \mathbb{R}^{2}\right)=\int_{E_{1}}\left(\sum_{i=1}^{2}\left\langle X_{j}, \eta\right\rangle^{2}\right)^{\frac{1}{2}} d \mathcal{H}^{1}>0
$$

This proves that the inequality

$$
P_{X}\left(E ; \mathbb{R}^{n}\right) \leq C \mathcal{H}^{Q-1}(\partial E)
$$

cannot hold in general.
We now present the
Proof of Theorem 1.8. We begin by recalling the following result from the statement of Theorem 2.24 in [18]: Let $\Omega \subset \mathbb{H}^{n}$ be a domain of class $C^{1,1}$, then $\Omega$ satisfies the uniform corkscrew condition. Thanks to this theorem we can apply Theorem 1.7 to the set $E$ and obtain for it the inequality

$$
\mathcal{H}^{Q-1}(\partial E) \leq \alpha P_{X}\left(E ; \mathbb{H}^{n}\right) .
$$

To show the opposite inequality, we can, without loss of generality (since the problem is local in nature), assume that $E$ is given by the set $\{(z, t) \mid \rho(z, t)$ $<0\}$ for some function $\rho \in C^{2}\left(\mathbb{H}^{n}\right)$. If $X_{j}, j=1, \ldots, 2 n$ indicate the $2 n$ left invariant horizontal vector fields on $\mathbb{H}^{n}$ which generate the Lie algebra, and $\eta=\frac{\nabla \rho}{|\nabla \rho|}$ denotes the outer unit normal to $\partial E$, then we have (see (3.2) in [15])

$$
\begin{equation*}
P_{X}\left(E ; \mathbb{H}^{n}\right)=\int_{\partial E}\left(\sum_{i=1}^{2 n}\left\langle X_{j}, \eta\right\rangle^{2}\right)^{\frac{1}{2}} d \sigma=\int_{\partial E} \frac{|X \rho|}{|\nabla \rho|} d \sigma, \tag{3.11}
\end{equation*}
$$

with $d \sigma$ denoting the Lebesgue surface measure on $\partial E$.
To continue we exploit a delicate result due to Mekias [82] which states that if $B((z, t), r)$ is a metric ball corresponding to the Carnot-Carathéodory metric associated to the system $X=\left\{X_{1}, \ldots, X_{2 n}\right\}$, and if $(z, t) \in \partial E$, then

$$
\begin{equation*}
\int_{B((z, t), r) \cap \partial E}|X \rho| d \sigma \cong r^{2 n+1}=r^{Q-1} . \tag{3.12}
\end{equation*}
$$

Since Mekias's thesis is not available in print, in Section 5 we provide complete details of the proof of that direction in (3.12) which is needed in the subsequent argument. Returning to (3.11) we observe that by the compactness
of $\partial E$ we can assume that $|\nabla \rho|>C>0$. For any ball $B$ with center in $\partial E$ and radius $r$ we therefore have

$$
\begin{align*}
P_{X}(E ; B)=(\text { by }(3.11)) & \leq C \int_{\partial E \cap B}|X \rho| d \sigma  \tag{3.13}\\
\text { (by the direction } \leq \text { in }(3.12)) & \leq C r^{Q-1} .
\end{align*}
$$

Fix $\epsilon>0$ and let now $\left\{B\left(p_{i}, \delta_{i}\right) \mid \delta_{i}<\epsilon, i=1,2, \ldots\right\}$ be a covering of $\partial E$ by metric balls. Then for each $B\left(p_{i}, \delta_{i}\right)$ in the covering, and $q_{i} \in B\left(p_{i}, \delta_{i}\right) \cap \partial E$, $B\left(p_{i}, \delta_{i}\right) \subset B\left(q_{i}, 2 \delta_{i}\right)$ holds. Hence, we have

$$
\begin{aligned}
& P_{X}\left(E ; \mathbb{H}^{n}\right) \leq \sum_{i} P_{X}\left(E ; B\left(p_{i}, \delta_{i}\right)\right) \leq \sum_{i} P_{X}\left(E ; B\left(q_{i}, 2 \delta_{i}\right)\right) \\
& (\text { by }(3.13)) \leq C \sum_{i} \delta_{i}{ }^{Q-1}
\end{aligned}
$$

where $C$ in the above is independent of the number of balls in the covering, and of $\delta_{i}$ 's. Since

$$
\mathcal{H}^{Q-1}(\partial E)=\liminf _{\epsilon \rightarrow 0}\left\{\sum_{i} \delta_{i}^{Q-1} \mid \partial E \subset \bigcup B\left(p_{i}, \delta_{i}\right), \delta_{i}<\epsilon\right\}
$$

the result follows.

## 4. - Trace inequality: The nongeometric case $p>1$

This section is devoted to proving Theorems 1.9 and 1.14. Our first step will be to establish a delicate generalization of the Hardy-Littlewood-Sobolev theorem of fractional integration in a space of homogeneous type proved independently in [27], and [73], see also [14]. In the Euclidean setting such generalization was first established in two beautiful papers by D. Adams [1], [2], and subsequently extended to weighted spaces. Our approach is based on D. Adams' one, but incorporates some modifications, inspired by a paper of Hedberg [63], see also the recent monograph [4]. Such modifications of Adam's arguments are necessary to handle our general setting and, at the same time, slightly simplify the proofs.

Henceforth, we assume that $U \subset \mathbb{R}^{n}$ is a given bounded set and let $C_{1}, R_{0}$ be the relative parameters in (H.2). Let $Q$ denote the homogeneous dimension of $U$. For $0<\alpha \leq Q$, we recall the definition of the fractional integration operator of order $\alpha$ [27]

$$
I_{\alpha} f(x)=\int_{B}|f(y)| \frac{d(x, y)^{\alpha}}{|B(x, d(x, y))|} d y, x \in B,
$$

where $B=B\left(x_{0}, R\right), x_{0} \in U, 0<R \leq R_{0}$. Then we have the following

Theorem 4.1. Assume (H.1), (H.2). Let $1 \leq p<\frac{Q}{\alpha}$ and suppose that $\mu$ is a nonnegative Borel measure on $\mathbb{R}^{n}$ satisfying

$$
\begin{equation*}
\mu(B(x, r)) \leq M \frac{|B(x, r)|}{r^{\alpha(p-\epsilon)}}, x \in U, 0<r \leq R_{0} \tag{4.1}
\end{equation*}
$$

for some $M>0$ and $0<\epsilon \leq p$. Then, $I_{\alpha}: L^{p}(B, d x) \rightarrow L^{q, \infty}(B, d \mu)$ with $q=p \frac{Q-\alpha(p-\epsilon)}{Q-\alpha p}>p$. Furthermore, there exists $C=C\left(C_{1}, \alpha, p, \epsilon\right)>0$ such that

$$
\begin{equation*}
\left\|I_{\alpha} f\right\|_{L^{q, \infty}(B, d \mu)} \leq C M^{\frac{1}{q}}\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon \alpha Q}{p(Q-\alpha(p-\epsilon))}}\|f\|_{L^{p_{(B, d x)}}} \tag{4.2}
\end{equation*}
$$

for any $f \in L^{p}(B, d x)$.
REMARK 4.2. 1) When $1<p<\frac{Q}{\alpha}$ one can actually prove that $I_{\alpha}$ : $L^{p}(B, d x) \rightarrow L^{q}(B, d \mu)$ and that in (4.2) the weak $L^{q}$ norm can be replaced by the strong one. This requires proving a strong version of Corollary 4.1 below. For the latter we refer to [28]. Since the weak continuity result in Theorem 4.1 is enough to prove the strong trace inequality in Theorem 1.9 , we will not prove the stronger version of (4.2).
2) It is interesting to observe that when $d \mu=d x$, Lebesgue measure in $\mathbb{R}^{n}$, then (4.1) holds with $M=1$ and $\epsilon=p$. In such case $q=\frac{p Q}{Q-\alpha p}$, i.e., $\frac{1}{p}-\frac{1}{q}=\frac{\alpha}{Q}$, and Theorem 4.1 is nothing but the weak version of the fractional integration theorem in [27], [14], [73].

Before proving Theorem 4.1 we establish a generalization of a result in [36]. For $0<\gamma \leq Q$ we introduce the fractional maximal operator of order $\gamma$ of a nonnegative measure $\mu$

$$
M_{\gamma} \mu(x)=\sup _{\rho>0} \frac{\rho^{\gamma}}{|B(x, \rho)|} \mu(B(x, \rho))
$$

When $d \mu=f d x$, for $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$, then we will write $M_{\gamma} f$ instead of $M_{\gamma} \mu$. We have the following

Lemma 4.3. Let $f \in L^{1}(B)$, where $B=B\left(x_{0}, R\right), x_{0} \in U, 0<R \leq R_{0}$, and $\mu$ be a nonnegative Borel measure. Then, for $0<\gamma \leq Q$ one has

$$
\begin{equation*}
\sup _{t>0}\left[t \mu\left(\left\{x \in B \mid M_{\gamma} f(x)>t\right\}\right)\right] \leq C \int_{B}|f(x)| M_{\gamma} \mu(x) d x \tag{4.3}
\end{equation*}
$$

for some constant $C=C\left(C_{1}, \gamma\right)>0$.

Proof. If the right-hand side of (4.3) is infinite there is nothing to prove, therefore it suffices to assume that it be finite. In what follows we think of $f$ as defined in $\mathbb{R}^{n}$ by letting $f=0$ in $B^{c}$. Set $E_{t}=\left\{x \in B \mid M_{\gamma} f(x)>t\right\}$. If $x \in E_{t}$ there exists $r_{x}>0$ such that

$$
\begin{equation*}
\frac{r_{x}^{\gamma}}{\left|B\left(x, r_{x}\right)\right|} \int_{B\left(x, r_{x}\right)}|f(y)| d y>t \tag{4.4}
\end{equation*}
$$

Since $E_{t} \subset \bigcup_{x \in E_{t}} B\left(x, r_{x}\right)$, by the Vitali type covering Theorem 1.2 on p. 69 of [26] we can find sequences $x_{i} \in E_{t}, r_{i}=r\left(x_{i}\right)>0, i \in \mathbb{N}$, such that $B\left(x_{i}, r_{i}\right)$ satisfies (4.4)

$$
E_{t} \subset \bigcup_{i=1}^{\infty} B\left(x_{i}, k r_{i}\right)
$$

and $B\left(x_{i}, r_{i}\right)$ are pairwise disjoint. We have

$$
\begin{align*}
\mu\left(E_{t}\right) & \leq \sum_{i=1}^{\infty} \mu\left(B\left(x_{i}, k r_{i}\right)\right) \\
\text { (by (H.2) and (4.4)) } & \leq \frac{C}{t} \sum_{i=1}^{\infty} \frac{\left(k r_{i}\right)^{\gamma} \mu\left(B\left(x_{i}, k r_{i}\right)\right)}{\left|B\left(x_{i}, k r_{i}\right)\right|} \int_{B\left(x_{i}, r_{i}\right)}|f(y)| d y  \tag{4.5}\\
& =\frac{C}{t} \sum_{i=1}^{\infty} \int_{B\left(x_{i}, r_{i}\right)}|f(y)| \frac{\left(k r_{i}\right)^{\gamma} \mu\left(B\left(x_{i}, k r_{i}\right)\right)}{\left|B\left(x_{i}, k r_{i}\right)\right|} d y
\end{align*}
$$

Now for each $y \in B\left(x_{i}, r_{i}\right)$ we obtain from (H.2)

$$
\begin{aligned}
\frac{\left(k r_{i}\right)^{\gamma} \mu\left(B\left(x_{i}, k r_{i}\right)\right)}{\left|B\left(x_{i}, k r_{i}\right)\right|} & \leq \frac{\left(k r_{i}\right)^{\gamma} \mu\left(B\left(x_{i}, k r_{i}\right)\right)}{\left|B\left(y, \frac{k r_{i}}{2}\right)\right|} \\
& \leq C \frac{\left(2 k r_{i}\right)^{\gamma} \mu\left(B\left(y, 2 k r_{i}\right)\right)}{\left|B\left(y, 2 k r_{i}\right)\right|} \leq C M_{\gamma} \mu(y)
\end{aligned}
$$

Substitution of this estimate in the right-hand side of (4.5) yields

$$
\mu\left(E_{t}\right) \leq \frac{C}{t} \sum_{i=1}^{\infty} \int_{B\left(x_{i}, r_{i}\right)}|f(y)| M_{\gamma} \mu(y) d y \leq \frac{C}{t} \int_{B}|f(y)| M_{\gamma} \mu(y) d y
$$

since the balls $B\left(x_{i}, r_{i}\right)$ are pairwise disjoint. This completes the proof.
Corollary 4.4. Let $0<\gamma \leq Q, 1 \leq p \leq \frac{Q}{\gamma}$. Suppose that $f \in L^{p}(B)$, and that $\mu$ is a nonnegative Borel measure on $\mathbb{R}^{n}$. Then, for every $t>0$ one has

$$
\mu\left(\left\{x \in B \mid M_{\gamma} f(x)>t\right\}\right) \leq \frac{C}{t^{p}} \int_{B}|f(x)|^{p} M_{\gamma p} \mu(x) d x
$$

for some $C=C\left(C_{1}, \gamma, p\right)>0$.

Proof. We note the estimate for $g \geq 0, g \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$

$$
\frac{r^{\gamma}}{|B(x, r)|} \int_{B(x, r)} g^{\frac{1}{p}} d y \leq\left(\frac{r^{\gamma p}}{|B(x, r)|} \int_{B(x, r)} g d y\right)^{\frac{1}{p}} \leq\left(M_{\gamma p} g(x)\right)^{\frac{1}{p}}
$$

Taking the supremum in $r>0$ in the left-hand side gives

$$
M_{\gamma}\left(g^{\frac{1}{p}}\right)(x) \leq\left(M_{\gamma p} g(x)\right)^{\frac{1}{p}} .
$$

The latter inequality implies

$$
\begin{align*}
\mu\left(\left\{x \in B \left\lvert\, M_{\gamma}\left(g^{\frac{1}{p}}\right)(x)>t\right.\right\}\right) & \leq \mu\left(\left\{x \in B \mid M_{\gamma_{p}} g(x)>t^{p}\right\}\right) \\
(\text { by (4.3)) } & \leq \frac{C}{t^{p}} \int_{B} g(x) M_{\gamma p} \mu(x) d x . \tag{4.6}
\end{align*}
$$

If now $f \in L^{p}(B)$, then applying (4.6) with $g=|f|^{p}$ we reach the conclusion.

Proof of Theorem 4.1. We adopt an idea of Hedberg [63] which has already been exploited in [27], see also [14] for complete details. For any $0<\delta<R$ write for $x \in B=B\left(x_{0}, R\right)$

$$
\begin{aligned}
I_{\alpha} f(x) & =\int_{B(x, \delta) \cap B}|f(y)| \frac{d(x, y)^{\alpha}}{|B(x, d(x, y))|} d y+\int_{B(x, \delta)^{c} \cap B}|f(y)| \frac{d(x, y)^{\alpha}}{|B(x, d(x, y))|} d y \\
& =I_{\alpha}^{1} f(x)+I_{\alpha}^{2} f(x),
\end{aligned}
$$

where we assume that $f$ has been extended with zero outside $B$. As in [14, formula (2.11)] we estimate

$$
I_{\alpha}^{2} f(x) \leq C\|f\|_{L^{p}(B)} R^{\frac{Q}{p}}|B(x, R)|^{-\frac{1}{p}} \delta^{-\frac{Q}{p}+\alpha} .
$$

Since by (H.2) we have

$$
|B(x, R)|^{-\frac{1}{p}} \leq C|B(x, 2 R)|^{-\frac{1}{p}} \leq C|B|^{-\frac{1}{p}},
$$

we obtain

$$
\begin{equation*}
I_{\alpha}^{2} f(x) \leq C\|f\|_{L^{p}(B)} R^{\frac{Q}{p}}|B|^{-\frac{1}{p}} \delta^{-\frac{Q}{p}+\alpha} . \tag{4.7}
\end{equation*}
$$

Next, we use the fractional maximal operator of order $\gamma, 0<\gamma<1, M_{\gamma} f$, to estimate $I_{\alpha}^{1} f$ as follows

$$
\begin{align*}
I_{\alpha}^{1} f(x) & \leq \sum_{k=0}^{\infty} \int_{2^{-(k+1)} \delta \leq d(x, y)<2^{-k}}|f(y)| \frac{d(x, y)^{\alpha}}{|B(x, d(x, y))|} d y \\
\text { (by (H.2)) } & \leq C \sum_{k=0}^{\infty} \frac{\left(2^{-k} \delta\right)^{\alpha}}{\left|B\left(x, 2^{-k} \delta\right)\right|} \int_{B\left(x, 2^{-k} \delta\right)}|f(y)| d y  \tag{4.8}\\
& \leq C M_{\gamma \alpha} f(x) \delta^{\alpha(1-\gamma)},
\end{align*}
$$

for some $C=C\left(C_{1}, \alpha, \gamma\right)>0$. From (4.7), (4.8) we infer

$$
\begin{equation*}
I_{\alpha} f(x) \leq C M_{\gamma \alpha} f(x) \delta^{\alpha(1-\gamma)}+C\|f\|_{L^{p}(B)} R^{\frac{Q}{P}}|B|^{-\frac{1}{p}} \delta^{-\frac{Q}{p}+\alpha} \tag{4.9}
\end{equation*}
$$

for $0<\delta<R$. Minimizing the right-hand side with respect to $\delta$ yields

$$
\begin{equation*}
I_{\alpha} f(x) \leq C\left(\frac{R^{Q}}{|B|}\right)^{\frac{Q(1-\gamma)}{Q-\gamma \alpha p}}\|f\|_{L^{2}(B)}^{\frac{\alpha p(1-\gamma)}{Q-\gamma \alpha p}}\left(M_{\gamma \alpha} f(x)\right)^{\frac{Q-\alpha p}{Q-\gamma \alpha p}} \tag{4.10}
\end{equation*}
$$

for some constant $C=C\left(C_{1}, p, \alpha, \gamma\right)>0$.
At this point we use Corollary 4.4 to estimate the distribution function of $\left(M_{\gamma \alpha} f\right)^{\frac{Q-\alpha p}{Q-\gamma \alpha p}}$ with respect to $\mu$. We choose $\gamma=\frac{p-\epsilon}{p}<1$, so that the exponent $q$ in the statement of Theorem 4.1 is given by $q=p \frac{Q-\gamma \alpha p}{Q-\alpha p}$. For $t>0$ one has

$$
\begin{align*}
\mu\left(\left\{x \in B \left\lvert\,\left(M_{\gamma \alpha} f(x)\right)^{\frac{Q-\alpha p}{Q-\gamma \alpha p}}>t\right.\right\}\right) & =\mu\left(\left\{x \in B \left\lvert\, M_{\gamma \alpha} f(x)>t^{\frac{q}{p}}\right.\right\}\right) \\
\text { (by Corollary 4.4) } & \leq C t^{-q} \int_{B}|f(x)|^{p} M_{\gamma \alpha p} \mu(x) d x . \tag{4.11}
\end{align*}
$$

In terms of the fractional maximal function of the measure $\mu$ we see that (4.1) can be reformulated as follows

$$
M_{\gamma \alpha p} \mu(x) \leq M, \quad x \in U .
$$

But then, (4.11) gives

$$
\mu\left(\left\{x \in B \left\lvert\,\left(M_{\gamma \alpha} f(x)\right)^{\left.\left.\frac{Q-\alpha p}{Q^{-\gamma \alpha_{p}}}>t\right\}\right) \leq C M t^{-q}\|f\|_{L^{p}(B)}^{p} . . . . ~ . ~}\right.\right.\right.
$$

The latter estimate implies

$$
\begin{equation*}
\left\|\left(M_{\gamma \alpha} f\right)^{\frac{p}{q}}\right\|_{L^{q, \infty_{(B, d \mu)}}} \leq(C M)^{\frac{1}{q}}\|f\|_{L^{p}(B)}^{\frac{p}{q}} . \tag{4.12}
\end{equation*}
$$

Finally, (4.10) and (4.12) imply (note that $1-\gamma=\frac{\epsilon}{p}$ )

$$
\begin{aligned}
\left\|I_{\alpha} f\right\|_{L^{q, \infty}(B, d \mu)} & \leq C\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{Q \alpha \epsilon}{p(Q-\gamma \alpha p)}}\|f\|_{L^{p}(B)}^{\frac{\alpha \epsilon}{Q-\gamma \alpha p}} \|\left(M_{\gamma \alpha} f\right)^{\frac{p}{q} \cdot \|_{L^{q, \infty}(B, d \mu)}} \\
& \leq C M^{\frac{1}{q}}\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{Q \alpha \epsilon}{p(Q-\gamma \alpha p)}}\|f\|_{L^{p}(B)}^{\frac{\alpha \epsilon}{\alpha-\gamma \alpha p}+\frac{p}{q}}
\end{aligned}
$$

It is now enough to observe that $\frac{\alpha \epsilon}{Q-\gamma \alpha p}+\frac{p}{q}=\frac{\alpha \epsilon}{Q-\alpha(p-\epsilon)}+\frac{Q-\alpha p}{Q-\alpha(p-\epsilon)}=1$, to reach the conclusion.

We are now ready to give the proof of Theorem 1.9. The latter will be obtained from Theorem 4.1 and from the following important result.

Theorem 4.5. Suppose (H.1)-(H.3) hold. Then, there exists constants $\beta, C>0$ depending on $C_{1}, C_{2}$ such that for $B=B\left(x_{0}, R\right), x_{0} \in U, 0<R \leq R_{0}$, and $u \in \mathcal{L}^{1, p}\left(B\left(x_{0}, \beta R\right)\right)$, one has for a.e. $x \in B$

$$
\begin{equation*}
\left|u(x)-u_{B}\right| \leq C \int_{\beta B}|X u(y)| \frac{d(x, y)}{|B(x, d(x, y))|} d y \tag{4.13}
\end{equation*}
$$

Theorem 4.5 was first proved in [45] for Hörmander type operators by an argument based on the Rothschild-Stein lifting theorem. A more elementary proof, based on (H.2), (H.3), and estimates of the fundamental solution of subLaplacians, was found in [16]. Subsequently, Franchi, Lu and Wheeden [46] made the interesting observation that one needs only (H.1), (H.2), the Poincaré inequality, and the following size estimate for the metric balls: for any $0<t<1$

$$
\begin{equation*}
|B(x, t R)| \leq C_{1}^{-1} t^{Q(x)}|B(x, R)| \text { with } \inf x \in U Q(x)>1 \tag{4.14}
\end{equation*}
$$

to obtain (4.13). Franchi and Wheeden [50] have recently made the important discovery that, even for a system of locally Lipschitz vector fields, (4.14) holds with $\inf _{x \in U} Q(x)=1$, and that moreover such linear growth is enough to deduce Theorem 4.5 from (H.1), (H.2) and the Poincare inequality.

Corollary 4.6. Under the assumption of Theorem 4.5, suppose that $u \in$ $\stackrel{\circ}{S}^{1, p}(B)$. Then for a.e. $x \in B$ we have

$$
|u(x)| \leq C I_{1}(|X u|)(x)
$$

where

$$
I_{1}(|X u|)(x)=\int_{B}|X u(y)| \frac{d(x, y)}{|B(x, d(x, y))|} d y
$$

Another fact about $\mathcal{L}^{1, p}$ needed in the proof of Theorem 1.9 as well as in many applications to PDEs is stated in the following

Lemma 4.7. Let $F$ be a piecewise smooth function on $\mathbb{R}$ with $F^{\prime} \in L^{\infty}(\mathbb{R})$. Then if $u \in \mathcal{L}^{1, p}(U)$ we have $F \circ u \in \mathcal{L}^{1, p}(U)$. Furthermore, if $L$ denotes the set of corner points of $F$, we have

$$
X(F \circ u)= \begin{cases}F^{\prime}(u) X u & \text { if } u \notin L \\ 0 & \text { if } u \in L\end{cases}
$$

The proof is standard and follows from Lemma 3.5 parts (I) and (II) of [54]. We now give the

Proof of Theorem 1.9. We start with $u \in \stackrel{\circ}{S}^{1, p}\left(B^{*}\right)$. Corollary 4.6 and Theorem 4.1 allow to conclude for any $t>0$

$$
\begin{equation*}
\mu\left(\left\{x \in B^{*}| | u(x) \mid>t\right\}\right) \leq \frac{C M}{t^{q}}\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{Q-p}}\left(\int_{B^{*}}|X u|^{p} d x\right)^{\frac{q}{p}} \tag{4.15}
\end{equation*}
$$

For each $k \in \mathbb{Z}$ define

$$
F_{k}(t)= \begin{cases}0 & \text { if }|t|<2^{k} \\ |t|-2^{k} & \text { if } 2^{k} \leq|t|<2^{k+1} \\ 2^{k} & \text { if } 2^{k+1} \leq|t|\end{cases}
$$

Clearly, $F$ is piecewise smooth with corners at $\pm 2^{k}, \pm 2^{k+1}$ and $\left|F^{\prime}\right| \leq 1$ at the non corner points. Next, take $u \in \stackrel{\circ}{S}^{1, p}\left(B^{*}\right)$ and let

$$
u_{k}(x)=F_{k} \circ u(x)= \begin{cases}0 & \text { if }|u(x)|<2^{k} \\ |u(x)|-2^{k} & \text { if } 2^{k} \leq|u(x)|<2^{k+1} \\ 2^{k} & \text { if } 2^{k+1} \leq|u(x)|\end{cases}
$$

By Lemma 4.7 we have $u_{k} \in \stackrel{\circ}{S}^{1, p}\left(B^{*}\right)$ and $\left|X u_{k}\right|=\chi_{\left\{2^{k} \leq|u|<2^{k+1}\right\}}|X u|$ for a.e. $x \in B^{*}$. This gives

$$
\begin{aligned}
\int_{B^{*}}|u|^{q} d \mu & =q \int_{0}^{\infty} t^{q-1} \mu\left(\left\{x \in B^{*}| | u(x) \mid>t\right\}\right) d t \\
& =q \sum_{k \in \mathbb{Z}} \int_{2^{k+1}}^{2^{k+2}} t^{q-1} \mu\left(\left\{x \in B^{*}| | u(x) \mid>t\right\}\right) d t \\
& \leq q 2^{2 q-1} \sum_{k \in \mathbb{Z}} 2^{k q} \mu\left(\left\{x \in B^{*} \mid u_{k}(x)>2^{k-1}\right\}\right)
\end{aligned}
$$

(by (4.15)) $\leq q 2^{2 q-1} C M\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{Q}-p} \sum_{k \in \mathbb{Z}} 2^{k q} 2^{-(k-1) q}\left(\int_{B^{*}}\left|X u_{k}\right|^{p} d x\right)^{\frac{q}{p}}$
$\leq C M\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{Q-p}}\left(\sum_{k \in \mathbb{Z}} \int_{B^{*}}\left|X u_{k}\right|^{p} d x\right)^{\frac{q}{p}}$
$\leq C M\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{Q-p}}\left(\sum_{k \in \mathbb{Z}} \int_{\left\{2^{k} \leq|u|<2^{k+1}\right\}}|X u|^{p} d x\right)^{\frac{q}{p}}$
$=C M\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{Q-p}}\left(\int_{B^{*}}|X u|^{p} d x\right)^{\frac{q}{p}}$

We remark that in the above chain of inequalities we have used the fact $q>p$. Summarizing, we have shown that for every $u \in \stackrel{\circ}{S}^{1, p}\left(B^{*}\right)$

$$
\begin{equation*}
\left(\int_{B^{*}}|u|^{q} d \mu\right)^{\frac{1}{q}} \leq C M^{\frac{1}{q}}\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{p(Q-(p-\epsilon))}}\left(\int_{B^{*}}|X u|^{p} d x\right)^{\frac{1}{p}} \tag{4.16}
\end{equation*}
$$

Arguing as in the proof of Theorem 1.4 we establish for any $u \in \mathcal{L}^{1, p}\left(B^{*}\right)$

$$
\left(\int_{B}|u|^{q} d \mu\right)^{\frac{1}{q}} \leq C M^{\frac{1}{q}}\left(\frac{R}{|B|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q}{p(Q-(p-\epsilon)}}\left[\frac{1}{R^{p}} \int_{B^{*}}|u|^{p} d x+\int_{B^{*}}|X u|^{p} d x\right]^{\frac{1}{p}}
$$

From the latter and from the Poincaré inequality

$$
\int_{B^{*}}\left|u-u_{B^{*}}\right|^{p} d x \leq C R^{p} \int_{B^{*}}|X u|^{p} d x
$$

for functions in $\mathcal{L}^{1, p}\left(\boldsymbol{B}^{*}\right)$ (see Corollary 1.6, part (II), and Theorem 1.15, part (I), in [54]) we reach the desired conclusion.

We now turn to the proof of Theorem 1.14. But first, we recall a Lemma from [54].

Lemma 4.8 (see Lemma 3.1 in [54]). Let $\Omega \subset \mathbb{R}^{n}$ be a measurable set with $\operatorname{diam}(\Omega) \leq R_{0} / 2$. Then there exists a constant $C>0$, depending only on $C_{1}$ in (H.2), such that for any ball $B \subset \Omega$, with radius $r(B)$, we have

$$
|B|^{1-k} \leq C\left(\frac{\operatorname{diam}(\Omega)}{r(B)}\right)^{k}|\Omega|^{1-k}
$$

where $k=\frac{Q}{Q-1}$.
Proof of Theorem 1.14. Since the computations are similar to the one in [54, Theorem 1.5], we only highlight the main differences and refer the reader to the above cited work. Let $u \in \mathcal{L}^{1, p}(\Omega)$ be given and denote $\beta B$ by $B^{*}$. We estimate

$$
\begin{aligned}
\int_{\Omega}\left|u-u_{B_{0}, \mu}\right|^{q} d \mu & \leq \sum_{B \in \mathcal{F}} \int_{B}\left|u-u_{B_{0}, \mu}\right|^{q} d \mu \\
& \leq 2^{q} \sum_{B \in \mathcal{F}}\left(\int_{B}\left|u-u_{B, \mu}\right|^{q} d \mu+\int_{B}\left|u_{B, \mu}-u_{B_{0}, \mu}\right|^{q} d \mu\right) \\
& =2^{q}(I+I I) .
\end{aligned}
$$

It is easy to see by using Lemma 4.8 and Theorem 1.9 that

$$
I=\sum_{B \in \mathcal{F}} \int_{B}\left|u-u_{B, \mu}\right|^{q} d \mu \leq C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|^{\frac{1}{Q}}}\right)^{\frac{\epsilon Q q}{p(Q-p+\epsilon)}}\left(\int_{\Omega}|X u|^{p} d x\right)^{\frac{q}{p}}
$$

To estimate $I I$, we consider for each $B \in \mathcal{F}$ a chain $B_{0}, B_{1}, \ldots, B_{s(B)}=B$ as in Definition 1.12. Then

$$
\begin{aligned}
& \left\|u_{B, \mu}-u_{B_{0}, \mu}\right\|_{L^{q}(B, d \mu)} \leq \sum_{i=0}^{s(B)-1}\left\|u_{B_{i+1}, \mu}-u_{B_{i}, \mu}\right\|_{L^{q}(B, d \mu)} \\
& =\sum_{i=0}^{s(B)-1}\left(\frac{\mu(B)}{\mu\left(B_{i} \cap B_{i+1}\right)}\right)^{\frac{1}{q}}\left\|u_{B_{i}, \mu}-u_{B_{i+1}, \mu}\right\|_{L^{q_{\left(B_{i} \cap B_{i+1}, d \mu\right)}}}
\end{aligned}
$$

(by (ii) in Definition 1.12)

$$
\begin{align*}
\leq & C\left[\sum_{i=0}^{s(B)-1}\left(\frac{\mu(B)}{\mu\left(B_{i}\right)}\right)^{\frac{1}{q}}\left\|u-u_{B_{i}, \mu}\right\|_{L^{q}\left(B_{i}, d \mu\right)}\right.  \tag{4.17}\\
& \left.+\sum_{i=0}^{s(B)-1}\left(\frac{\mu(B)}{\mu\left(B_{i+1}\right)}\right)^{\frac{1}{q}}\left\|u-u_{B_{i+1}, \mu}\right\|_{L^{q}\left(B_{i+1}, d \mu\right)}\right] \\
= & C[I I I+I V] .
\end{align*}
$$

Since the analysis of $I I I$ and $I V$ is the same and, at the end, they are majorized by the same quantity, we analyze III only.

$$
\begin{align*}
I I I & =\sum_{i=0}^{s(B)-1}\left(\frac{\mu(B)}{\mu\left(B_{i}\right)}\right)^{\frac{1}{q}}\left\|u-u_{B_{i}, \mu}\right\|_{L^{q}\left(B_{i}, d \mu\right)} \quad \text { (by Theorem 1.9) } \\
& \leq \sum_{i=0}^{s(B)-1}\left(\frac{\mu(B)}{\mu\left(B_{i}\right)}\right)^{\frac{1}{q}}\left(\frac{r\left(B_{i}\right)}{\left|B_{i}\right|}\right)^{\frac{\epsilon Q}{p(Q-p+\epsilon)}}\|X u\|_{L^{p}\left(B_{i}^{*}\right)} \text { (by Lemma 4.8) }  \tag{4.18}\\
& \leq\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q}{p(Q-p+\epsilon)}} \sum_{i=0}^{s(B)-1}\left(\frac{\mu(B)}{\mu\left(B_{i}\right)}\right)^{\frac{1}{q}}\|X u\|_{L^{p}\left(B_{i}^{*}\right)} .
\end{align*}
$$

Now for $B \in \mathcal{F}$ fixed, let $\mathcal{F}_{B}=\{\tilde{B} \in \mathcal{F} \mid \nu \tilde{B} \supseteq B\}$. Note that every $B_{j}$ in the chain connecting $B_{0}$ to $B$ is in $\mathcal{F}_{B}$. For any $B \in \mathcal{F}$ set

$$
a_{B}=\frac{1}{\mu(B)^{\frac{1}{q}}}\|X u\|_{\left.L^{p} B^{*}\right)}
$$

then

$$
\begin{align*}
\sum_{i=0}^{s(B)-1}\left(\frac{\mu(B)}{\mu\left(B_{i}\right)}\right)^{\frac{1}{q}}\|X u\|_{L^{p}\left(B_{i}^{*}\right)} & \leq \sum_{\tilde{B} \in \mathcal{F}_{B}}\left(\frac{\mu(B)}{\mu(\tilde{B})}\right)^{\frac{1}{q}}\|X u\|_{L^{p}\left(B_{i}^{*}\right)}  \tag{4.19}\\
& =\mu(B)^{\frac{1}{q}} \sum_{\tilde{B} \in \mathcal{F}_{B}} a_{\tilde{B}}
\end{align*}
$$

Substitute (4.19) in (4.18) and subsequently (4.18) in (4.17), raising to the $q$-th power. Using the trivial observation that for every $x \in B$,

$$
\sum_{\tilde{B} \in \mathcal{F}_{B}} a_{\tilde{B}} \leq \sum_{\tilde{B} \in \mathcal{F}} a_{\tilde{B}} \chi_{\nu \tilde{B}}(x)
$$

we have

$$
\begin{aligned}
\int_{B}\left|u_{B, \mu}-u_{B_{0}, \mu}\right|^{q} d \mu & \leq C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q q}{p(Q-p+\epsilon)}} \int_{B}\left(\sum_{\tilde{B} \in \mathcal{F}_{B}} a_{\tilde{B}}\right)^{q} d \mu \\
& \leq C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon \ell q}{p(Q-p+\epsilon)}} \int_{B}\left(\sum_{\tilde{B} \in \mathcal{F}} a_{\tilde{B}} \chi_{\nu \tilde{B}}(x)\right)^{q} d \mu
\end{aligned}
$$

Summing over $B \in \mathcal{F}$ one obtains

$$
\begin{aligned}
I I=\sum_{B \in \mathcal{F}} \int_{B}\left|u_{B, \mu}-u_{B_{0}, \mu}\right|^{q} d \mu \leq & C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon \ell q}{p(Q-p+\epsilon)}} \\
& \times \int_{\Omega} \sum_{B \in \mathcal{F}} \chi_{B}(x)\left(\sum_{\tilde{B} \in \mathcal{F}} a_{\tilde{B}} \chi_{\nu \tilde{B}}(x)\right)^{q} d \mu \\
\text { (by (i) in Definition1.12) } \leq & C N\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q q}{p(Q-p+\epsilon)}} \\
& \times \int_{\Omega}\left(\sum_{\tilde{B} \in \mathcal{F}} a_{\tilde{B}} \chi_{\nu \tilde{B}}(x)\right)^{q} d \mu
\end{aligned}
$$

(by Lemma 4 in [94, p.115] $\leq C D\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q q}{p(Q-p+\epsilon)}}$

$$
\times \int_{\Omega}\left(\sum_{\tilde{B} \in \mathcal{F}} a_{\tilde{B}} \chi_{\tilde{B}}(x)\right)^{q} d \mu
$$

$$
\leq C N^{q-1}\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q q}{p(Q-p+\epsilon)}}
$$

$$
\times \int_{\Omega} \sum_{\tilde{B} \in \mathcal{F}} a_{\tilde{B}}^{q} \chi_{\tilde{B}}(x) d \mu
$$

$$
=C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q q}{p(Q-p+\epsilon)}} \sum_{\tilde{B} \in \mathcal{F}} a_{\tilde{B}}^{q} \mu(\tilde{B})
$$

$$
\leq C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon \ell q}{p(Q-p+\epsilon)}}\left(\sum_{\tilde{B} \in \mathcal{F}}\|X u\|_{L^{p}\left(\tilde{B}^{*}\right)}^{p}\right)^{\frac{q}{p}}
$$

$$
=C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q q}{p(Q-p+\epsilon)}}\left(\int_{\Omega} \sum_{\tilde{B} \in \mathcal{F}} \chi_{\tilde{B}^{*}}(x)|X u| d x\right)^{q}
$$

(by (i) in Definition 1.16) $\leq C N^{q}\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q q}{p(Q-p+\epsilon)}}\left(\int_{\Omega}|X u|^{p} d x\right)^{\frac{q}{p}}$.
In the above, we have used the fact that the sum $\sum_{\tilde{B} \in \mathcal{F}} a_{\tilde{B}} \chi_{\tilde{B}}(x)$ has at most $N$ terms that are not zero for each $x \in \Omega$ and $\frac{q}{p}>1$. By the estimate of $I$ and $I I$ we infer

$$
\left(\int_{\Omega}\left|u-u_{B_{0}, \mu}\right|^{q} d \mu\right)^{\frac{1}{q}} \leq C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q}{p(Q-p+\epsilon)}}\left(\int_{\Omega}|X u|^{p} d x\right)^{\frac{1}{p}}
$$

Finally, Hölder's inequality gives

$$
\left(\int_{\Omega}\left|u-u_{\Omega, \mu}\right|^{q} d x\right)^{\frac{1}{q}} \leq C\left(\frac{\operatorname{diam}(\Omega)}{|\Omega|}\right)^{\frac{\epsilon Q}{p(Q-p+\epsilon)}}\left(\int_{\Omega}|X u|^{p} d x\right)^{\frac{1}{p}}
$$

## 5. - A geometric application of trace inequalities

The purpose of this section is to present some interesting and useful applications of Theorems 1.4,1.9 to manifolds of codimension one in the Heisenberg
group $\mathbb{H}^{n}$. We begin with a known result from Euclidean analysis which serves as motivation.

Consider $\mathbb{R}^{n}$ with the standard basis $X_{j}=\frac{\partial}{\partial x_{j}}, 1 \leq j \leq n$. In this case one proves $d=d_{e}=|\cdot|$ and $B_{e}=B_{e}(x, r)=\left\{y \in \mathbb{R}^{n}| | x-y \mid<r\right\}$. The space $\mathcal{L}^{1,1}\left(B_{e}\right)$ is then the ordinary Sobolev space $W^{1,1}\left(B_{e}\right)$. Take $\mathcal{M}$ in Theorem 1.4 to be a Lipschitz $(n-1)$-dimensional manifold. Since our result is local in nature, we can assume that $\mathcal{M}$ be bounded. Define an outer measure $\mu$ on $\mathcal{M}$ by letting

$$
\mu(E)=\mathcal{H}^{n-1}(E \cap \mathcal{M})
$$

where $\mathcal{H}^{n-1}$ is the $n-1$ dimensional Hausdorff measure in $\mathbb{R}^{n}$ with respect to the metric $d_{e}$. It is well-known that for any $x \in \mathcal{M}, \mu(B(x, r)) \cong r^{n-1} \cong \frac{|B(x, r)|}{r}$. Hence, Theorem 1.4 applies in this case, yielding the conclusion that every $u \in W^{1,1}\left(B_{e}\right)$ has a trace in $L^{1}\left(\mathcal{M} \cap B_{e}\right)$. If, instead, we apply Theorem 1.9, we infer that membership of $u$ in $W^{1, p}\left(B_{e}\right)$ implies existence of a trace in $L^{q}\left(\mathcal{M} \cap B_{e}\right)$, with $q=p \frac{n-1}{n-p}$. In this context, these results are included in a theorem of Gagliardo [51], see also [91].

If we abandon the Euclidean setting and turn the attention to the simplest non-abelian example of a Carnot group, namely the Heisenberg group $\mathbb{H}^{n}$, the situation becomes suddenly more intricated due to the presence of characteristic points. To clarify this comment we consider a smooth compact manifold $\mathcal{M} \subset$ $\mathbb{H}^{n}$, and ask the question of when $\mathcal{M}$ supports a Borel measure $d \mu$ which fulfills the growth assumptions in Theorems 1.4 and 1.9. The answer to this question is somewhat delicate, as we will show in what follows. Let us recall that $\mathbb{H}^{n}$ is the Lie group whose underlying manifold is $\mathbb{R}^{2 n} \times \mathbb{R}$ with group law

$$
\begin{gathered}
(x, y, t)(\xi, \eta, \tau)=(x+\xi, y+\eta, t+\tau+2((\xi, y\rangle-\langle x, \eta\rangle)), \\
x, y, \xi, \eta \in \mathbb{R}^{n}, t, \tau \in \mathbb{R},
\end{gathered}
$$

where $\langle$,$\rangle denotes the ordinary inner product in \mathbb{R}^{n}$. The corresponding Lie algebra of left-invariant vector fields is generated by the system $X=\left\{X_{1}, \ldots, X_{2 n}\right\}$, where

$$
X_{j}=\frac{\partial}{\partial x_{j}}+2 y_{j} \frac{\partial}{\partial t}, \quad X_{n+j}=\frac{\partial}{\partial y_{j}}-2 x_{j} \frac{\partial}{\partial t}, \quad j=1, \ldots, n .
$$

A basis for such algebra is given by $\left\{X_{1}, \ldots, X_{2 n}, T\right\}$, where $T=-4 \frac{\partial}{\partial t}$. In the sequel we will need the exponential mapping induced by such basis, see the Appendix in [83]. For each $q_{0}=\left(x_{0}, y_{0}, t_{0}\right), q=(x, y, t) \in \mathbb{H}^{n}$ a simple calculation gives

$$
\begin{equation*}
\operatorname{Exp}_{q_{0}}(x, y, t)=\left(x+x_{0}, y+y_{0}, 2\left(\left\langle x, y_{0}\right\rangle-\left\langle y, x_{0}\right\rangle\right)-4 t+t_{0}\right) . \tag{5.1}
\end{equation*}
$$

We assume that the manifold $\mathcal{M}$ has codimension one in $\mathbb{H}^{n}$, i.e., $\operatorname{dim}(\mathcal{M})$ $=2 n$, and that it be given by

$$
\mathcal{M}=\left\{q \in \mathbb{H}^{n} \mid \rho(q)=0\right\},
$$

where $\rho \in C^{\infty}\left(\mathbb{H}^{n}\right)$. Consider the angle function

$$
w(q)=\left(\sum_{j=1}^{2 n}\left(X_{j} \rho\right)^{2}(q)\right)^{\frac{1}{2}}=|X \rho(q)|
$$

The characteristic set of the system $X$ on $\mathcal{M}$ is given by $\Sigma=\{q \in \mathcal{M} \mid$ $w(q)=0\}$.

Returning to the question above, a natural candidate for the measure $d \mu$ on $\mathcal{M}$ would clearly be surface measure $d \sigma$, but the latter does not scale correctly across the characteristic set $\Sigma$. Instead, for a set $E \subset \mathbb{H}^{n}$, we define

$$
\mu(E)=\int_{E \cap \mathcal{M}} w(q) d \sigma(q)
$$

The measure $d \mu$ is supported on $\mathcal{M}$. In order to see whether it is an appropriate candidate for Theorems 1.4, 1.9, we need to study how it charges the Carnot-Carathéodory balls. It is known that the Carnot-Carathéodory metric $d$ associated to $X$ is equivalent to the metric $d_{H}(p, q)=N\left(p^{-1} q\right)$, where

$$
N(x, y, t)=\left[\left(|x|^{2}+|y|^{2}\right)^{2}+t^{2}\right]^{\frac{1}{4}}
$$

is the natural gauge function on $\mathbb{H}^{n}$. It thus suffices to consider balls with respect to $d_{H}, B=B(q, r)=\left\{p \in \mathbb{H}^{n} \mid d_{H}(p, q)<r\right\}$. The homogeneous dimension attached to the anisotropic dilations $\delta_{\lambda}(x, y, t)=\left(\lambda x, \lambda y, \lambda^{2} t\right)$ is $Q=2 n+2$. One easily sees that $|B(x, r)| \cong r^{Q}$. The following result holds.

Theorem 5.1. There exist positive constants $M, R_{0}$, depending on $\mathcal{M}$, such that for every $q \in \mathcal{M}$, and any $0<r<R_{0}$, one has

$$
\mu(B(q, r)) \leq M \frac{|B(q, r)|}{r} .
$$

We mention that Theorem 5.1 is part of a result, due to Mekias [82], which states that the reverse inequality also holds. Since, the proof in [82] is not available in print and also does not contain full details, given the relevance of the result we provide a detailed proof below.

Taking Theorem 5.1 for granted for a moment, we can use it to implement Theorems 1.4 and 1.9 and obtain trace inequalities on manifolds of codimension one in $\mathbb{H}^{n}$. If $U \in \mathbb{H}^{n}$ is an open set such that $\mathcal{M} \subset U$, we thus reach the conclusion that functions in the Folland-Stein Sobolev spaces $\mathcal{L}^{1,1}(U)$, or $\mathcal{L}^{1, p}(U)$, $1<p<Q$, admit a trace respectively in $L^{1}(\mathcal{M}, d \mu)$, or in $L^{q}(\mathcal{M}, d \mu)$, with $q=p p_{Q-1}^{Q-p}$. Moreover, specialized to the present context, (1.6) and (1.11) provide a priori control of the relevant norm of the trace. For instance, from (1.11) we obtain for every $u \in \mathcal{L}^{1, p}\left(B^{*}\right)$

$$
\left(\int_{B}\left|u-u_{B, \mu}\right|^{q} d \mu\right)^{\frac{1}{q}} \leq C M^{\frac{1}{q}}\left(\int_{B^{*}}|X u|^{p} d x\right)^{\frac{1}{p}},
$$

where $M$ is the constant in Theorem 5.1. The discussion will be complete once we prove Theorem 5.1, to which task we turn next.

Let $\rho$ be the defining function of $\mathcal{M}$. We introduce the quantity

$$
\begin{equation*}
\eta(q, r)=\frac{\max \left(w(q), 4\left|\frac{\partial \rho}{\partial t}(q)\right| r\right)}{4\|\nabla \rho(q)\|} \tag{5.2}
\end{equation*}
$$

We start with a preliminary result.
Lemma 5.2. Suppose that the defining function $\rho$ be at least of class $C^{2}$. There exist constants $R_{1}, C_{1}, C_{2}>0$ such that for all $q_{0} \in \mathcal{M}$ and $r \leq R_{1}$ the following estimate holds

$$
\begin{equation*}
C_{1} r^{2 n+1} / \eta\left(q_{0}, r\right) \leq \sigma\left(\mathcal{M} \cap B\left(q_{0}, r\right)\right) \leq C_{2} r^{2 n+1} / \eta\left(q_{0}, r\right) \tag{5.3}
\end{equation*}
$$

Proof. To simplify the notation in the sequel we focus on the threedimensional Heisenberg group $\mathbb{H}=\mathbb{H}^{1}$. From the analysis of the latter the general case follows with trivial changes. First, we approximate $\sigma\left(\mathcal{M} \cap B\left(q_{0}, r\right)\right)$ to first order with $\sigma\left(T_{q_{0}} \mathcal{M} \cap B\left(q_{0}, r\right)\right)$. To compute $\sigma\left(T_{q_{0}} \mathcal{M} \cap B\left(q_{0}, r\right)\right)$ we use the exponential mapping based at $q_{0}$ given in (5.1) and the following famous "Ball-Box" theorem of [83] (see also [59]): There are strictly positive continuous functions $\bar{C}=\bar{C}\left(q_{0}\right)$ and $R^{\prime}=R^{\prime}\left(q_{0}\right)$ such that

$$
\operatorname{Exp}_{q_{0}}\left(\operatorname{Box}\left(\bar{C}^{-1} r\right) \subset B\left(q_{0}, r\right) \subset \operatorname{Exp}_{q_{0}}(\operatorname{Box}(\bar{C} r))\right.
$$

for all $q_{0} \in \mathbb{H}^{n}$ and $r \leq R^{\prime}$ where

$$
\operatorname{Box}(r)=\left\{(x, y, t)| | x\left|,|y| \leq r,|t| \leq r^{2}\right\} .\right.
$$

Consider the tangent plane $T_{q_{0}} \mathcal{M}$

$$
T_{q_{0}} \mathcal{M}=\left\{(x, y, t) \left\lvert\, \frac{\partial \rho}{\partial x}\left(q_{0}\right)\left(x-x_{0}\right)+\frac{\partial \rho}{\partial y}\left(q_{0}\right)\left(y-y_{0}\right)+\frac{\partial \rho}{\partial t}\left(q_{0}\right)\left(t-t_{0}\right)=0\right.\right\}
$$

We let $\alpha, \beta, \gamma$ respectively denote the numbers $\frac{\partial \rho}{\partial x}\left(q_{0}\right), \frac{\partial \rho}{\partial y}\left(q_{0}\right), \frac{\partial \rho}{\partial t}\left(q_{0}\right)$. Choose $A=\alpha+2 y_{0} \gamma, B=\beta-2 x_{0} \gamma, C=-4 \gamma$, then from (5.1) one finds that the plane containing $e=(0,0,0)$

$$
\mathcal{H}=\{(x, y, t) \mid A x+B y+C t=0\}
$$

has the property

$$
\begin{equation*}
\operatorname{Exp}_{q_{0}}(\mathcal{H})=T_{q_{0}} \mathcal{M} \tag{5.4}
\end{equation*}
$$

In view of the fact that $\operatorname{Exp}_{q_{0}}$ is a one to one mapping, we have

$$
\operatorname{Exp}_{q_{0}}\left(\mathcal{H} \cap \operatorname{Box}\left(\bar{C}^{-1} r\right)\right) \subset T_{q_{0}} \mathcal{M} \cap B\left(q_{0}, r\right) \subset \operatorname{Exp}_{q_{0}}(\mathcal{H} \cap \operatorname{Box}(\bar{C} r))
$$

Thus, it suffices to consider $\sigma\left(\operatorname{Exp}_{q_{0}}(\mathcal{H} \cap \operatorname{Box}(r))\right.$ and make the appropriate adjustment at the end to accomodate the constant $\bar{C}$. We now proceed to determine a coordinate patch for $\operatorname{Exp}_{q_{0}}(\mathcal{H} \cap \operatorname{Box}(r))$. Consider the cylinder

$$
C y l(r)=\left\{(x, y, t) \mid x^{2}+y^{2} \leq r^{2}, t \leq r^{2}\right\} .
$$

One sees that the quantities $\sigma(\mathcal{H} \cap \operatorname{Box}(r))$ and $\sigma(\mathcal{H} \cap \operatorname{Cyl}(r))$ are comparable. Since $\sigma(\mathcal{H} \cap C y l(r))$ is invariant under rotation around the $t$-axis, we make a rotation to map the vector $(A, B, C)$ (the normal vector to $\mathcal{H}$ ) to the vector ( $\sqrt{A^{2}+B^{2}}, 0, C$ ). We still use $\mathcal{H}$ to denote the rotated plane. It is now easy to see that the range of $x$ for which the (rotated) plane $\mathcal{H}$ lies in $\operatorname{Box}(r)$ is given by

$$
\begin{cases}|x|<\frac{|C|}{\sqrt{A^{2}+B^{2}}} r^{2} & \text { if } r<\frac{\sqrt{A^{2}+B^{2}}}{|C|} \\ |x|<r & \text { if } r \geq \frac{\sqrt{A^{2}+B^{2}}}{|C|}\end{cases}
$$

One can simply rewrite this condition as $|x|<r^{2} / \max \left(\frac{\sqrt{A^{2}+B^{2}}}{|C|}, r\right)$. We distinguish two cases. If $C=-4 \gamma=-4 \frac{\partial \rho}{\partial t}\left(q_{0}\right) \neq 0$. We consider the rectangle

$$
\Omega=\left\{(x, y)| | x\left|<\frac{r^{2}}{\max \left(\frac{\sqrt{A^{2}+B^{2}}}{|C|}, r\right)},|y|<r\right\},\right.
$$

and the function $\phi: \mathbb{R}^{2} \rightarrow \mathcal{H}$ defined as follows

$$
\phi(x, y)=\left(x, y,\left(-\frac{A}{C} x-\frac{B}{C} y\right)\right)=\left(x, y,\left(\frac{\alpha}{4 \gamma}+\frac{y_{0}}{2}\right) x+\left(\frac{\beta}{4 \gamma}-\frac{x_{0}}{2}\right) y\right) .
$$

$(\Omega, \phi)$ and $\left(\Omega, \operatorname{Exp}_{q_{0}} \circ \phi\right)$ are coordinate patches for $\mathcal{H} \cap \operatorname{Box}(r)$ and $T_{q_{0}} \mathcal{M} \cap$ $\operatorname{Exp}_{q_{0}}(\operatorname{Box}(r))$ respectively. Now

$$
\begin{aligned}
& \sigma\left(\operatorname{Exp}_{q_{0}}(\mathcal{H} \cap \operatorname{Box}(r))\right)=\sigma\left(\operatorname{Exp}_{q_{0}} \circ \phi(\Omega)\right)=\int_{\Omega} \sqrt{1+(\alpha / \gamma)^{2}+(\beta / \gamma)^{2}} d x d y \\
& \quad=\frac{\sqrt{\alpha^{2}+\beta^{2}+\gamma^{2}}}{|\gamma|}|\Omega|=\frac{\sqrt{\alpha^{2}+\beta^{2}+\gamma^{2}}}{|\gamma|} \frac{r^{3}}{\max \left(\frac{\sqrt{A^{2}+B^{2}}}{|C|}, r\right)} .
\end{aligned}
$$

With the above meanings of the quantities $\alpha, \beta, \gamma, A, B, C$, one easily recognizes that $A=X \rho\left(q_{0}\right), B=Y \rho\left(q_{0}\right)$, and therefore $w\left(q_{0}\right)=\sqrt{A^{2}+B^{2}}$.

At this point using the definition (5.1) of the function $\eta\left(q_{0}, r\right)$, one finds from the above chain of equalities

$$
\sigma\left(\operatorname{Exp}_{q_{0}}(\mathcal{H} \cap \operatorname{Box}(r))\right)=\frac{r^{3}}{\eta\left(q_{0}, r\right)}
$$

If we have $C=-4 \gamma=-4 \frac{\partial \rho}{\partial t}\left(q_{0}\right)=0$ instead, we simply let

$$
\Omega=\left\{(x, t)| | x\left|<\frac{r}{\max (A / B, 1)},|t|<r^{2}\right\}\right.
$$

and

$$
\phi(x, t)=(x,-(A / B) x, t)
$$

Again, $(\Omega, \phi)$ and $\left(\Omega, \operatorname{Exp}_{q_{0}} \circ \phi\right)$ are coordinate patches for $\mathcal{H} \cap \operatorname{Box}(r)$ and $T_{q_{0}} \mathcal{M} \cap \operatorname{Exp}_{q_{0}}(\operatorname{Box}(r))$ respectively. Carrying out the same computations we see that indeed, the expression for $\sigma\left(\operatorname{Exp}_{q_{0}}(\mathcal{H} \cap \operatorname{Box}(r))\right.$ also includes the case where $C=-4 \gamma=\frac{\partial \rho}{\partial t}\left(q_{0}\right)=0$.

To finish the proof of the lemma, we simply observe that $\mathcal{M}$ is compact and the constants $\bar{C}\left(q_{0}\right)$ in the "Ball-Box" theorem stated above depend continuously on $q_{0}$. Therefore, we can take $C_{1}=\min \left\{\bar{C}^{-1}\left(q_{0}\right) \mid q_{0} \in \mathcal{M}\right\}>0$, $C_{2}=\max \left\{\bar{C}^{-1}\left(q_{0}\right) \mid q_{0} \in \mathcal{M}\right\}>0, R^{\prime \prime}=\min \left\{R^{\prime}\left(q_{0}\right) \mid q_{0} \in \mathcal{M}\right\}>0$. Since $\mathcal{M}$ is at least $C^{2}$ and compact, we can approximate $\sigma\left(\mathcal{M} \cap B\left(q_{0}, r\right)\right)$ by $\sigma\left(T_{q_{0}} \mathcal{M} \cap B\left(q_{0}, r\right)\right)$ by requesting $r<R_{1}^{\prime}$ for some $R_{1}^{\prime}$ independent of $q_{0}$ so that the error term can be absorbed into the principal term $\sigma\left(T_{q_{0}} \mathcal{M} \cap B\left(q_{0}, r\right)\right)$. Letting $R_{1}=\min \left(R^{\prime \prime}, R_{1}\right)$ we then reach the conclusion.

Remark 5.3. It is important to observe that if $q$ is a characteristic point, then $\eta(q, r)=r$, and therefore

$$
\begin{equation*}
\sigma(\mathcal{M} \cap B(q, r)) \sim r^{2 n}=\frac{|B(q, r)|}{r^{2}} \tag{5.5}
\end{equation*}
$$

We now prove that there exist positive constants $M, R_{0}$, depending on $\mathcal{M}$, such that for every $q \in \mathcal{M}$ and $0<r<R_{0}$ we have

$$
\begin{equation*}
\sigma(B(q, r) \cap \mathcal{M}) \leq M \frac{|B(q, r)|}{r^{2}} \tag{5.6}
\end{equation*}
$$

Proof. Since $\|\nabla \rho(q)\|>0$ for all $q \in \mathcal{M}$ and $w(q)=0$ for $q \in \Sigma$, $\frac{\partial \rho}{\partial t}(q) \neq 0$ on $\Sigma$. By the compactness of $\Sigma$, we can find a neighborhood $\Sigma_{\delta}$ of $\Sigma$ on which $\left|\frac{\partial \rho}{\partial t}(q)\right| \geq C>0$. Hence,

$$
\eta(q, r) \geq\left|\frac{\partial \rho}{\partial t}(q)\right| r /\|\nabla \rho(q)\| \geq C r
$$

and

$$
\sigma(B(q, r) \cap \mathcal{M}) \leq M \frac{|B(q, r)|}{r^{2}}
$$

for all points $q \in \Sigma_{\delta}$.
Next, we set $L=\inf \left\{w(q) \mid q \in \mathcal{M} \backslash \Sigma_{\delta}\right\}$. Since $\Sigma$ is compact and $w$ only vanishes on $\Sigma$, we have $L>0$. Taking $R_{0}<L$ we obiously have

$$
\eta(q, r) \geq w(q) /\|\nabla \rho(q)\| \geq C L>C R_{0}>C r
$$

and hence

$$
\sigma\left(\mathcal{M} \cap B\left(q_{0}, r\right)\right) \leq M \frac{|B(q, r)|}{r^{2}}
$$

for points $q \in \mathcal{M} \backslash \Sigma_{\delta}$ and this completes the proof.
We emphasize that if $p>2$ we can apply Theorem 1.9 with the choice $d \mu=d \sigma$ and conclude that a function in $\mathcal{L}^{1, p}(U)$ has a trace in $L^{q}(\mathcal{M}, d \sigma)$ with $q=p \frac{Q-2}{Q-p}$. In the limiting case $p=2$, we are not able to directly apply Theorem 1.9 to the measure $d \sigma$ by using (5.6), since our general approach would require the stronger assumption

$$
\sigma(B(q, r) \cap \mathcal{M}) \leq M \frac{|B(q, r)|}{r^{2-\epsilon}}, \quad \epsilon>0
$$

which however fails at characteristic points, see (5.5). Nonetheless, interesting sharp results in this direction have been proved by Mekias [82] in some special cases. For instance, this author proved that a function $u \in \mathcal{L}^{1,2}(B)$, where $B$ is the gauge unit ball centered at the identity $e \in \mathbb{H}^{n}$, admits a trace in $L^{2}(\mathcal{M}, d \sigma)$, where $\mathcal{M}=\left\{(x, y, t) \in \mathbb{H}^{n} \mid t=0\right\}$.

We are ready to give the
Proof of Theorem 5.1. Again, we only consider the case $n=1$ and leave the trivial modification for the case $n>1$ to the reader. Let $R_{0}$ and $C$ be as in (5.6). We recall from the proof of (5.6) we have

$$
\begin{equation*}
\eta\left(q_{0}, r\right) \geq C r \quad \text { for all } q_{0} \in \mathcal{M} \text { and } 0<r<R_{0} . \tag{5.7}
\end{equation*}
$$

If we use first order Taylor expansion, we obtain easily ([82, Lemma 2 a])

$$
\begin{equation*}
w(q) \leq C\left(w\left(q_{0}\right)+r\right) \tag{5.8}
\end{equation*}
$$

for some $C>0$ and for all $q \in B\left(q_{0}, r\right) \cap \mathcal{M}$. Now

$$
\begin{aligned}
\mu\left(B\left(q_{0}, r\right) \cap \mathcal{M}\right) & =\int_{B\left(q_{0}, r\right) \cap \mathcal{M}} w(q) d \sigma(q) \\
(\text { by }(5.8)) & \leq C\left(w\left(q_{0}\right)+r\right) \sigma\left(B\left(q_{0}, r\right) \cap \mathcal{M}\right)
\end{aligned}
$$

(by $($ Lemma 5.2$)) \leq C C_{2}\left(w\left(q_{0}\right)+r\right) \frac{r^{2 n+1}}{\eta\left(q_{0}, r\right)}$

$$
\begin{equation*}
=C\left(\frac{w\left(q_{0}\right)}{\eta\left(q_{0}, r\right)} r^{2 n+1}+\frac{r}{\eta\left(q_{0}, r\right)} r^{2 n+1}\right) \tag{5.9}
\end{equation*}
$$

(by (5.7)) $\leq C\left(\frac{w\left(q_{0}\right)}{\eta\left(q_{0}, r\right)} r^{2 n+1}+\frac{r}{C r} r^{2 n+1}\right)$.

To continue, we distinguish two cases.
Case 1.

$$
\max \left(w\left(q_{0}\right), 4\left|\frac{\partial \rho}{\partial t}\left(q_{0}\right)\right| r\right)=w\left(q_{0}\right)
$$

In this case, recalling (5.2) we obtain from (5.9)

$$
\begin{equation*}
\left(\frac{w\left(q_{0}\right)}{\eta\left(q_{0}, r\right)} r^{2 n+1}+\frac{r}{C r} r^{2 n+1}\right) \leq C\left(\left\|\nabla \rho\left(q_{0}\right)\right\|+1\right) r^{2 n+1} \leq C(M) r^{2 n+1} . \tag{5.10}
\end{equation*}
$$

Case 2.

$$
\max \left(w\left(q_{0}\right), 4\left|\frac{\partial \rho}{\partial t}\left(q_{0}\right)\right| r\right)=4\left|\frac{\partial \rho}{\partial t}\left(q_{0}\right)\right| r .
$$

We now find easily from (5.9)

$$
\begin{align*}
\left(\frac{w\left(q_{0}\right)}{\eta\left(q_{0}, r\right)} r^{2 n+1}+\frac{r}{C r} r^{2 n+1}\right) & \leq\left(\frac{4\left|\frac{\partial \rho}{\partial t}\left(q_{0}\right)\right| r}{4\left|\frac{\partial \rho}{\partial t}\left(q_{0}\right)\right| r}\left\|\nabla \rho\left(q_{0}\right)\right\| r^{2 n+1}+\frac{r}{C r} r^{2 n+1}\right)  \tag{5.11}\\
& \leq C(M) r^{2 n+1}
\end{align*}
$$

Combining (5.10) and (5.11) we reach the conclusion.

## 6. - Optimal regularity for solutions of quasilinear equations

In this section, we present some interesting applications of Theorem 1.9 to the study of regularity weak solutions of a general class of quasilinear subelliptic equations whose prototypes arise in CR geometry, or in the theory of quasiconformal mappings between Carnot groups. We consider equations of the type

$$
\begin{equation*}
\sum_{j=1}^{m} X_{j}^{*} A_{j}(x, u, X u)=f(x, u, X u), \tag{6.1}
\end{equation*}
$$

where $A=\left(A_{1}, \ldots, A_{m}\right): \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}, f: \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ are measurable functions satisfying the following structural conditions: There exist $1<p<\infty, c_{1} \geq 0$ and measurable functions $f_{1}, f_{2}, f_{3}, g_{2}, g_{3}, h_{3}$ on $\mathbb{R}^{n}$ such that for a.e. $x \in \mathbb{R}^{n}, u \in \mathbb{R}$ and $\zeta \in \mathbb{R}^{m}$ we have

$$
\left\{\begin{array}{l}
|A(x, u, \zeta)| \leq c_{1}|\zeta|^{p-1}+g_{2}(x)|u|^{p-1}+g_{3}(x)  \tag{6.2}\\
|f(x, u, \zeta)| \leq f_{1}(x)|\zeta|^{p-1}+f_{2}(x)|u|^{p-1}+f_{3}(x) \\
A(x, u, \zeta) \cdot \zeta \geq|\zeta|^{p}-f_{2}(x)|u|^{p}-h_{3}(x)
\end{array}\right.
$$

The basic model to keep in mind is the so called subelliptic p-Laplacian.

$$
\sum_{j=1}^{m} X_{j}^{*}\left(|X u|^{p-2} X_{j} u\right)=0
$$

Given an open set $\Omega \subset \mathbb{R}^{n}$, a function $u \in \mathcal{L}_{\text {loc }}^{1, p}(\Omega)$ is said a (weak) solution of (6.1) if for every $\phi \in \stackrel{\circ}{S}^{1, p}(\Omega)$, with compact support in $U$, one has

$$
\begin{equation*}
\sum_{j=1}^{m} \int_{\Omega} A_{j}(x, u, X u) X_{j} \phi(x) d x=\int_{\Omega} f(x, u, X u) \phi(x) d x \tag{6.3}
\end{equation*}
$$

This type of equation with the above structural conditions was first studied in the Euclidean setting by Serrin in his famous papers [89], [90]. When the system $X=\left\{X_{1}, \ldots, X_{m}\right\}$ satisfies the finite rank condition [65], then the Harnack inequality and the Hölder continuity (with respect to the CarnotCarathéodory metric) of solutions of (6.1) were obtained in [14] under structural assumptions which are optimal in the scale of Lebesgue spaces. The local behavior of singular solutions was studied in [17]. In the same framework of [14] earlier non optimal results were obtained by Xu in [99].

The purpose of this section is twofold. On the one hand we show that the three basic assumptions (H.1)-(H.3) suffice to develop a complete regularity theory independently from any specific smoothness and geometric hypothesis on the vector fields (such as, e.g., the finite rank condition). This program is close in spirit to that first developed by Saloff-Coste for linear subelliptic parabolic equations in [88]. On the other hand, by means of Theorem 1.9 we extend the results in [88] to the present setting of a singular Carnot-Carathéodory space. A second novelty consists in the fact that the functions in the structural conditions (6.2) are allowed to belong to Morrey spaces $M_{X}^{p, \lambda}$ which are optimal. In the Euclidean setting several authors have used D.Adams' trace inequality to study regularity properties of second order elliptic pde's (both linear and nonlinear). For quasilinear equations we refer the reader to [87], [86], [72], [100].

We begin by introducing the relevant Morrey spaces.
Definition 6.1. Given $1 \leq p<\infty, \lambda>0$ and a d-bounded open set $\Omega$, a function $u$ is said to belong to the Morrey space $M_{X}^{p, \lambda}(\Omega)$ associated to the distance $d$ if $u \in L_{\text {loc }}^{p}(\Omega)$ and

$$
\|u\|_{M_{X}^{p, \lambda}(\Omega)}=\sup _{x \in \Omega, 0<r<d_{0}}\left(\frac{r^{\lambda}}{|\Omega \cap B(x, r)|} \int_{\Omega \cap B(x, r)}|u|^{p} d y\right)^{\frac{1}{p}}<\infty,
$$

where $d_{0}=\min \left(\operatorname{diam}(\Omega), R_{0}\right)$.

We make the following hypothesis on the functions $f_{i}, g_{i}, h_{i}$ in (6.2). If $1<p<Q$, we assume for some $0<\epsilon<p$ and $1<l<\frac{Q}{p-\epsilon}$

$$
\left\{\begin{array}{l}
f_{1} \in M_{X}^{p, p-\epsilon}(U),  \tag{6.4}\\
f_{2}, f_{3}, h_{3} \in M_{X}^{l, l(p-\epsilon)}(U), \\
g_{2}, g_{3} \in L_{\mathrm{loc}}^{\frac{Q}{p-1}}(U),
\end{array}\right.
$$

whereas when $p=Q$ we assume for some $0<\epsilon<Q$ and $1<l<\frac{Q}{Q-\epsilon}$

$$
\left\{\begin{array}{l}
f_{1} \in M_{X}^{Q, Q-\epsilon}(U),  \tag{6.5}\\
f_{2}, f_{3}, h_{3} \in M_{X}^{l, l(Q-\epsilon)}(U), \\
g_{2}, g_{3} \in L_{\mathrm{loc}}^{\frac{Q}{Q-1-\epsilon}}(U)
\end{array}\right.
$$

We begin with a basic result about local boundedness of weak solutions.
Theorem 6.2. Suppose (H.1)-(H.3) and (6.4) hold. Let $U \subset \mathbb{R}^{n}$ be a bounded open set with local homogeneous dimension $Q$ and $u \in \mathcal{L}_{\text {loc }}^{1, p}(U)$, with $1<p<Q$, be a weak solution of (6.1). Then there exist $C>0, R_{1}>0$ depending on $p, \epsilon$, the structural assumptions (6.2) and (6.4), the parameters in (H.2), (H.3), and the constants $C, \beta, C_{3}$ in Theorems 1.9 and 3.3 such that for any $B_{R}=B\left(x_{0}, R\right)$, for which $B\left(x_{0}, 4 \beta R\right) \subset U$ and $R \leq R_{1}$, we have

$$
\|u\|_{L^{\infty}{ }_{\left(B_{R}\right)} \leq C}\left[\left(\frac{1}{\left|B_{R}\right|} \int_{B_{2 R}}|u|^{p} d y\right)^{\frac{1}{p}}+K(R)\right]
$$

where

$$
\begin{aligned}
K(R)= & \left(\left\|g_{3}\right\|_{L^{\frac{p}{p-1}}{ }_{\left(B_{\beta R}\right)}}+R^{\epsilon}\left\|f_{3}\right\|_{M_{X}^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)}}\right)^{\frac{1}{p-1}} \\
& +\left(R^{\epsilon}\left\|h_{3}\right\|_{\left.M_{X}^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)}\right)}\right)^{\frac{1}{p}} .
\end{aligned}
$$

Before giving the proof of Theorem 6.2, we would like to comment about the quantity $K(R)$. In the Euclidean setting, Theorem 6.2 was first established in the scale of $L^{p}$ spaces in [89] for balls of radius $R=1$. A rescaling argument then gives the correct powers in the constant $K(R)$. In our setting we have no dilation structure and obtaining the correct $K(R)$ involves some subtler analysis.

Proof of Theorem 6.2. Under the assumptions of Theorems 6.2 and 6.3, the reader can easily verify that (6.3) is well defined. Fix $B^{*}=B\left(x_{0}, 4 \beta R\right) \subset U$ and let $u$ be a solution to (6.1). For fixed $R<R_{0}$ and $K=K(R)$ we set $\bar{u}=|u|+K, \overline{g_{2}}=\left|g_{2}\right|+K^{1-p}\left|g_{3}\right|, \bar{f}_{2}=\left|f_{2}\right|+K^{1-p}\left|f_{3}\right|+K^{-p}\left|h_{3}\right|$. Then
by (II) of Lemma 3.5 in [54] we have $|X u|=|X \bar{u}|$, and the assumption (6.2) can be rewritten as

$$
\left\{\begin{array}{l}
|A(x, u, \zeta)| \leq c_{1}|\zeta|^{p-1}+\overline{g_{2}}|\bar{u}|^{p-1}  \tag{6.6}\\
|f(x, u, \zeta)| \leq f_{1}|\zeta|^{p-1}+\bar{f}_{2}|\bar{u}|^{p-1} \\
A(x, u, \zeta) \cdot \zeta \geq|\zeta|^{p}-\bar{f}_{2}|\bar{u}|^{p}
\end{array}\right.
$$

Here, $\bar{f}_{2}, \overline{g_{2}}$ satisfy

$$
\begin{aligned}
\left\|\overline{g_{2}}\right\|_{L^{\frac{p}{p-1}\left(B^{*}\right)}} & \leq\left\|g_{2}\right\|_{L^{\frac{p}{p-1}}} \quad \frac{Q}{\left(B^{*}\right)} \\
\left\|\bar{f}_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}{ }_{\left(B^{*}\right)}} & \leq\left\|f_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}\left(B^{*}\right)}+2 R^{-\epsilon} .
\end{aligned}
$$

We define for $t>K$ and $s \geq 1$

$$
F(t)= \begin{cases}t^{s} & \text { if } K \leq t \leq h \\ s h^{s-1} t-(s-1) h^{s} & \text { if } h \leq t\end{cases}
$$

With $\gamma=s p-p+1$ we let

$$
G(\tau)=\operatorname{sgn}(\tau)\left[F(|\tau|+K) F^{\prime}(|\tau|+K)^{p-1}-s^{p-1} K^{\nu}\right]
$$

By Lemma 4.7 it is easy to verify that $F(\bar{u}), G(u) \in \mathcal{L}^{1, p}(U)$ and the product rule also applies. Since $U$ is (Euclidean) bounded and $B^{*} \subset U$, then $B^{*}$ is also a bounded set and hence Theorem 3.3 yields for every $1 \leq a<b<\beta$ a function $\eta \in \mathcal{L}^{1, p}\left(\mathbb{R}^{n}\right)$ for every $1 \leq p \leq \infty$ with $\eta \equiv 1$ on $B\left(x_{0}, a R\right)$ and $\eta \equiv 0$ outside $B\left(x_{0}, b R\right)$ and $|X \eta| \leq \frac{C_{3}}{(b-a) R}$. We then let $\phi=\eta^{p} G(u)$ and $v=F(\bar{u})$. Proceeding as in [14] we arrive at the following estimate

$$
\begin{align*}
\int_{U}|\eta X v|^{p} d y \leq & c_{1} p \int_{U}\left|v X \eta\left\|\left.\eta X v\right|^{p-1} d y+p s^{p-1} \int_{U}\left|\bar{g}_{2}\right|\right\| v X \eta \| \eta v\right|^{p-1} d y  \tag{6.7}\\
& +\int_{U}\left|f_{1}\|\eta v\| \eta X v\right|^{p-1} d y+(1+s) s^{p-1} \int_{U}\left|\bar{f}_{2}\right||\eta v|^{p} d y
\end{align*}
$$

To control the terms in the right hand side of (6.7) one argues similarly to [14], except for the third and forth integrals which are now estimated by means of Theorem 1.9. We thus omit pointless details and concentrate on the main differences. Fix $t$ so that $\max \left(1, l \frac{p-\epsilon}{p}\right)<t<l$ and let $\sigma=p(1-t / l)>0$. Hölder's inequality yields

$$
\begin{equation*}
\int_{U}\left|\bar{f}_{2}\right||\eta v|^{p} d y \leq\left(\int_{B_{\beta R}}|\eta v|^{p} d y\right)^{\frac{\sigma}{p}}\left(\int_{B_{\beta R}}\left|\bar{f}_{2}\right|^{\frac{p}{p-\sigma}}|\eta v|^{p} d y\right)^{\frac{p-\sigma}{p}} \tag{6.8}
\end{equation*}
$$

We let $d \mu=\left|\bar{f}_{2}\right|^{\frac{p}{p-\sigma}} d y$ and proceed to verify that $\mu$ satisfy the assumption of Theorem 1.9. Since supp $\eta \subset B_{\beta R}$ we can assume that $\bar{f}_{2} \equiv 0$ outside $B_{\beta R}$. Fix $x \in U, 0<\rho<d_{0}=\min \left(\operatorname{diam}(U), R_{0}\right)$. If $x \in B\left(x_{0}, 2 \beta R\right)$ then

$$
\begin{aligned}
\mu(B(x, \rho))= & \int_{B(x, \rho) \cap B\left(x_{0}, \beta R\right)}\left|\bar{f}_{2}\right|^{\frac{p}{p-\sigma}} d y \leq\left(\int_{B(x, \rho) \cap B\left(x_{0}, \beta R\right)}\left|\bar{f}_{2}\right|^{l} d y\right)^{\frac{p}{l(p-\sigma)}} \\
& \times|B(x, \rho)|^{1-\frac{p}{l(p-\sigma)}} \\
= & \left(\frac{\rho^{l(p-\epsilon)}}{\mid B(x, \rho)} \int_{B(x, \rho) \cap B\left(x_{0}, \beta R\right)}\left|\bar{f}_{2}\right|^{l} d y\right)^{\frac{p}{l(p-\sigma)}} \frac{|B(x, \rho)|}{\rho^{\frac{p(p-\epsilon)}{p-\sigma}}} \\
\leq & \left\|\bar{f}_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)} \frac{p}{p^{\prime-\sigma}}} \frac{|B(x, \rho)|}{\rho^{p-\alpha}},
\end{aligned}
$$

where $\alpha=\frac{p(\epsilon-\sigma)}{p-\sigma}>0$ by our choice of $t$. If $x \notin B\left(x_{0}, 2 \beta R\right)$ then either $B(x, \rho) \cap B\left(x_{0}, \beta R\right)=\emptyset$, in this case one has trivially $\mu(B(x, \rho))=0<$ $M|B(x, \rho)| / \rho^{p-\alpha}$, or else there exists $z \in B(x, \rho) \cap B\left(x_{0}, \beta R\right)$, and also it must be $\rho>\beta R$. Thus, $B(x, \rho) \cap B\left(x_{0}, \beta R\right) \subset B(z, 2 \rho) \subset B(x, 4 \rho)$ and we find

$$
\begin{aligned}
\mu(B(x, \rho)) & =\int_{B(x, \rho) \cap B\left(x_{0}, \beta R\right)}\left|\bar{f}_{2}\right|^{\frac{p}{p-\sigma}} d y \leq \int_{B(z, 2 \rho)}\left|\bar{f}_{2}\right|^{\frac{p}{p-\sigma}} d y \\
& \leq\left(\frac{\rho^{l(p-\epsilon)}}{\mid B(x, \rho)} \int_{B(z, 2 \rho) \cap B\left(x_{0}, \beta R\right)}\left|\bar{f}_{2}\right|^{l} d y\right)^{\frac{p}{(p-\sigma)}} \frac{|B(z, 2 \rho)|}{\rho^{\frac{p(p-\epsilon)}{p-\sigma}}} \\
& \leq C\left\|\bar{f}_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}\left(B_{B R}\right)}^{\frac{p}{p-\sigma}} \frac{|B(x, 4 \rho)|}{\rho^{p-\alpha}}, \\
\text { (by (H.2)) } & \leq C\left\|\bar{f}_{2}\right\|_{M_{X}^{p, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)}^{\frac{p}{p-\sigma}} \frac{|B(x, \rho)|}{\rho^{p-\alpha}} .} .
\end{aligned}
$$

In all cases we conclude

$$
\mu(B(x, \rho)) \leq \frac{M|B(x, \rho)|}{\rho^{p-\alpha}},
$$

for all $x \in U$ and $0<\rho \leq R_{0}$ with $M=M(R)=C\left\|\bar{f}_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)}}^{\frac{p}{p-\sigma}}$. An
application of Theorem 1.9 gives

$$
\begin{aligned}
\int_{B_{\beta R}}\left|\bar{f}_{2}\right|^{\frac{p}{p-\sigma}}|\eta v|^{p} d y= & \int_{B_{\beta R}}|\eta v|^{p} d \mu \leq \mu\left(B_{\beta R}\right)^{1-p / q}\left(\int_{B_{\beta R}}|\eta v|^{q} d \mu\right)^{\frac{p}{q}} \\
\leq & \left.\mu\left(B_{\beta R}\right)^{1-p / q} C^{p} M^{\frac{p}{q}}\left(\frac{\beta R}{\left|B_{\beta R}\right|^{\frac{1}{Q}}}\right)^{\frac{\alpha Q}{Q-p+\alpha}} \int_{B_{\beta R}} \right\rvert\, X(\eta v)^{p} d y \\
\leq & C M R^{\frac{\alpha Q}{Q-p+\alpha}-(p-\alpha)(1-p / q)}\left|B_{\beta R}\right|^{1-p / q-\frac{\alpha}{Q-p+\alpha}} \\
& \times\left(\|\eta X v\|_{L^{p}\left(B_{\beta R}\right)}^{p}+\|v X \eta\|_{L^{p}\left(B_{\beta R}\right)}^{p}\right) \\
= & C M R^{\alpha}\left(\|\eta X v\|_{L^{p}\left(B_{\beta R}\right)}^{p}+\|v X \eta\|_{L^{p}\left(B_{\beta R}\right)}^{p}\right)
\end{aligned}
$$

In (6.9) we have used the fact that $q=p \frac{Q-p+\alpha}{Q-p}$, hence $1-p / q-\frac{\alpha}{Q-p+\alpha}=0$ and $\frac{\alpha Q}{Q-p+\alpha}-(p-\alpha)(1-p / q)=\alpha$. Using (6.9) in (6.8) we obtain

$$
\begin{align*}
\int_{U}\left|\bar{f}_{2} \| \eta v\right|^{p} d y \leq & \left\|\bar{f}_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}\left(B_{B R}\right)} R^{\epsilon-\sigma}\|\eta v\|_{L^{p}\left(B_{\beta R}\right)}^{\sigma}  \tag{6.10}\\
& \times\left(\|\eta X v\|_{L^{p}\left(B_{\beta R}\right)}^{p-\sigma}+\|v X \eta\|_{L^{p}\left(B_{\beta R}\right)}^{p-\sigma}\right) .
\end{align*}
$$

Next, we estimate the term containing $f_{1}$ in (6.7) using analogous considerations. After applying Hölder inequality, we set $d \mu=\left|f_{1}\right|^{p} d y$ and verify easily that

$$
\mu(B(x, \rho)) \leq C\left\|f_{1}\right\|_{M_{X}^{p, p-\epsilon}\left(B_{\beta R}\right)}^{p}|B(x, \rho)| / \rho^{p-\epsilon} .
$$

By Theorem 1.9, having simplified the relevant powers, we obtain

$$
\begin{align*}
& \int_{U}\left|f_{1}\right| \eta v \||\eta X v|^{p-1} d y  \tag{6.11}\\
& \leq C_{p}\left\|f_{1}\right\|_{M_{X}^{p, p-\epsilon}\left(B_{\beta R}\right)} R^{\frac{\epsilon}{p}}\left(\|\eta X v\|_{L^{p}\left(B_{\beta R}\right)}^{p}+\|\eta X v\|_{L^{p}\left(B_{\beta R}\right)}^{p-1}\|v X \eta\|_{L^{p}\left(B_{\beta R}\right)}\right)
\end{align*}
$$

We now remark that, contrarily to the case when the coefficients in (6.2) are assumed to belong to the appropriate $L^{p}$ spaces, the power of $\|\eta X v\|_{L^{p}\left(B_{\beta R}\right)}$ in the right hand side of (6.11) is $p$ rather than $1-\epsilon$. Therefore, we must choose $R_{1}$ such that for all $R \leq R_{1}$ we have

$$
C_{p}\left\|f_{1}\right\|_{M_{X}^{p, p-\epsilon}\left(B_{\beta R}\right)} R^{\frac{\epsilon}{p}}<1 .
$$

In this way the term

$$
C_{p}\left\|f_{1}\right\|_{M_{X}^{p, p-\epsilon}\left(B_{\beta, R}\right)} R^{\frac{\epsilon}{p}}\|\eta X v\|_{L^{p}\left(B_{\beta R}\right)}^{p}
$$

can be absorbed in the left hand side of (6.7). These considerations allow to conclude with $p^{*}=\frac{p Q}{Q-p}$

$$
\begin{align*}
\|\eta v\|_{L^{p^{*}}\left(B_{\beta R}\right)} \leq & C s^{\frac{p}{\sigma}} \frac{R}{|B|^{\frac{1}{Q}}\|v X \eta\|_{L^{p}\left(B_{\beta R}\right)}} \\
& +s^{\frac{p}{\sigma}}\left(\frac{R}{|B|^{\frac{1}{Q}}}\right) R^{\frac{\epsilon-\sigma}{\sigma}}\left\|\bar{f}_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}\left(B_{\beta R}\right)}^{\frac{1}{\sigma}}\|\eta v\|_{L^{p}\left(B_{\beta R}\right)}  \tag{6.12}\\
& +s^{\frac{p}{\sigma}}\left(\frac{R}{|B|^{\frac{1}{Q}}}\right) R^{\frac{\epsilon-\sigma}{p}}\left\|\bar{f}_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}\left(B_{\beta R}\right)}^{\frac{1}{p}}\|\eta v\|_{L^{p}\left(B_{\beta R}\right)}^{\frac{\sigma}{p}} \\
& \times\|v X \eta\|_{L^{p}\left(B_{\beta R}\right)}^{1-\sigma / p}
\end{align*}
$$

We thus come to another point where the analysis departs from that relative to $L^{p}$ integrability assumptions. We cannot simply use Young's inequality to bound from above the product $\|\eta v\|_{L^{p}\left(B_{\beta R}\right)}^{\frac{\sigma}{p}}\|v X \eta\|_{\left.L^{p_{(B \beta R}}\right)}^{1-\sigma / p}$ in the last term of (6.12) by the sum $\|\eta v\|_{L^{p}\left(B_{\beta R}\right)}+\|v X \eta\|_{L^{p}\left(B_{\beta R}\right)}$. If we did so, then in view of the estimate of $\left\|\bar{f}_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}{ }_{\left(B^{*}\right.}}$ after (6.6), the term

$$
\left(\frac{R}{\left|\dot{B}_{R}\right|^{\frac{1}{Q}}}\right) R^{\frac{\epsilon-\sigma}{p}}\left\|\bar{f}_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}\left(B_{\beta R}\right)}^{\frac{1}{p}}\|v X \eta\|_{L^{p}\left(B_{\beta R}\right)}
$$

would possibly tend to $\infty$ as $R \rightarrow 0$. Instead, we use the estimate $|X \eta| \leq \frac{C_{3}}{(b-a) R}$ in (6.12),coupled with the observation that

$$
\begin{align*}
& R^{\frac{\epsilon}{\sigma}}\left\|\bar{f}_{2}\right\|_{M_{X}^{l}{ }^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)}}^{\frac{1}{2}} \leq C R^{\frac{\epsilon}{\sigma}}\left(\left\|f_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}\left(B_{\beta R}\right)}^{\frac{1}{\sigma}}+2 R^{-\epsilon / \sigma}\right) \\
& \leq C\left(R^{\frac{\epsilon}{\sigma}}\left\|f_{2}\right\|_{M_{X}^{l}}^{\frac{1}{\sigma}}{ }_{\left(B_{\beta R}\right)}+2\right) \\
& R^{\frac{\epsilon}{p}}\left\|\bar{f}_{2}\right\|_{M_{X}}^{\frac{1}{p}}{ }^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)} \leq C R^{\frac{\epsilon}{p}}\left(\left\|f_{2}\right\|_{M_{X}^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)}^{\frac{1}{p}}}^{l}+2 R^{-\epsilon / p}\right)  \tag{6.13}\\
& \leq C\left(R^{\frac{\epsilon}{p}}\left\|f_{2}\right\|_{M_{X}^{l}}^{\frac{1}{p}}, l(p-\epsilon){ }_{\left(B_{\beta R}\right)}+2\right) .
\end{align*}
$$

This leads to the estimate

$$
\|v\|_{L^{p^{*}}\left(B_{a R}\right)} \leq \frac{C s^{\frac{p}{\sigma}}}{(b-a)|B|^{\frac{1}{Q}}}\|v\|_{L^{p}\left(B_{b R}\right)}
$$

Finally, letting $h \rightarrow \infty$ in the definition of $F$ and implementing the Moser iteration scheme (see [14], [89]) we reach the conclusion of the theorem. We mention in closing that (H.2) has been repeatedly used in the above computations without explicit reference.

Theorem 6.3. In addition to the hypothesis of Theorem 6.2, suppose also that $U$ be connected. If $u$ is a nonnegative weak solution to (6.1) in $U$, then there exist $C>0, R_{1}>0$ depending on $p, \epsilon$, the structural assumptions in (6.2) and (6.4), the parameters in (H.2), (H.3) and the constants $C, C_{3}$ in Theorems 1.9 and 3.3, such that for any $B_{R}=B\left(x_{0}, R\right)$, for which $B\left(x_{0}, 4 \beta R\right) \subset U$, and $R \leq R_{1}$, we have

$$
\underset{B_{R}}{\operatorname{ess} \sup } u \leq C\left(\underset{B_{R}}{\operatorname{ess} \inf u}+K(R)\right) .
$$

Here, $K(R)$ is as in Theorem 6.2.
The proof of Theorem 6.3 follows from the ideas already exposed in the proof of Theorem 6.2 and of the Harnack inequality in [14], thereby we omit it. We simply mention that at some point one needs to use the estimates

$$
|B(x, R)| \geq\left(R_{0}^{-Q} \inf _{x \in \bar{U}}\left|B\left(x, R_{0}\right)\right|\right) R^{Q}
$$

and

$$
\inf _{x \in \bar{U}}\left|B\left(x, R_{0}\right)\right|=C_{R_{0}}>0
$$

which follow from Corollary 2.10 and from (1.4).
The above results leave out the case $p=Q$. The latter differs from that $1<p<Q$ in the fact that one cannot use directly Theorem 1.9.

Theorem 6.4. Assume (H.1)-(H.3), and that $p=Q$ and (6.5) hold. Let $U \subset$ $\mathbb{R}^{n}$ be a bounded open set with local homogeneous dimension $Q$ and $u \in \mathcal{L}_{\text {loc }}^{1, Q}(U)$ be a weak solution of (6.1). There exist $C>0, R_{1}>0$, depending on $Q, \epsilon$, the structural conditions (6.2) and (6.5), the parameters in (H.2), (H.3), and constants $C, \beta, C_{3}$ in Theorems 1.9 and 3.3, such that for any $B_{R}=B\left(x_{0}, R\right)$, for which $B\left(x_{0}, 4 \beta R\right) \subset U$ and $R \leq R_{1}$, one has

$$
\|u\|_{L^{\infty}\left(B_{R}\right)} \leq C\left[\left(\frac{1}{\left|B_{R}\right|} \int_{B_{2 R}}|u|^{p} d y\right)^{\frac{1}{p}}+\tilde{K}(R)\right]
$$

where

$$
\begin{aligned}
\tilde{K}(R)= & \left(\left|B_{R}\right|^{\frac{\epsilon}{Q}}\left\|g_{3}\right\|_{L} \frac{Q}{Q-1-\epsilon}\left(B_{\beta R}\right)\right. \\
& +R^{\epsilon}\left\|f_{3}\right\|_{\left.M_{X}^{l, l(Q-\epsilon)}{ }_{\left(B_{\beta R}\right)}\right)^{\frac{1}{Q-1}}} \quad+\left(R^{\epsilon}\left\|h_{3}\right\|_{M_{X}^{l, l(Q-\epsilon)}{ }_{\left(B_{\beta R}\right)}}\right)^{\frac{1}{Q}} .
\end{aligned}
$$

Proof of Theorem 6.4. We note that up to (6.7) the computations are similar to those in the proof of Theorem 6.2. The only difference occurs in the estimates of the terms involving $f_{1}$. One has

$$
\begin{equation*}
\int_{U}\left|f_{1}\right||\eta v \| \eta X v|^{Q-1} d y \leq\left(\int_{B_{\beta R}}\left|f_{1}\right||\eta v|^{Q} d y\right)^{\frac{1}{Q}}\left(\int_{B_{\beta R}}|\eta X v|^{Q} d y\right)^{\frac{Q-1}{Q}} \tag{6.14}
\end{equation*}
$$

Letting $d \mu=\left|f_{1}\right|^{Q} d y$ we can verify as in the computations of (6.10) that

$$
\begin{equation*}
\mu(B(x, \rho)) \leq C M \frac{|B(x, \rho)|}{\rho^{Q-\epsilon}} \tag{6.15}
\end{equation*}
$$

 in order to apply Theorem 1.9 we need to rewrite (6.15) as follows. We fix $\gamma$ with $0<\gamma<\frac{\epsilon Q}{\epsilon+Q}$ and let $\tilde{p}=Q-\gamma<Q, \tilde{\epsilon}=\epsilon-\gamma>0$. Then (6.15) becomes

$$
\begin{equation*}
\mu(B(x, \rho)) \leq C\left\|f_{1}\right\|_{M_{X}^{Q}}^{Q} Q_{\left(B_{\beta R}\right)} \frac{|B(x, \rho)|}{\rho^{\tilde{p}-\tilde{\epsilon}}} . \tag{6.16}
\end{equation*}
$$

Note also that with this choice of $\gamma$ and if $\tilde{q}=\frac{\tilde{p}(Q-\tilde{p}+\tilde{\epsilon})}{Q-\tilde{p}}$, then $\tilde{q}>Q$. Now with the help of Theorem 1.9 we continue as follows.

$$
\begin{aligned}
&\left(\int_{B_{\beta R}}|\eta v|^{Q}\left|f_{1}\right|^{Q} d y\right)^{\frac{1}{Q}}=\left(\int_{B_{\beta R}}|\eta v|^{Q} d \mu\right)^{\frac{1}{Q}} \\
& \leq\left[\left(\int_{B_{\beta R}}|\eta v|^{\tilde{q}} d \mu\right)^{\frac{Q}{q}} \mu\left(B_{\beta R}\right)^{1-\frac{Q}{\mathscr{q}}}\right]^{\frac{1}{Q}}
\end{aligned}
$$

(by Theorem 1.9) $\leq C M^{\frac{1}{\bar{q}}}\left(\frac{R}{\left|B_{R}\right|^{\frac{1}{Q}}}\right)^{\frac{\tilde{\bar{C}} Q}{\bar{p}(\overline{\tilde{p}+\tilde{\epsilon})}}}\left(\int_{B_{\beta} R}|X(\eta v)|^{\tilde{p}} d y\right)^{\frac{1}{\bar{p}}}$

$$
\times C M^{\frac{1}{Q}-\frac{1}{\bar{q}}}\left(\frac{\left|B_{R}\right|}{R^{\tilde{p}-\tilde{\epsilon}}}\right)^{\frac{1}{\mathscr{Q}}-\frac{1}{\bar{q}}}
$$

$$
\leq C\left\|f_{1}\right\|_{M_{X}^{Q}}{ }^{Q} Q_{\left(B_{\beta R}\right)} R^{\frac{\epsilon}{\varrho}}\left|B_{R}\right|^{\frac{-\gamma}{\varrho(Q-\gamma)}}\|X(\eta v)\|_{L Q_{\left(B_{\beta R}\right)}}\left|B_{R}\right|^{\frac{1}{\bar{p}}-\frac{1}{\varrho}}
$$

$$
\leq C\left\|f_{1}\right\|_{M_{X}^{Q}, Q-\epsilon}^{\left(B_{\beta R}\right)} R^{\frac{\epsilon}{\varrho}}\left(\|\eta X v\|_{L Q_{\left(B_{\eta R}\right)}}+\|v X \eta\|_{L} Q_{\left(B_{\beta R}\right)}\right) .
$$

From this point on, we argue as before to reach the conclusion.
When $p=Q$ we also have the following Harnack's inequality whose proof we omit altogether.

Theorem 6.5. In the same hypothesis of Theorem 6.4 let u be a nonnegative solution to (6.1). Then, there exist $C>0, R_{1}>0$ depending on $p, \epsilon$, the structural conditions (6.2) and (6.5), the parameters in (H.2), (H.3), and the constants $C, \beta, C_{3}$
in Theorems 1.9 and 3.3, such that for any $B_{R}=B\left(x_{0}, R\right)$, for which $B\left(x_{0}, 4 \beta R\right) \subset$ $U$, and $R \leq R_{1}$, one has

$$
\underset{B_{R}}{\operatorname{ess} \sup } u \leq C\left(\underset{B_{R}}{\operatorname{ess} \inf } u+\tilde{K}(R)\right) .
$$

Here, $\tilde{K}(R)$ is as in Theorem 6.4
Theorems 6.3 and 6.5 imply that weak solutions are locally Hölder continuous with respect to the Carnot-Carathéodory metric $d(x, y)$.

Theorem 6.6. Let $u \in \mathcal{L}^{1, p}(U)$ with $1<p \leq Q$ be a weak solution to (6.1), with ess $\sup _{U}|u|=L<\infty$. There exist $C>0, \alpha>0$ depending on $U, L$, and all parameters involved in the structural and integrability assumptions (6.2), (6.4), (6.5), such that

$$
\underset{x, y \in U}{\operatorname{ess} \sup } \frac{|u(x)-u(y)|}{d(x, y)^{\alpha}} \leq C .
$$

The proof of Theorem 6.6 is by now classical, except for one important point. One needs to control the quantities $K(R), \tilde{K}(R)$ in Theorems 6.3 and 6.5, with a power of $R$. This point is crucial to establish a Hölder modulus of continuity. To, achieve this goal we exploit the following important estimate established in [50].

Lemma 6.7. Suppose (H.1)-(H.2) hold. There exists $C^{*}>0$ such that for all $x \in U, 0<R \leq R_{0}$ and $0<t<1$ one has

$$
|B(x, t R)| \leq C^{*} t|B(x, R)| .
$$

Using Lemma 6.7 we infer for all $x \in U$ and $0<R<R_{0}$

$$
|B(x, R)| \leq \tilde{C} R,
$$

where

$$
\tilde{C}=\frac{C^{*}}{R_{0}} \sup _{x \in \bar{U}}\left|B\left(x, R_{0}\right)\right|<\infty
$$

in view of Proposition 2.9. We conclude

$$
\begin{aligned}
& K(R) \leq\left(\left|B_{R}\right|^{\frac{\epsilon}{Q}}\left\|g_{3}\right\|_{L^{\frac{p}{p-1-\epsilon}}{ }_{\left(B_{\beta R}\right)}}+R^{\epsilon}\left\|f_{3}\right\|_{M_{X}^{l, l(p-\epsilon)}}^{\left(B_{\beta R}\right)}\right. \\
&)^{\frac{1}{p-1}} \\
&+\left(R^{\epsilon}\left\|h_{3}\right\|_{\left.M_{X}^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)}\right)^{\frac{1}{p}}}^{\leq}\right. \\
& C R^{\gamma}\left[R ^ { \frac { \epsilon } { Q ( p - 1 ) } - \gamma } \left(\left\|g_{3}\right\|_{L^{p-1-\epsilon}} \frac{Q}{\left(B_{\beta R}\right)}\right.\right. \\
&\left.+R^{\epsilon-\frac{\epsilon}{Q}}\left\|f_{3}\right\|_{M_{X}^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)}}\right)^{\frac{1}{p-1}} \\
&\left.+R^{\frac{\epsilon}{p}-\gamma}\left\|h_{3}\right\|_{M_{X}^{l, l(p-\epsilon)}\left(B_{\beta R}\right)}^{\frac{1}{p}}\right]
\end{aligned}
$$

where $\gamma=\min \left(\frac{\epsilon}{Q(p-1)}, \frac{\epsilon}{p}\right)$. This estimate is the sought for power like behavior needed to complete the proof of Theorem 6.6.

We close this section with the following
Remark 6.8. The regularity results of this section properly include those in [14]. In the work [28], one of us established a Fefferman-Phong type inequality for Carnot-Carathéodory spaces, and used it to study the regularity of solutions to (6.1). It is interesting to compare the results obtained in [28] with the ones here. It is assumed in [28] that for $1 \leq p<Q$ and for some $0<\epsilon \leq p$,

$$
\begin{aligned}
f_{1} \in M_{X}^{l, l(1-\epsilon)}(U) & \text { with } \\
f_{2}, f_{3}, h_{3} \in M_{X}^{l, l(p-\epsilon)}(U) & \text { with } \quad 1<l<\frac{Q}{1-\epsilon}, \\
g_{2}, g_{3} \in M_{X}^{l, l(p-1)} & \text { with } \quad \frac{p}{p-\epsilon}<l<\frac{Q}{p-1} .
\end{aligned}
$$

One easily recognizes that the spaces to which $g_{2}, g_{3}$ are requested to belong to in the work [28] are larger than the ones used in this paper, while the space to which $f_{1}$ belongs to in the work [28] is smaller than the one used here. However, combining both results, we obtain the following theorems which simultaneously give the optimal results for the present paper and for [28].

Theorem 6.9. Let $U \subset \mathbb{R}^{n}$ be a bounded open set with local homogeneous dimension $Q$ and let $u \in \mathcal{L}^{1, p}(U)$ with $1 \leq p<Q$ be a weak solution of (6.1). Suppose (H.1)-(H.3) hold and that for some $0<\epsilon \leq p$ one has

$$
\begin{aligned}
& f_{1} \in M_{X}^{p, p-\epsilon}(U), \\
& f_{2}, f_{3}, h_{3} \in M_{X}^{l, l(p-\epsilon)}(U) \quad \text { with } 1<l<\frac{Q}{p-\epsilon}, \\
& g_{2}, g_{3} \in M_{X}^{l, l(p-1)} \quad \text { with } \frac{p}{p-1}<l<\frac{Q}{p-1} .
\end{aligned}
$$

There exist $C>0, R_{1}>0$ (depending on $p, \epsilon$, the structural conditions (6.2) and the above assumptions on $f_{1}, f_{2}, f_{3}, g_{2}, g_{3}, h_{3}$, on the parameters in (H.2), (H.3) and on the constants $C, C_{3}$ in Theorems 1.9 and 3.3) such that, for any $B_{R}=B\left(x_{0}, R\right)$ for which $B\left(x_{0}, 4 \beta R\right) \subset U$, and every $R \leq R_{1}$, we have

$$
\|u\|_{L^{\infty}\left(B_{R}\right)} \leq C\left[\left(\frac{1}{\left|B_{R}\right|} \int_{B_{2 R}}|u|^{p} d y\right)^{\frac{1}{p}}+K(R)\right],
$$

where

$$
\begin{aligned}
K(R)= & \left(\left\|g_{3}\right\|_{M_{X}^{l, l(p-1)}\left(B_{\beta R}\right)}+R^{\epsilon}\left\|f_{3}\right\|_{M_{X}^{l, l(p-\epsilon)}\left(B_{\beta R}\right)}\right)^{\frac{1}{p-1}} \\
& +\left(R^{\epsilon}\left\|h_{3}\right\|_{\left.M_{X}^{l, l(p-\epsilon)}{ }_{\left(B_{\beta R}\right)}\right)^{\frac{1}{p}}} .\right.
\end{aligned}
$$

Theorem 6.10. In addition to the same hypothesis as in Theorem 6.9 we also assume that $U$ be connected. If $u$ is a nonnegative solution to (6.1), then as in Theorem 6.9 we can find $C>0, R_{1}>0$ such that for any $B_{R}=B\left(x_{0}, R\right)$ for which $B\left(x_{0}, 4 \beta R\right) \subset U$ and $R \leq R_{1}$ we have

$$
\underset{B_{R}}{\operatorname{ess} \sup } u \leq C\left(\underset{B_{R}}{\operatorname{essinf}} u+K(R)\right) .
$$
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