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ABSTRACT: Crises demand swift and effective decision-making; yet there are many
problems in training personnel on the skills necessary to achieve the goals of crisis
management. This paper has three objectives concerning training for crisis manage-
ment. First we integrate diverse literatures and present a framework for an under-
standing of the unique challengesin crisis management training, and therole of training
systems with capabilities for simulation, immersion, and critiquing. Second, we de-
scribe an example of atrainer for ship damage control, called DC-Train, which ad-
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dresses these challenges. This system consists of afirst-principles simulator that gen-
erates large numbers of realistic scenarios, an immersive multimedia interface that
helps elicit psychological processes involved in actual crisis management, and a cri-
tiquing expert system that provides real-time and post-session feedback on human
decision-making performance. Finally, we present an empirical method for evaluat-
ing the effectiveness of such a system for crisis management training. Results of
evaluation experiments with participants in a ship damage control training program
indicate that the described computer-based trainer has psychological realism and
improves decision-making performance.

KEY WORDS AND PHRASES: artificial intelligence, computer-based training, crisis
management, human-computer interaction, human resource management, ship dam-
age control.

One very specific environment in which decision making is critical isacrisis:
An unexpected, life-threatening, time-compressed event, such asan enginefail-
ure or afrozen flight control that usually occurs once in alifetime. [37]

THE ABILITY TO MAKE GOOD DECISIONS in the midst of acrisisisboth extraordinarily
important and extraordinarily difficult. Analyses of disasters often point to mistakes
that humans make that worsen, fail to prevent, or cause disasters. For example, in the
aviation community, an industry-wide analysis has shown that over 70 percent of
aviation accidents can be attributed to human error [39], and in medicineitisclaimed
that between 70 percent and 82 percent of anesthetic incidents in the operating room
have been attributed to human error [12]. Errors in human actions can have wide-
spread disastrous consequences, such as the bombing of an embassy, the shooting
down of acivilian airliner, or meltdown in a nuclear power plant.

In some domains, conventional noncomputer-based training approaches have seri-
ouslimitationswith respect to training personnel for crisis management duties. Many
of these limitations can be reduced with the use of advanced training technologies
that include three components: an immersive multimediainterface, acrisissimulator,
and acritiquing system. In this paper we identify some of the theoretical and practical
issues in developing training programs for crisis management, and provide an illus-
tration of a training system for crisis management in the domain of ship damage
control. In the first section, we draw on diverse literatures to create an integrated
framework for understanding the special problemsin training for crisis management.
Thisframework isthen used to show the advantages of training with asystem with an
immersive interface, crisis simulator, and critiquing system compared to only “con-
ventional” training (that is, noncomputerized systems with none of these features).
The remainder of the paper is devoted to the case of training for ship damage control.
We discuss the specia benefits of DC-TRAIN, a multimediaimmersive trainer with
crisis simulation and a critiquing system, and provide empirical data on its training
effectiveness for crisis decision-making.
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Training Issues and Solutions

Crisis Management

CRISES COME IN MANY FORMS: a devastating earthquake, hostile takeover of a com-
pany, airplane crash, food or fuel shortage, taking of hostages, stock market crash, or
enemy attack. Regardless of thedomain, crisesusually sharefour features: uncertainty,
rapid onset [15], imminent or realized severe losses, and alack of controllability.

There are many sources of uncertainty for those who attempt to influence the events
of acrisis; the cause of the problem and its extent or duration may be unknown or
unknowable at the time of the event. More importantly, it is difficult to know how to
proceed to manage the crisis. To take effective actions, it is necessary to know the
likely course of multiple events and how to allocate resources in dealing with them.
Although some of the uncertainty results from the rapid onset of the crisis, some of it
is due to the inherent complexity [54] and unpredictability of the events comprising
thecrisis.

Of course, acrisis may be long in the making, but the point at which there is con-
sensusthat acrisisexistsistypically characterized by arapid unfolding of eventsthat
require swift action in response. The goal of the response is to prevent or reduce
negative consequences. Surprising events that are difficult to influence are labeled
crisesonly if it is apparent that something of value is being lost, or soon will be.

Despitethe urgency, effective action isdifficult. Typically thelossesareirreversible
and, to some extent, unpreventable. Although the events of the crisis cannot be com-
pletely controlled, they can be partially influenced. Crisis management is the set of
actions taken to exert control over the events of a crisisto minimize losses. It issimi-
lar to risk management—except that the events are real, not potential, and action
takes precedence over planning. To be effective, crisis management involves making
good decisions [40] under severe time pressure and uncertainty. However, the very
factors that defines crises make decision-making all the more difficult. For example,
time pressure reduces the quality of human judgment [6, 21]. In a recent study of
crisismanagement by Air Force commanders[1] suggest that more experienced com-
manders were more resistant to the negative impact of time pressure and better at
processing information and consistently following a plan. One means of increasing
the experience level of personnel is through training.

Challengesin Crisis Management Training

Crisis management is a highly complex skill that is difficult to acquire for many
reasons. First, crisesare, by definition, rare, making it difficult to acquire direct expe-
rience in the management of crises in a given domain. Further, experience is not
always a good teacher [10]. The highly uncertain and complex environment of a
crisis can be apoor placeto try to discern cause-effect relations. Second, when crises
do occur, conditions are unfavorable for training [17]. Those with relatively more
expertise must act and have no timeto attend to the needs of atrainee. It may not even
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be possiblefor novicesto bein aposition to passively observe the decision-making of
experts during the crisis. Third, crisis management skills may not generalize well
across crises. The complexity and uncertainty of the environment in which crises
occur mean that each crisisis unique. The scenario of a disaster israrely the one for
which personnel were trained. In addition, the skills and knowledge required need to
be updated continuously both because the environment of crises is dynamic, and
because the regulations and technology for managing crises continually change. In
short, the major problem you face in trying to learn crisis decision-making through
experienceisthat it israre to experience acrisis, and even if you do, you may not be
able to learn from it. Then there is the problem that even if you do learn, you may
learn some wrong things, or things that are uselessin the next crisis.

Thus it is not surprising that structured training programs are often used to foster
the acquisition of crisis decision-making skills. These exist in many forms, and sev-
eral diverse literatures address topics relevant to crisis management training. We pro-
ceed toward the goal of synthesisby examining theoretical and practical issuesinvolved
in developing atraining program for crisis decision-making, taking the perspectives
of human resource management and psychology.

A Framework for Training Issues

A major problem at the start of establishing a crisis management training programis
conducting a needs assessment to identify what needs to be taught [25]. Domain
experts are an important resource in this endeavor; however, reliance on them entails
problems in recruitment and selection. Those with experience with past crises are an
important source of information, although the aforementioned problems limit the
number of such expertswho exist and the currency of their expertise. Further, any one
person’s direct experience with crises will be limited. Even if multiple persons have
input on the content of the training, there is still the problem of disagreement among
them, and the fact that none of them can predict the exact nature of a future crisis.
Thismay lessen respect for the training, promoting an attitude that “they cannot teach
you what you need to know.” Although no one can know exactly what needs to be
taught, it islikely that both domain knowledge and procedural knowledge as well as
general problem-solving strategies are crucial to crisis management. The latter re-
quires a wide range of skills (such as, communication, social, perceptual, and deci-
sion-making) that further complicates the process by widening the scope of training.
Work in many organizationsisincreasingly performed by groupsor teams of people.
Crisis management is particularly reliant on interactions among members of teams,
posing the problem of how to best conduct team training. Ideally, all members who
will perform as a team would be trained together. This can be difficult when each
member needs individualized, highly specialized training for their own responsibili-
ties. It also may not be practical to train everyone together if some persons have
significant high-level responsibilities outside interacting with those in the group.
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Once the content of a training program is determined, there is the problem of as-
sessing how well the trainee has mastered it. There are two specific administrative
goals. One is measuring performance for purposes of personnel decisions, such as,
deciding if the trainee has successfully completed the training, needs remedial train-
ing, or is the best of the training group [23]. Second, performance assessment data
provides important input for utility analysesto determine the value of atraining pro-
gram [40]. Although they are more difficult to develop and use, measures of process
are more useful in diagnosis of individual performance or the training program as a
whole.

Another purpose of obtaining information about performance isto give the trainee
feedback that can be used to improve performance during training. To be most effec-
tive, feedback needs to be prompt and specific, and go beyond communicating out-
comes or error. The information given to the trainee should provide sufficient
explanation for the trainee to develop an improved understanding of events in the
crisis, and their connection to actions taken or not taken. Generic instructions that
repeat rules are generally not as beneficial as instructions directed at the particular
deficiency displayed by thetrainee. In addition to improving understanding, explana-
tions allow users to verify or supplement their own explanations and reconcile con-
tradictions between their expectations and system recommendations [36].

Delivery of feedback requires some form of interaction between the trainer and
trainee. Inits simplest form, communication is unidirectional, from the trainer to the
trainee, and occurs only after execution of actionsin acrisis scenario. Cost consider-
ations often confine interactions to a single trainer communicating with multiple
trainees.

Therealism of training is one of many issues pertaining to the transfer of training.
But given its special significance for crisis management training, we aretreating it as
aseparate topic. Some of the forms of training that are least expensive, such as class-
room training and written materials, havetheleast realism. The most realistic training
takes place in contexts that represent the context of an actual crisis. If done correctly,
realistic training is more beneficial than classroom training due to the advantages of
active training over passive training [3]. A lack of realism can prevent transfer of
training (such as, for performance under time pressure [56]). The exact requirements
for realistic training vary across domains but usually involve some combination of
natural and simulated features[1]. For financial and ethical reasons, it isnot possible
to involve real events that lead to real losses. Thus, training contexts often make
extensive use of simulations that approximate crisis events. Yet, even very expensive
simulations that look like crises may not be sufficiently realistic [14, 41].

For training purposes, asimulation isrealistic if it induces the same psychological
processes in the training context that are experienced during an actual crisis[14, 32].
Perhaps the greatest challenge in training for crisis management isinducing the psy-
chological processes associated with the acute stress experienced in actual crises.
Acute stress is a state that occurs in situations of potential harm, time pressure, and
arousal [42]—all characteristic of crisismanagement. Although there hasbeen along-
standing interest in the problem of preventing decrements in human performance
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under stress, research on human performance under acute stressislimited. It is diffi-
cult to conduct research on human performance in crises for the same aforemen-
tioned reasons it is difficult to train. However, there is evidence that cognitive
impairment during acute stress may be more serious for some personality types than
others[24]. Recent theory proposes that the manner in which individual s evaluate the
level of potential harm, time pressure, and demands of the task plays a key role in
how well the individuals perform [4]. According to Chi et al. [11], the “training and
simulation” intervention strategy hasthe goal of changing the appraisal processin the
face of a crisis. The specific recommendation is to “provide the individual with the
knowledge and confidence that will lead to the development of positive performance
expectations and result in more effective task performance under stress’ [11, p. 187].
It follows that one way to promote effective crisis management under acute stressis
to train individuals to perform under acute stress, or at a minimum, some combina-
tion of arousal, time pressure, and anxiety.

A final problem that needs to be addressed with any training program istransfer of
training. The motivation for redlistic training is to allow for the skills acquired in
training to be applied in the context of an actual crisis. There are other factorsthat can
prevent transfer of training for crisis management. Oneisthat the nature of crises can
change over time due to changesin the physical, social, or economic environment. In
addition, crisis management technologies and procedures change. In short, one prob-
lem isthat today’s training may not help tomorrow’s performance. A goal that is not
easy to realize in training for crisis decision-making is the provision of a sufficient
number of novel crisis scenarios to prepare trainees for crises that never happened,
but could.

Training with Immersive Interfaces, Simulators, and
Critiquing Systems

An dternative or supplement to conventional training methodsisthe use of advanced
computer-based training technologies. This approach involves use of atraining pro-
gram that isinitially based on established specific doctrine used by an organization
[34]. Computer-based systems to facilitate human learning exist in many forms, but
herewe are interested in those that combine three features: asimulator for generation
of training examples, animmersive interface to assist with replicating theinformation
overload associated with many crisis situations, and a critiquing system for genera-
tion of the feedback that is normally given by a teacher. In Table 1, we present a
framework for understanding the major issuesin training for crisis management, and
the ways in which an expert critiquing and simulation system can address the prob-
lems associated with conventional training approaches.

An obvious advantage of an expert critiquing system is that it can aleviate the
problem of a shortage of human experts in training. Subject matter experts are still
essential; they provide the necessary knowledge for development of the critiquing
system and crisis simulator. The human experts are also valuable in testing and vali-
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dating the system. The real contribution of the expert critiquing and simulation sys-
tem to the problem of a shortage of human experts is realized once the system has
been perfected. Multiple versions of the computer-based trainer allow many students
to be trained simultaneously. Further, this replication provides standardization that is
usually not present with training from multiple experts in a complex domain. Asis
true with the adoption of many forms of technological trainers, a shift in emphasis
occursin who and what is at the center of the endeavor. Although conventional train-
ing is instructor-centric and emphasizes teaching, training with an expert critiquing
and simulation system is trainee-centric and emphasizes learning [25].

Whether training in crisis management is conducted by the experts themselves or
with a computer-based system, it is subject matter experts who provide the domain
and procedural knowledge that will be the context of training. But in building acom-
puter-based system, expert knowledge is elicited from multiple subject matter ex-
perts, thereby combining their respectiveinputsinto what can beamore comprehensive
knowledge set than any individual expert possesses. This helps designers create a
system that can simulate alarge number of crisis scenarios that require the trainee to
engage in actions requiring a wide variety of skills, such as recognizing patterns,
detecting signals, coordinating with team members, communicating effectively, pre-
dicting outcomes of events, making decisions, and remembering protocol. The com-
prehensive knowledge base and ability to simulate large numbers of scenariosrequiring
complex skills greatly expands the scope of training for crisis decision-making.

A simulator provides the opportunity to represent many aspects of decision-mak-
ingincrises. This potential has not been realized in terms of representing other mem-
bers of a team with whom one must interact in a crisis. Advances in the ability to
simulate team behaviors [13] allow sophisticated means of conducting “team” train-
ing. Intelligent agents can represent personnel, and advanced models can allow a
wide range of human behaviors—good and bad—to be represented in crisis scenarios.

An expert critiquing system has significant valuein that it can analyze a simulated
crisisand the actionstaken to control it. Thismeansthat it can also assessthetrainee's
performance according to well-defined criteria. Although a performance analysis can
be done with conventional training techniques also, it requires an extra effort that is
rarely undertaken with the same care asis put into the design of the expert reasoning
system. Conventional training makes typical use of subjective methods of perfor-
mance assessment, for example, by having the trainers rate trainee performance. In
other cases, it tends to be focus on outcomes—which are easily observed—rather
than process. In crisis management, outcomes are a particularly misleading indicator
of performance. Losses are amost always guaranteed, but do not necessarily reflect
poor crisis management. Performance assessment with an expert critiquing system
concentrates on the quality of the reasoning process used in managing the crisis[43].

Although an expert critiquing system can yield optimal decision strategies, this
does not by itself guarantee that students will learn from it [13]. The real benefit of a
critiquing system can be seen in performance feedback supplied to the trainee, akey
feature of many intelligent tutoring systems[45]. It isimportant that trainees under-
stand their deficienciesin training exercises [16]. Human experts can tailor feedback
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toindividual trainees, but it isavery labor-intensive process. The expert must under-
stand the reasoning of the trainee as well as the events of the crisis and the actions
taken by the trainee in response. An expert system can do this analysis automatically,
inreal time, allowing for swift feedback. Speed, of course, is not enough. Oneimpor-
tant feature of thisfeedback isthat it emphasizesthe trainee’s process, rather than the
outcomes only. It is well-known in human decision-making research that process
feedback is superior to outcome feedback [3]. A potential problem with feedback is
that if it is counterintuitive, trainees may reject it and not improve in performance.
System users seek explanations to resolve unexpected results. By including explana-
tions in critiques, feedback is more likely to be understood and accepted. Explana-
tions also increase trust, which in turn promotes acceptance of feedback [36, 47, 55].

A model of the effects of feedback suggests that different types of feedback are
required at different levels of expertise [33]. Feedback is assumed to focus attention
on levelsin a hierarchy of goals. Feedback that focuses attention on lower levels of
the hierarchy is best for initial learning on complex tasks, but asthe individual’s skill
increases, feedback focusing on overall task performance will be more useful. An
expert critiquing system can provide feedback about performance at any level at the
time it is most valuable, and match the nature of the explanation to the experience
level of the user. Thisis especially advantageous given that persons with more expe-
rience appear to have systematically different patterns for wanting explanations than
do those with less experience [36].

The instructional processis further enhanced if there are various means for com-
munication of feedback and other performanceinformation. An expert critiquing sys-
tem isvery flexiblein terms of the timing and nature of interactions with the trainee.
An expert critiquing system can analyze events and actions as they occur; thus, there
isno need for any delay in providing information to the trainee. Further, communica-
tion to instruct and improve trainee performance is bidirectional and individualized.
Two-way interactions that allow either party to initiate communication at any time
have particular advantages; the expert can choose to deliver advice or feedback, or
the novice can request such assistance. Thereare occasionsinwhichit isbetter for the
trainee to receive advice and then practice applying it than to practice with faulty
actions and subsequently try to correct them. Human tutors vary in their techniques
and not all of them consistently use the most appropriate teaching techniques. In
contrast, an expert system can ensure that specific beneficial methods (such as, €lic-
iting self-explanation [11], asking questions [26], or giving hints and suggestions
[31]), are used when they are determined to be most appropriate.

Another collection of problems has to do with the simple questions of the time and
place to do the training plus choice of what materials are needed for good training. If
written correctly, the expert critiquing and simulation system can be a self-contained
training system. This characteristic allowstraining to occur at any place and any time.
The only material needed is a moderately high-functioning computer. In essence,
especialy in today’s day and age, this makes the training system flexible [38]. For
example, if so desired, an employee could train in the comfort of home. Any feature
that increases flexibility removing barriers to practice—all else being equal—will
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increase actua training time. Opportunities for practice allow the trainee to realize
the benefits of critiquing. Understanding one’s deficiencies with a skill and then be-
ing able to practice the skill in context is necessary for effective training [16].

As for the new problems that arise with the high-tech approach, cost is definitely
the largest. The initial research and development costs of an expert training system
with extensive simulation capabilities is prohibitive in many domains. It can be
unaffordable and unwise to modify a system from another domain. If theinitial costs
of system development can be met, there is the advantage that implementation and
maintenance can be predicted with reasonable accuracy. Finally, although cost is a
definite obstacle in the present, it may prove to be trivial in the near future. Cost is
likely to be reduced with the further advancement of technology, both in terms of
hardware and software and in development costs for expert training systems.

A final, but extremely valuable benefit of a powerful simulator that presents sce-
narios to the trainee through an immersive interface is that it greatly improves the
chancesfor transfer of training. The simulator creates an active learning environment
that is much preferred to passive ones [34, 35, 51], which is advantageous in any
training. But, there are several reasonsthat such asimulator isparticularly valuablein
training for crisis decision-making. First, the ssmulator can elicit the psychological
processes of crisis management in actual crises, making training more realistic. In
particular, simulations can create acute stress through multimedia interfaces, time
pressure, information overload, and graphic representation of the most disturbing
losses of acrisis. Although support systems can be effective in improving task condi-
tions, for example, by reducing information load [27] the burden of processing infor-
mationwill remain highinacrisis. Thismeansthat representation of crisisconditions
may require design featuresto increase information load. Another valuable feature of
a powerful simulator is that it can create a large number of novel scenarios. As a
trainee’s exposure to total number of scenarios and number of different types of sce-
nariosincreases, the trainee’s ability to cope with uncertainty and transfer training to
areal crisisimproves. Experience managing many kinds of crisis scenarios reduces
the chance that an actual crisis will be so novel as to render al training experience
irrelevant.

The Case of Ship Damage Control Training

CRISES ON SHIPS, BY THEIR VERY NATURE, pose the problems addressed in Table 1 in
the training of personnel responsible for making decisions during the crises. In this
section we report on DC-TRAIN, a computer-based training system that addresses
these problems in the context of training for ship crisis management. DC-TRAIN is
designed to train and measure the performance of Damage Control Assistants (DCAS),
the naval officers responsible for managing crises on their respective ships. After
describing specific features and capabilities of the system, we report data from em-
pirical evaluationsof it with DCA traineesat the U.S. Navy’s Surface Warfare Officer
School (SWOS) in Newport, Rhode Island.
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Figure 1. DC-TRAIN Major Components

The DC-TRAIN System

DC-TRAIN is an immersive whole-task simulator-trainer under development at the
University of Illinoisand under validation at SWOS|[9]. During the course of asimu-
lated crisis scenario, the DCA makes decisions directing the repair and containment
of damage during crisis situations. DC-TRAIN provides the facilities to specify and
simulate from physical principles alarge number of damage control situations. The
spread of damage, the effectiveness of damage control actions, and ship personnel
other than the DCA are simulated. Figure 1 illustrates the relationship between the
major components of DC-Train and the users of the system.

Two of the immersive interface components of DC-TRAIN 2.5 are illustrated in
Figures2 and 3. In Figure 2 thewindow marked A isthe command list, where the user
selects actions to perform. Window A is modeled after the screen layout of IDCTT
3.0, a system developed by Tekamah and NAV SEA. In Figure 3, Windows E and F
feature the graphic visualization module displaying two different views of the ship,
and during the run of a simulation the user may open as many different views as
desired. In window D, audio and video feedback from the system is presented. The
message blank window in area C is used to gather command parameters from the
user. Window D presents system critiques of the user’s actions.

A scenario generator modulein DC-Train allowsan instructor and studentsto specify
crisis scenarios [44]. The primary information that needs to be specified istheinitial
ship crisis state, including the location, size, and initial time of crisiseventslikefire,
smoke, flooding, pipe rupture, hull rupture, or wall rupture. The initial state of the
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Figure 2. DC-TRAIN Graphical User Interface (GUI) During a Crisis Scenario

ship can also be specified such as the state of doors, hatches, fire pumps, the amount
of material in compartments, and the like. Consequently, an enormous number of
novel scenarios with widely varying features can be simulated.

A physical ship smulator module in DC-Train propagates the consequences of the
initial damage through time [44]. The simulator contains humerical agorithms for
simulating the spread of the damage control events that are specified by the scenario
specificationinterface. For example, it modelsthe spread of fire and smoke, flooding,
firemain rupture, hull rupture, the pressure at any point in the fire main, and thetime
to engulfment of a compartment by fire. The physical ship simulator models the sup-
pression of the crisis events by automatic systems such as halon, and by the actions of
human personnel such as by the use of fire hoses. Interactions between crisis events
are modeled, such as the effect of flooding a compartment on a fire that is in the
compartment. The simulator capabilities mean that many physical events of ship cri-
ses are well-represented in any given scenario.

An intelligent agents module in DC-Train simulates the various personnel on the
ship involved with a damage control crisis. The intelligent agents model humansin
charge of varioustasks, allowing training on team skills. For the most part, the intel-
ligent agents correspond to entities that are in direct communication with DCA, who
is the decision-maker being trained by DC-Train. Ship personnel that are ssmulated
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Figure 3. Another View of the DC-TRAIN Unified GUI, Which Highlights the 3-D Interac-
tive Graphical Visualization in Windows E and F

include the Bridge/Commanding Officer (Bridge/CO), the Engineering Officer on
Watch (EOOW), the Damage Control Console Operator (DCCO), the Combat Sys-
tems Maintenance Central (CSMC), and the Repair Locker Leaders (RLL), and the
Repair Locker Investigators. The DCA can send communications to the agents via
the command interface. The responses of the agents are received via the audio/video
interface and text-based interface.

An automated DCA module in DC-Train alows the student to run DC-Train and
observe the actions of the automated DCA in solving acrisis scenario [8], providing
additional flexibility in training techniques. In empirical evaluations involving hun-
dreds of scenarios, the automated DCA has been found to solve crises at the expert
level. Two different versions of an automated DCA have been implemented. One
version of the automated DCA takes a traditional Al approach that contains knowl-
edge in the form of plans, rules, preconditions, and constraints [7]. This approach
probabilistically ranks alternative actions and thus can evaluate a DCA'’s behavior
when actions are taken that are not the same asthe top action that the automated DCA
concluded was the best one to take at a particular point in time. The other version of
the automated DCA is a Petri network approach that ranks the value of alternative
actions by hyper-simulating each of their consequence on the state of the ship using a
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time horizon of 10 or 20 minutes [8]. The Petri network approach is fast enough to
simulate the alternative actions into the future in real time.

The automated DCA moduleis also used as the foundation for a critiquing module
[8]. It compares students' actions to the actions suggested by the traditional Al ver-
sion of theautomated DCA, which isused asagold standard for performance. By this
comparison, it can provide feedback in terms of errors of commission (actions the
DCA took but should not have taken) and errors of omission (actions that the DCA
did not take but should have). The student’s performance is being evaluated in terms
of whether or not the student made the best decision given the information available.
The comparison isbetween an “ expert” decision and the student’s decision, and isnot
influenced by probabilistic elements regarding firespread, and so on, or the uncer-
tainty regarding the actual state of the ship at any given time. Thus, the critiquing
module can thereby yield a process measure of trainee performance.

The critiquing system can also use a Petri network envisionment to judge the cor-
rectness of a“novel” student action (that is, one not in the automated DCA’s knowl-
edge base). If the Petri network simulations reveal that the novel action would have a
beneficial effect on the course of the crisis when the crisis is simulated 10 or 20
minutes into the future, it would be judged to be a good action. How good can be
determined by comparing the simulated outcome to the outcome for the best action
simulated by the Petri network. The advantage of this approach isthat the accuracy of
the critiquing is not affected by the amount of knowledge in the automated DCA. In
either case, the expert system and DCA have access to the same information regard-
ing the state of the ship. The traditional Al approach computes the best action given
the information available to the DCA. Likewise, the Petri network approach simu-
lates whether the action would be beneficial given the information available to the
DCA. Thus, the decision can be evaluated in terms of whether it was agood decision
given the information that was available to the DCA at the time instead of in terms of
the decision’s eventual effect on the state of the ship. Therefore, both feedback re-
garding decision quality and critiquing are linked to the quality of the decision and
not the final outcome.

Of course, the fact that a training system is based on sound principles does not
necessarily make it effective. A crucia part of the DC-TRAIN research project isthe
testing of the system with DCA trainees.

Empirical Evaluation of DC-TRAIN

Assurance that a computer-based training system is well built in the sense that is
reliable, fast, and so forth, is necessary but not sufficient to conclude that it is an
effective trainer. The real proof is in the performance of the trainees. With this as-
sumption, we conducted aseriesof empirical testsof DC-TRAIN with DCAsat SWOS.
Although there are many criteria of interest in eval uating the training effectiveness of
any system, we concentrate here on two measuresthat relate to particularly important
but difficult problems with regard to training for crisis decision-making: human per-
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formance and system realism. We include some discussion of measures relevant to
other criteria for training effectiveness, such as, user satisfaction.

The first study to evaluate the training effectiveness of DC-TRAIN version 1.0
involved the assessment of performance and other measures over training trials. The
study also included the experimental manipulation of the number of training trials
prior to performance on acriterion scenario. The criterion consisted of completion of
atrial on IDCTT 1.0, acomputer-based system with a high fidelity, but the ability to
generate only one scenario that focuses on fire spread. A total of 58 DCA trainees
completed three training trialswith DC-TRAIN aswell asasingletrial with IDCTT.
To experimentally manipulate training experience on DC-TRAIN, participants were
scheduled in such away that approximately one-fourth of them did IDCTT first, one-
fourth did IDCTT after onetrial of DC-Train, one-fourth after two trialsof DC-Train,
and one-fourth after three trials. The design was a 4 (DC-Train timing) by 4 (trial)
with the first factor between-subjects and the second within-subjects. The partici-
pants completed various measures (described below) after each trial in the role of
DCA as well as at the end of the simulator data collection. Before discussing the
human performance data, we describe the data on these measures.

On all four trias, subjective difficulty, subjective time pressure, and expended ef-
fort were assessed viaratings. Subjective difficulty was measured by asking partici-
pants how difficult thetask wason ascalefrom 1 (not at all) to 9 (extremely). Subjective
time pressure and effort data came from the rel evant subscal es of the TLX (Task L oad
Index) measure of subjective workload, in which 11-point scales ranged from “low”
to “high” [29]. Mean ratings for each of these measures were significantly above the
midpoint of their scales (p < 0.02) and did not decline over trials (p > 0.48).

Theory ontherole of anxiety in performancein crisesindicates that the presence of
substantial anxiety isadesirablefeature of asimulator for crisis management training
[5]. State anxiety aswell astrait anxiety was measured with the STAI [48]. Compared
to the norms for working adults aged 19 to 39, this sample had state and trait anxiety
scores equivalent to those at the 80th and 43rd percentiles, respectively [49]. State
anxiety, illustrated in Figure 4, was on average 20 percent higher than the baseline
given by trait anxiety scores and significantly higher than predicted by trait anxiety
ontrialsl, 2,and 4 (al p < 0.02) and marginally greater ontria 3 (p < 0.06). Further-
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more, anxiety did not decrease over trials (p > 0.18). This is especially important
given the significant decrease in anxiety that occurs with IDCTT after only one trial
[45]. Taken together, this suggests that DC-TRAIN 1.0 is psychologically realistic
even after a number of trials. In other words, it creates and maintains a psychol ogi-
cally stressful environment that is necessary to prepare DCAs for what they would
experiencein an actual crisis[43].

Past evaluations of expert-based computerized simulations for Navy training have
made use of various standards for success (such as, successful course completion
[53]). By far, the most prevalent measures for all forms of computer aids in Navy
instructional settings are those of user satisfaction [50]. The elicitation of user reac-
tionsisan ongoing part of the development of DC-Train. Most of the user evaluations
areinformal and qualitative and aimed at providing feedback to the devel opers so that
they can fix “bugs’ or make the simulator actions consistent with course material.
Formal data on user reactions to the system, illustrated in Figure 5, show that DCA
students rate DC-Train as over a 6.5 on a seven-point scale (anchored at 1 = com-
pletely useless and 7 = extremely useful). Although user satisfaction is necessary to
continued use of training technologies, it is a contaminated and deficient measure of
effectiveness. User reactions can reflect preexisting positive or negative biases about
the technology, whereasthey fail to capture aspects of performance critical to success
in the context for which users are being trained. Thus, we turn to the true proof of the
success of any training system: the performance of trainees.

In the first evaluation of DC-TRAIN, the low number of training trials per student
(four trials at about 30 minutes each) waslessthan isdesirableto affect expert perfor-
mance. Another limitation was that the critiquing capability and scoring system were
not yet available, meaning it was not possible to measure damage control perfor-
mance in its entirety. Nevertheless, the resulting data, illustrated in Figure 6, show
that firefighting errors were starting to decline by the fourth trial. Those studentswith
three trials of practice on DC-TRAIN 1.0 made fewer firefighting errors on average
on their IDCTT trial than students with less or no practice on DC-TRAIN 1.0.
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A second evaluation study with 19 DCA candidates was conducted to evaluate the
effect of practice on performance. Nine DCA candidates received three practicetrials
using DC-Train, and then attempted to solve the criterion trial. Each trial used a dif-
ferent scenario (the criterion trial involved a different scenario than any of the three
training trials). The other ten candidates did not receive practice. After controlling for
military experience, the group receiving practice had significantly higher scores on
average on the criterion scenario than the group who did not receive practice (p <
0.05). (Means are shown in Figure 7.) Eight of the nine trainees improved, and over-
all, practice accounted for 37 percent of the variance in performance scores. In other
words, practicing on one set of scenarios was followed by improved performance on
adifferent scenario. Because the criterion trial involved a different scenario than the
practice trials, this improvement cannot have been due to participants merely learn-
ing how to beat a particular scenario. These data, and those of the first evaluation
study, provide empirical support of the notion that multiple novel scenarios are ben-
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eficial for transfer of training to a new crisis. Although promising, this evaluation
work has been limited by small sample sizes, scenarios restricted to events imple-
mented in the most recent version of DC-Train, and low numbers of practice trials.
Nevertheless, the ongoing evaluation of the system as well as human performance
with the system is extremely valuable during system development and implementa-
tion, and providesamodel for evaluation of other training systemsfor crisisdecision-
making.

Summary

CRISIS MANAGEMENT IS A COMPLEX SKILL that poses unique training problems. In
this paper we have drawn on diverse literatures to analyze the issues involved in
devel oping acrisis decision-making training program. We present an integrated frame-
work for understanding these issues, and the advantages of computer-based systems
with an immersive interface, expert critiquing, and scenario simulator. This frame-
work should be helpful in evaluating and comparing various programsfor crisis man-
agement training. In addition, we offer an example of such atrainer in the domain of
ship damage control, DC-TRAIN, and describe its design and simulation and critiqu-
ing functions. We discuss the importance of empirical evaluations of training effec-
tiveness using multiple criteria, and report data from experiments indicating that
DC-TRAIN has realism and improves decision-making performance. These results
are consistent with the argument that multiple novel scenarios have special value for
training in crisis decision-making. Our approach to the assessment of realism can be
generalized to the evaluation of other crisis training programs, whereas the auto-
mated assessment of human performance by the expert critiquing systems offers a
useful model for training programs in general.

Discussion

ALTHOUGH HIGH-LEVEL EFFECTIVE HUMAN DECISION-MAKING during crises is vital
inavast array of situations, it isdifficult to prepare personnel adequately. Crises pose
serious barriersto both training and research on crisis management and training. Cri-
ses are, by definition, rare. Even when they do occur, the first priority is to handle
them quickly to gain control of the situation and to minimizeloss, not to train novices
or conduct research [17]. The nonconventional approach of using systems such as
DC-TRAIN that have animmersiveinterface, crisissimulation, and critiquing system
have no such barriers. These systems provide the opportunity for immersive practice
so trainees can develop the skills necessary for dealing effectively and efficiently
with the whole-task decision-making while experiencing the overload and anxiety
associated with real-life crises. Their unique capabilities address many training issues
that are particularly problematic in training for crisis decision-making.
Simultaneously, crisis simulations create the opportunity for data collection under
conditions reflecting the majority of acrisis' characteristics. Thisisenormously ben-
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eficial in evaluation research, especially on transfer of training. Perhaps even more
significant is the potential for such sophisticated simulations to be used in basic re-
search. Especially promising is the ability to conduct research on human decision-
making performance under acute stressgiven that such research iscritical to the success
of crisis management training, but rarely feasible. The DC-TRAIN system can be
used for research on the fundamental psychological process of crisis decision-mak-
ing aswell asfor research in peripheral areas such as natural language critiquing and
time perception. Through such research we can expect improvements in the theory
behind the human performance issues of crisis management, which aid future devel-
opment of training systems.

This paper argues that having a computer tutoring system is necessary but not suf-
ficient for any crisis management training program. A complete training program in
the crisis management domain requires the integration of three components. an
immersive interface that creates a psychologically realistic experience; a simulator
with numerous scenarios of varying attributes and difficulties; and a critiquing sys-
tem that can provide immediate, specific, and accurate feedback while maintaining
flexible communication between the system and user. DC-Train is a pioneering ex-
emplar of such asystem. It providesthe foundation for further research for the devel-
opment and creation of new computer-based trai ning programs suitable to thisdomain.
Yet, the design of any training systems demands careful consideration of the training
issues discussed in this paper. An additional requirement for a successful systemisa
close matching between training needs in the context of interest and system capabili-
ties. The basic characteristics of the DC-TRAIN system can be expected to generalize
to training in many crisis domains,; however, the specific problems of a particular
domain may require new variations on a training solution. The framework provided
can be a useful instrument to guide examination of these problems, and formulation
of solutions.
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