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ABSTRACT
Trajectory based forwarding (TBF) is a novel method to for-
ward packets in a dense ad hoc network that makes it possi-
ble to route a packet along a predefined curve. It is a hybrid
between source based routing and Cartesian forwarding in
that the trajectory is set by the source, but the forwarding
decision is based on the relationship to the trajectory rather
than names of intermediate nodes. The fundamental aspects
of TBF are: it decouples path naming from the actual path;
it provides cheap path diversity; it trades off communication
for computation. These aspects address the double scalabil-
ity issue with respect to mobility rate and network size. In
addition, TBF provides a common framework for many ser-
vices such as: broadcasting, discovery, unicast, multicast
and multipath routing in ad hoc networks. TBF requires
that nodes know their position relative to a coordinate sys-
tem. While a global coordinate system afforded by a system
such as GPS would be ideal, approximate positioning meth-
ods provided by other algorithms are also usable.

Categories and Subject Descriptors
C.2.1 [Network architecture and design]: Wireless com-
munication; C.2.2 [Network protocols]: Routing proto-
cols

Keywords
ad hoc networks, trajectory based forwarding, routing, mul-
tipath, broadcasting, positioning

General Terms
Design, Algorithms

1. INTRODUCTION
Recent advances in wireless communication devices, sen-

sors, hardware (MEMS) technology make it possible to en-
vision large scale dense ad-hoc network acting as high reso-
lution eyes and ears of the surrounding physical space. Ex-
amples of such vision include smartdust [1], dataspaces [2,
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3], sensitive skin [4], or disposable networks where it is pos-
sible that many of the nodes of the network can be sprayed,
dropped, mixed in the material or embedded in the infras-
tructure.

These networks are characterized by a large number of
energy-constrained, unattended nodes. Beside the algorith-
mic aspects dictated by their sheer scale, the emphasis on
energy efficient algorithms require that nodes often go into
doze mode or sleep mode resulting in a very dynamic net-
work topology. These characteristics require us to rethink
the way many of the networking functions can be imple-
mented [5]. One of the fundamental networking functions is
routing. Routing always has been treated as sending pack-
ets along route paths described by a discrete set of points.
Routing algorithms used in the fixed networks and those
proposed by the MANET community for ad-hoc networks
are aimed at resource-rich, relatively stable networks.

In this paper, we propose a new forwarding paradigm,
Trajectory based forwarding (TBF) which addresses the is-
sue of scalability and dynamic network topology. This is
fundamentally new approach to routing in “dense matter”
where the route path is specified and treated as a continuous
function as opposed to a discrete set of points. The transi-
tion from a discrete view of route paths to a continu-
ous view of route paths is only natural as we move from
dealing with sparse networks to dealing with dense networks.
The key idea in the approach is to embed a trajectory in the
packet and then let the intermediate nodes forward packets
to those nodes that lie more or less on the trajectory. Rep-
resenting route paths as trajectories is an efficient scalable
encoding technique for dense networks. Since a trajectory
does not explicitly encode the nodes in the path, it is to
a large extent impervious to changes in specific nodes that
make up the topology. We believe that trajectories are a
natural namespace to describe route paths when the topol-
ogy of the network matches the topography of the physical
surroundings in which it is deployed which by very defini-
tion is embedded computing. Here, the physical paths tra-
versed by packets mirror the underlying shape of the phys-
ical space that is being queried. Further, forwarding pack-
ets along trajectories can be very effective in implementing
many networking functions when standard bootstrapping or
configuration services are not available, as will be the case
in disposable networks where nodes are thrown or dropped
to form a one-time use network.

Although Cartesian routing [6] offers the possibility of
routing packets based on positions, it does so only on straight
lines between source and destination. There are many prac-
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tical network services that require routing along routes pos-
sibly other than the shortest path. One such example is
multipath routing, which may be employed by a source to
increase bandwidth, or resilience of communication. Rout-
ing along the shortest path is not always the best option
in wired networks [7]. In sensor networks the same prob-
lem manifests itself as potential network partitioning due to
battery overuse along popular shortest paths. Communica-
tion over alternate paths must be therefore used as a load
balancing method in order to achieve more uniform battery
depletion. Finally, non straight trajectories are necessary
to describe unicast routes in a network where straight line
forwarding is not possible due to obstacles, holes in connec-
tivity, or other criteria, such as security requirements.

TBF has a number of features that make it an ideal can-
didate for a low level primitive in any ad hoc network.

1. it decouples the the path name from the path itself.
This is the most critical aspect in a dense network,
where intermediate nodes between source and destina-
tion might move, go into doze mode or fail, thereby
rendering a discrete source based path useless.

2. the specification of the trajectory is independent of the
name of the destination. This makes TBF usable as a
routing support, when the destination is indicated, as
a discovery support primitive, when the destination is
not known, or as a flooding replacement.

3. it provides cheap path diversity, when compared to
flooding based traditional methods of finding alternate
paths.

4. it trades off communication for computation, by declar-
ing paths instead of searching them. This is a desirable
tradeoff, considering the four orders of magnitude dif-
ference between the cost of sending a wireless packet
and executing an instruction [1].

5. it may be assisted by various functionalities available
in the nodes. Ideally, each node would be equipped
with a GPS receiver, case in which nodes closest to the
indicated trajectory will forward the packet. If, how-
ever, GPS is not available (such as non line of sight
scenarios, or lack of sufficient precision) TBF may use
approximate positions given by positioning algorithms
[8, 9, 10, 11] that are based on nodes’ other abilities to
sense their neighbors (ranging, angle of arrival, com-
pass).

Besides simple unicast, trajectory routing and forwarding
have significant advantages for many other important net-
work functions such as broadcasting, discovery, multipath,
multicast and broadcast, path resilience. In this paper, we
focus on issues related to trajectory forwarding in networks
with and without the availability of node positions, and
identify a number of research challenges related to trajec-
tories in ad hoc networks.

The rest of the paper is organized as follows: the next
section reviews related work, section 3 details our proposed
approach, the network model assumptions, various forward-
ing methods and implementation issues; section 4 reviews
applications that benefit from an implementation under the
TBF framework; section 5 debates problems TBF faces un-
der adverse conditions such as reduced density and lack of

positioning capabilities. Section 6 summarizes the current
status of the project and mentions some challenging issues
and possible future work, and we summarize with some con-
cluding remarks in section 7.

2. RELATED WORK
There have been significant efforts to improve routing in

both fixed and mobile networks when position is available.
Such methods, in which node spatial positions are essential
to the method, are branded “position centric”. Geographic
routing [12] is a hierarchical scheme where each router is re-
sponsible for a polygonal region possibly subpartitioned into
disjoint polygons assigned to other routers. This routing
scheme provides an infrastructure that can be embedded in
IP, and can deliver messages to specific geographic regions.
Cartesian routing [6] is a greedy method that chooses a next
hop that provides most progress towards the destination. It
is a particular case of TBF, and both are representative
for position centric routing. LAR (Location Aided Routing)
[13] is another (position centric) scheme that implements re-
stricted area flooding in order to reduce the cost of discovery
when the uncertainty about a destination is limited. It uses
a phase of source based routing and a phase of controlled
flooding.

Cartesian routing, and other greedy methods derived from
it do not guarantee the delivery of the packets. The problem
is usually addressed by planarizing the network graph and
applying detour algorithms, such as FACE [14], GPSR [15],
or GOAFR+ [16], that avoid obstacles using the “right hand
rule” strategy that work well for straight line delivery.

The other big category, inherited from wired networks,
is “node centric” - destinations and intermediate forwarding
entities are names of nodes. DSR (Dynamic Source Routing)
[17] is a form of source based routing used in MANET [18],
featuring a route discovery phase based on flooding, and
routes completely specified in packet headers. Terminode
routing [19] is also a source based method, but uses anchors
instead of intermediate nodes. It is close in spirit to our
proposed method, but is discrete in the representation of
the path. The method may still entail large overheads for
long paths that might otherwise have a compact parametric
representation.

In order to use position centric approaches, node posi-
tions are necessary, but a locations service is also necessary
to translate node addresses into coordinates. GLS (Grid Lo-
cation Service) [20] implements a naming service that allows
node centric applications to run on top of geographic and
cartesian routing. A source can find the coordinates of the
destination node from the location service and then use ge-
ographic or cartesian routing to route to that destination.
Other location services include DREAM [21], which updates
locations with remote communication pairs based on angu-
lar drift, and [22], which makes use of Bloom filters to decide
if a mobile is in a certain area.

A more recent approach is “data centric”, pioneered in
[5], in which routing is driven by interests, describing the
meaning of data transfered. In a sensor network, multipath
routing may be useful in providing resilience [23].

TBF can be used to enhance or complement all the node
centric, position centric and data centric mechanisms, or to
replace expensive energy-wise parts of them, such as flooding
based discovery.
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Figure 1: TBF layer
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3. TBF DESCRIPTION
TBF is a hybrid technique combining source based rout-

ing [17] and Cartesian forwarding [6], but uses a continuous
representation of the route. Like in source based routing,
the path is indicated by the source, but without actually
specifying all the intermediate nodes. Like in Cartesian for-
warding, decisions taken at each node are greedy, but are
not based on distance to destination - the measure is the
distance to the desired trajectory. Source based routing
has the advantage that intermediate nodes are relieved of
using and maintaining large forwarding tables, but it has
the disadvantage of the packet overhead increasing with the
path length. Cartesian routing uses positions to get rid of
the routing tables, but defines one single forwarding policy:
greedy, along a straight line.

TBF gets the best of the two methods: packets follow
a trajectory established at the source, but each forwarding
node takes a greedy decision to infer the next hop based
on local position information, while the overhead of repre-
senting the trajectory does not depend on path length. In a
network where node positions are known, the packet may be
forwarded to the neighbor that is geographically closest to
the desired trajectory indicated by the source node. If the
destination node is known, the trajectory followed by the
packet might be a line, and the method reduces to carte-
sian forwarding. In the general case, however, we envision
a larger array of applications including ad hoc routing, dis-
covery, flooding, and multipath routing, as shown in figure
1. Trajectory based forwarding (TBF) requires that nodes
be positioned relative to a global coordinate system or a rel-
ative coordinate system. The strength of TBF lies in the
flexibility of being able to work over a wide variety of po-
sitioning systems. In fact, TBF can be seen as a middle
layer between global [24], ad hoc [8, 25, 9, 10] and local [11]
position providing services, and many network management
services.

3.1 Forwarding methods
In the TBF framework, routing a packet requires that

a trajectory be specified along which a packet can be for-
warded. The trajectory is usually decided by the source
and we will assume that it is expressed in parametric form
X(t), Y (t). For example, to route along a line with slope α
passing through the source with coordinates x1, y1, the tra-
jectory would be described by X(t) = x1 + t cos(α); Y (t) =
y1 + t sin(α). α, x1, y1 are constants, and the parameter
t actually describes euclidean distance traveled along the
line. It is convenient, for the simplicity of the explanation

Figure 2: Forwarding on a curve
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to assume that t indicates the distance on the curve, but
it need not be so in the general case. The neighborhood of
a node N0 (figure 2) is defined as the portion of the curve
and the nodes that are within a certain distance form N0,
shown by a dashed line in the figure. In the simplest case,
the neighborhood could be the smallest circle enclosing all
N0’s one hop neighbors. In a network in which node posi-
tions are known, the main question is how to choose a next
hop that best approximates the trajectory. Assume node
N0 receives a packet with the trajectory indicated by the
curve X(t), Y (t) and the value t0 that corresponds to the
point on the curve that is closest to N0. Using sampling
of the curve at dt spaced intervals, indicated by dots in the
dashed trajectory curve, N0 can compute all the points of
the curve that reside inside its neighborhood. For all neigh-
bors N1..N4, their corresponding closest points on the curve
are t0, t0+3dt, t0+5dt, t0+8dt. When referring to curve fit-
ting, these values are called residuals. In fact, the mentioned
method computes an estimation of the residuals, instead of
the true ones, which would require either infinite resolution
(dt → 0), or usage of higher derivatives of X(t) and Y (t).
Since choosing a next hop for the packet should be towards
advancement on the trajectory, only the portion of the curve
with t > t0 is considered. For this reason, node N1 receives
t0 as the closest point, instead of t0 − 2dt, which would be
closer to the perpendicular from N1 onto the curve. Several
policies of choosing a next hop are possible:

• “minimum deviation”: choose the node closest to the
curve, with the minimum residual. This policy would
favor node N2 and would tend to produce a lower de-
viation from the ideal trajectory;

• most forwarding within radius (MFR) [26], choosing
N4. This policy should also be controlled by a thresh-
old of a maximum acceptable residual, in order to limit
the drifting of the achieved trajectory. It would pro-
duce paths with fewer hops than the previous policy,
but with higher deviation from the ideal trajectory;

• centroid of the feasible set, favoring N3: the centroid is
a way to uniformly designate clusters along the trajec-
tory, and a quick way to determine the state of highly
dense networks;

• the node with most battery left;
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• randomly choose between best three: useful when node
positions are imperfect, or when it may be necessary
to route around obstacles;

• in mobile networks a forwarding policy that might pro-
vide better results would be to choose the next hop
which promises to advance along the trajectory, or one
that is expected to have the least mobility in the fu-
ture.

3.2 Trajectory specification/encoding
There are a number of choices in representing a trajectory:

functional, equational, or parametric representation. Func-
tional representation (e.g. Y = f(X)) cannot be used to
specify all types of curves (for example vertical lines). Equa-
tional representation (e.g. X2 + Y 2 = R2) requires explicit
solution to determine the points on the curve. Parametric
representation (e.g. X = X(t), Y = Y (t)) is ideally suited
for the purpose of forwarding. The parameter t of the curve
is a natural metric to measure the forward progress along
the path and can be linked to either length traveled on the
curve, or hop count.

The next issue is how to encode a trajectory that can have
several parameters which have to be interpreted by nodes.
One approach is to have a tabular representation where the
nodes know how to interpret the fields given a well know
set of trajectories. The line mentioned in subsection 3.1
would be represented by a tuple (line, x1, y1, α), possibly
with additional bits describing the forwarding policy. The
first item describes the type of trajectory, followed by the
specific parameters. A node would have a fixed dictionary
of available trajectories – this method provides the lowest
packet overhead, but limited flexibility.

Complex trajectories can have multiple components or a
given trajectory can be specified as a number of simple com-
ponent such as Fourier components. The more Fourier com-
ponents are specified in the packet, the better the accuracy
of the trajectory is. There is an interesting tradeoff between
the accuracy of the curve and the overhead of specifying
the components and interpreting them. Other possibilities
of encoding of the parametric curve include compiled form
(ready to be executed, as in active networking), or reverse
polish notation (ready to be interpreted). In our current
implementation on Mica motes, we used the latter, for the
increased flexibility.

For multicast, a source based method like TBF should
store the entire distribution tree in each packet, which could
significantly increase overhead. However, in certain cases
this overhead may be reduced. When the tree has a regu-
lar shape, like a self repeating structure, its recursive rep-
resentation is actually very compact. In figure 3, line AB
is defined in its parametric form, but parameterizing what
we previously used as constants: x1 := xA; y1 := yA and
α := αA, with an additional parameter tmax to indicate
the packet duplication point B. Therefore, the description
of segment AB is:

XAB(t) = xA + t cos(αA)
YAB(t) = yA + t sin(αA)

When t ∈ (0, tmax), forwarding works using normal uni-
cast in the interval AB. A node that is close to B, with the
coordinates B(XAB(tmax), YAB(tmax)), performs the dupli-
cation task required in multicast, and prepares two new tra-

Figure 3: Regular tree representation

C
D

A

B

x1 := xA; y1 := yA; α := αA

XAB(t) = xA + t sin αA

YAB(t) = yA + t cos αA

x1 := XAB(tmax)

y1 := YAB(tmax)

α
:=

α
+

π
3

α
:=

α
−

π
3

jectories. These are BC and BD, in fact lines of length
tmax, just like their parent, but with different parameters. t
starts fresh from 0, for both these two segments, and stays
in the same interval t ∈ (0, tmax), but with new equations:

XBC(t) = xB + t cos(αA + π
3
)

YBC(t) = yB + t sin(αA + π
3
)

XBD(t) = xB + t cos(αA − π
3
)

YBD(t) = yB + t sin(αA − π
3
)

Their starting point is B, the ending point of the par-
ent, with coordinates xB = XAB(tmax), yB = YAB(tmax),
and their angles diverge in this example by 2π

3
from each

other, being π
3

sideways of their parent. The node respon-
sible for duplication at point B receives a TBF packet with
the tuple (line, xA, yA, αA, tmax), which describes XAB(t)
and YAB(t), and creates two new TBF packets described by
tuples:

• (line, XAB(tmax), YAB(tmax), αA + π
3
, tmax)

• (line, XAB(tmax), YAB(tmax), αA − π
3
, tmax)

The packet splits behave like recursive calls in the compact
representation of this fractal structure, meaning that the
splitting process will continue at points C and D. The rep-
resentation is compact in that for describing an arbitrarily
large tree of this shape, just the three tuples mentioned need
be transmitted as trajectory encoding. The structure pro-
duced by this particular example is in fact a honeycomb
structure, shown in figure 8b. The recursive definition of
the structure will eventually overlap itself, therefore mark-
ing bits are necessary in order to stop the forwarding. This
is also discussed in the context of stateful versus stateless
broadcasting (section 4.5).

Even in the case of an arbitrary tree the overhead may be
reduced by a simple pruning scheme. This is the case when
the tree must be described in its entirety at the source, for
example by specifying the splitting points. In figure 4, the
tree describing the leafs (multicast receivers) and the split-
ting points gets stripped as the forwarding proceeds down-
stream. The amount of total overhead as a function of n,
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Figure 4: Arbitrary tree pruning

Figure 5: Examples of trajectory routing and for-
warding
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the total number of receivers, is therefore O(n log n) in the
average case (for balanced trees), as opposed to O(n2) when
sending the full tree on each branch.

4. APPLICATIONS OF TBF
Having discussed the implementation details of TBF, we

shall now investigate some of the applications that would
benefit from an implementation under the TBF framework.
There is a wide variety of trajectory shapes that can be used
in applications, but a broad classification of trajectories may
be into simple or composed. Simple trajectories describe a
single continuous curve, and, in the context of routing, are
used for unicast. Composed trajectories describe several,
spatially different curves. They may also be used for unicast
in an anchor based fashion, when a complicated trajectory is
described as a list of simpler trajectories. Composed trajec-
tories have a more obvious use in broadcast and multicast,
where a unique curve is less appropriate.

A sampling of TBF based applications is shown in fig-
ure 5. A naive broadcasting scheme based on trajectories

Figure 6: Discovery example
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uses a number of radial outgoing lines that are reasonably
close to each other to achieve a similar effect without all the
communication overhead involved by receiving duplicates
in classical flooding (figure 5a). More generally, a source
would indicate the directions and the lengths of the lines
that would achieve a satisfactory coverage (figure 5e). Cov-
erage relies on the typical broadcast property of the wireless
medium, in which several nodes overhear the packet being
forwarded. Recovery from failure often involves multipath
routing from a source to a destination. In a sensor network,
both disjoint (figure 5b) and braided (figure 5c) paths are
useful in providing resilience [23]. A simple five step dis-
covery scheme (figure 5d) based on linear trajectories may
be used to replace traditional broadcast based discovery. If
unicast communication is modeled by a simple curve, mul-
ticast is modeled by a tree in which each portion might be
a curve, or a simple line. Distribution trees are used for
either broadcasting (figure 5e), or multicast routing (figure
5f). A source knowing the area to be flooded can generate a
tree describing all the lines to be followed by packets in or-
der to achieve complete distribution with minimal broadcast
communication overlap. A multicast source knowing posi-
tions for all members of a group may generate a spanning
tree built of linear trajectories to be followed by packets.
There is an overhead to be paid in describing the tree in
each packet, but the solution saves in route maintenance.

4.1 Unicast routing
The prime application of forwarding is routing. The dif-

ference between the two is that in forwarding, a trajectory
need not have a particular destination. Routing involves not
only delivery to the destination, but the entire process that
supports the delivery. This includes forwarding, and also
building or updating routing tables. In order to route, the
position of a given destination node is needed, as provided
by a location service [20, 22], to enable node centric applica-
tions run on top of position centric routing. The other cen-
tral problem is how to determine the actual trajectory. So
far we experimented with simple trajectories, such as lines
and sine waves, but the more general question is how to de-
termine the trajectory when the position of the destination
is known. If the topology is uniform in terms of density and
capacity, it is likely that simple lines and parabolas for alter-
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Figure 7: Naive TBF based broadcasting
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nate paths would suffice. If the network exhibits more vari-
ation, in general shape of policy defined islands (of security,
or capabilities for example), determination of the trajectory
cannot be done with localized decisions. For these cases, we
intend to explore the creation of a service responsible for
trajectory mapping, that would take into consideration all
the aspects in the creation of routes.

4.2 Multipath routing
More advantages are brought by TBF for multipath rout-

ing, which may be employed by a source to increase band-
width or resilience of communication. The key feature here
is the cheap path diversity. Using TBF, the source may
generate either disjoint paths as disjoint curves, or braided
paths as two intersecting sine waves. In networks with low
duty cycles, such as sensor networks, longer alternate paths
might actually be more desirable in order to increase the
resilience of the transmitted messages (concept similar to
Fourier decomposition), or to distribute the load onto the
batteries. Since there is essentially no route maintenance,
each packet can take a different trajectory, depending on
its resilience requirements (similar to different FEC require-
ments). The multiple paths between a source and a desti-
nation can therefore be alternated to cheaply achieve load
balancing.

4.3 Mobility
Mobile networks are a case in which TBF provides a de-

sirable solution due to its decoupling of path name from
the path itself. In a mobile ad hoc network, route main-
tenance for trajectory based routing comes for free since all
that is needed is the position of the destination. This is es-
pecially true when only the intermediate nodes or the source
are moving, and the destination of the packet remains fixed.
When the destination is moving, a location service [20] may
be used, or the source may quantify its uncertainty about
the destination by using a localized flooding around the des-
tination (figure 5e).

4.4 Discovery
One of the areas in which TBF is particularly appropriate

is quick and dirty implementation of services with-
out the support of preset infrastructure. Such is the case
of discovery - of topology, or of some resource. Many al-
gorithms use initial discovery phases based on flooding [17,

5] in order to find a resource or a destination. Generaliz-
ing an idea presented in [27], a replacement scheme using
trajectories is as follows: possible destinations (servers S)
advertise their position along arbitrary lines and clients C
will replace their flooding phase with a query along another
arbitrary line which will eventually intersect the desired des-
tination’s line. The intersection node then notifies the client
about the angle correction needed to contact the server di-
rectly (figures 5d and 6). In order to guarantee that the
server and client lines intersect inside the circle with diam-
eter CS, it is in fact necessary for the nodes each to send in
four cardinal directions.

4.5 Broadcasting
Broadcasting is one of the most used primitives in any

network, used for tasks ranging from route discovery at the
network layer, to querying and resource discovery at the ap-
plication layer. Its most frequent implementation is under
the form of suppressed flooding, which entails each node of
the network broadcasting the message exactly once. It is a
stateful method, since it requires bits to mark the status
of a node - covered or uncovered. The problem with the
marking bits is that they have to be provisioned on a per
broadcast basis, if several broadcasts are to be supported
simultaneously. If only O(1) marking bits are used, some
global serialization is necessary. For example if one bit is
used, one broadcast is supported in the network, and after
the settling time (time at which last copy of a message is
broadcast), the bit has to be cleared to allow for another
broadcast. Suppressed flooding also incurs several other
problems: increased communication [28], increased settling,
time poor scalability and delivery ratio in congested net-
works [29]. Probabilistic flooding [30] addresses some of
these problems by flipping a coin each time a node has to
rebroadcast the message. This reduces the number of du-
plicates a node receives, but the method exhibits a bimodal
behavior, meaning that either the broadcast is successful in
covering most of the network, or it dies very early, covering
only a small portion around the source. While broadcasting
is not the main application of TBF, we can provide solutions
that address most shortcoming of traditional flooding and of
probabilistic flooding. The broadcast achieved by TBF also
has an approximate nature, just like probabilistic flooding,
meaning that there may be nodes which do not receive the
message even under ideal collision free conditions.
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Figure 8: TBF based broadcasting
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(c) Performance

We discuss here two classes of broadcast approximation:
stateless and stateful. Stateful broadcasting 8(b) is sim-
ilar in nature to classical flooding in that it requires per
source marking bits in order to suppress duplicates. State-
less broadcasting (figures 7a and 8a) has the property that
no memory is used at nodes in order to mark the visited/non
visited status. The broadcasting scheme is designed to not
overlap itself indefinitely, although it may intersect itself.
Settling time is therefore less of a factor, since different
broadcasts need not choose between serial execution and the
use of marking bits. They can overlap without interference
problems at the algorithmic level. As an example of naive
stateless broadcasting, in figure 7(a), the node in the up-
per left corner initiates radial spokes that cover directly the
nodes involved in forwarding, and indirectly nodes which are
at most one hop away from the trajectory. The performance
curves in figure 7(b) are for an initiator node in the middle
of the network. As the number of spokes used increases, the
coverage increases, but also does the communication spent.
When seen as a fraction of communication spent by classical
suppressed flooding, the naive method performs remarkably
well achieving 95% coverage with less than half the commu-
nication. However, for larger networks, spokes will diverge,
leaving large areas uncovered.

In figure 8 we investigate alternative broadcasting schemes.
The parallel structure of the spokes proves to be quite eco-
nomical in terms of overhead because spokes spaced at about
twice the communication range tend to reduce the number
of duplicate packets, while providing high coverage. Both
stateless schemes - the radial and the parallel spokes - have
a lower predictability since large portions of the network
may remain uncovered due to a break in the trajectory.

For stateful schemes, we experimented with three plane
filling patterns - triangles, squares and hexagons (figure 8(b),
the honeycomb structure is also explored in [31], under the
name of “optimal flooding”). These scheme resemble clas-
sical suppressed flooding with respect to coverage and pre-
dictability, but still have the property of limiting the amount
of duplicates specific to all TBF based methods. They pre-
sented similar performance under ideal conditions, although
a square shape seems to be a little better, however not

as good as the parallel spoke stateless scheme. In figure
8(c), we compare the number of packets handled per node
among three routing schemes: classic, probabilistic, and
TBF based with the square pattern (honeycomb and trian-
gular are slightly higher, while stateless parallel is slightly
lower in communication). As we increase the number of
nodes in a fixed area, classical flooding’s communication in-
creases linearly (with the average number of neighbors), but
also does the probabilistic flavor after a certain density. The
problem is that for each density, a different probability is ap-
propriate, and by choosing it manually it is actually possible
to obtain constant communication cost per node - indicated
by the curve labeled “p=best” in the figure. Aside from
the actual performance, it is worth noting that probabilis-
tic broadcasting has a bimodal nature, visible in the high
variance for low densities, and better documented elsewhere
[30].

The results show that broadcasting along predefined plane
filling lines performs very well with increasing density in a
fixed area, because the number of transmissions only de-
pends on the fixed area to be covered, and not on the actual
number of nodes receiving the packet. The main advan-
tage stems from the fact that a node receives a packet only
about three or four times, instead of receiving it from all of
its neighbors, as in classical suppressed flooding.

It is worth noting that plane filling patterns also have ap-
plications in topology discovery: if a node wants a low reso-
lution image of the network, without the burden of querying
for the entire detailed topology, it may employ a pattern like
the honeycomb, but with a larger size. This will have the
flowing property of flooding to wrap around obstacles and
go through bottlenecks in the topology, but will touch only
a fraction of the nodes. It is true that obstacles and bot-
tlenecks have to be larger than the pattern size in order to
achieve full coverage, but the result is a finely tunable trade-
off between communication spent and resolution obtained.

4.6 Multicast
Another example of quick and dirty implementation of a

network service is multicast. Traditional multicast imple-
mentation is overkill in many sensor or ad hoc networks
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Figure 9: Loop method
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applications, because of group setup and tree maintenance.
There are situations when only one shot multicast is nec-
essary, to send a query or a notification, and a tree setup
would be unjustified. Even when the membership has a
longer duration, mobility could render the connecting tree
useless. For such cases, the source node, assuming it has the
positions of all the receivers, can determine an approximate
Euclidean Steiner tree to be used as a distribution tree, with-
out using other communication except position notification
from the receivers.

5. ADVERSE CONDITIONS
The question we address in this section is “how does TBF

perform when the initially stated conditions are not met?”.
We investigate here the aspects of reduced density and re-
duced or inexistent positioning support infrastructure. A
sparse network can be seen either as containing obstacles
that may block trajectories, or more generally as policy is-
lands that determine routing decisions. A trajectory that
intersects such an obstacle has the option of simply drop-
ping the packet, or routing around the obstacle.

Positioning hardware may not be desirable on each node
due to energy, cost, form factor, or service availability rea-
sons. If some fraction of the nodes have self positioning
capability, approximate positioning in a global coordinate
system may be established [8, 9]. If no self positioning ca-
pability is available, TBF can be supported by a localized
scheme that positions only nodes along the trajectory [11].

5.1 Sparse networks
Dealing with the sparseness of the network addresses in

fact a larger class of problems: obstacles, low connectivity
areas, dead or sleeping nodes, policy defined islands that
are to be avoided – islands of low energy or vulnerability. In
TBF, a trajectory is most of the time advanced by greedy
decisions (section 3.1) taken during forwarding. To find a
path around the obstacle for cartesian forwarding [6], lo-
calized methods explored in the literature include flooding
and depth first search. These however require maintenance
of per destination states in the forwarding nodes, and ex-

Figure 10: Obstacle area distribution
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tra communication, posing scalability problems. The most
relevant work related to avoiding obstacles in routing is the
FACE algorithm [14](see also [15]), which is stateless and
localized. It operates on planar graphs only, so the first
step involves localized elimination of the edges that are not
part of a known planar graph, such as relative neighborhood
graph, Gabriel graph, or Delaunay graph. Routing is then
done in one of the two modes: greedy, choosing the node
closest to the destination (MFR[26]), or FACE mode. The
latter uses the “right hand rule”, which involves following
one side of the polygon, until finding a edge that intersects
the source destination line, at which point greedy forwarding
mode is resumed. While the online nature of this algorithm
is desirable, as it allows for localized decisions, the algo-
rithm cannot be trivially adapted to work with the general
trajectories. An intuitive argument is that inside the ob-
stacle the curve may oscillate back and forth, regardless of
the advance made by FACE packet on the border, making
it harder to detect the exit point. Detecting the exit point
for a straight line trajectory involves just the intersection of
a line and a segment, whereas for arbitrary trajectories it
requires equation solving using numerical methods.

A simple solution would be to premap all the polygons
determined by the planarization, and store each polygon
in all the border nodes it is made of. When a trajectory
arrives at a node where greedy TBF is not possible, the
node would have all its adjacent polygons stored locally,
thus being able to plot a path around the offending polygon,
using the FACE strategy. This preprocessing method would
only be appropriate for static networks and when polygon
sizes are small. For example, nodes on the outer face would
have to store the entire perimeter of the network, which may
be prohibitive in scale.

What we propose eliminates the need of preprocessing,
but may incur either extra computation or extra commu-
nication. It requires the sender of the trajectory to have
a rough estimate of the size of the obstacles, and of the
possible behavior of the curve inside such sized obstacles.
Associated with the trajectory, the sender attaches ∆ – an
estimated diameter of the obstacles in terms of t. In figure
9, the dashed arrow shows the desired trajectory, while the
continuous one shows the trajectory achieved by the obstacle
avoidance method. When greedy mode is no longer possible
at t0 on the curve, the responsible node switches to FACE
mode and continues forwarding along the border using the
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Figure 11: Warped network graph
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“right hand rule”, shown in the picture with a continuous
arrow. The problem is that each side of the polygon must be
tested for a possible exit point of the curve. Each node for-
warding in FACE mode evaluates the curve from the point
t0 to the point t1 = t0 + ∆, and switches back to greedy
mode if it is the case. If ∆ is underestimated, as in figure 9,
FACE mode will loop around the obstacle reaching point t0
without finding an exit point. In a second tour of the poly-
gon, all nodes evaluate the curve between t1 = t0 + ∆ and
t2 = t0+2∆, with a node being successful in finding the exit
point. A large underestimation of ∆ leads to wasted com-
munication, as in the example here. Overestimation leads
to high computational strain on the border nodes, as they
have to compute a large portion of the curve that is outside
the obstacle they are a part of. A way to limit the amount
of curve evaluations is to send along with the FACE packet
a circle enclosing the evaluated [t0 + i∆, t0 + (i + 1)∆] por-
tion of the curve. This circle is computed by the node at t0
and enlarged slightly to ensure that segments on the obsta-
cle perimeter having both ends outside the circle need not
evaluate the ∆ portion of the curve.

The method is a good engineering compromise for obsta-
cle avoidance if the approximate diameter of the obstacle is
known statistically. Its advantages are that it requires no
state in the border nodes, and no preprocessing, thus be-
ing appropriate for mobile scenarios. In networks with a
uniform distribution of nodes, it turns out that when there
is enough density to guarantee connectivity, the uncovered
areas (obstacles) are fairly small and with predictable max-
imum size. In figure 10, unit graph networks of three dif-
ferent densities are planarized by retaining only the edges
in Gabriel graph, and the subdivisions resulted are sorted
by area. For low densities, there are two noticeable aspects:
the cumulative of all subdivisions barely covers half of the
network, and there is a large number of large area regions.
Higher densities show a distribution of obstacle size that is
more friendly to TBF: most of the total area is covered by
small regions, and there may be little need for using FACE

mode. This means that in uniform density networks, we can
have a reasonable estimate for ∆, that would avoid excessive
looping or excessive curve evaluations.

5.2 Imprecise locations
An implicit assumption we have made so far, and one that

is made by most position centric schemes is that if node po-
sitions are available, they are perfect. This assumption is
not always valid, and not only due to positioning device ac-
curacy. In the event that GPS is not available throughout
the network, it is possible to either agree on some relative
coordinate system [32], or have a small fraction of GPS en-
abled nodes disseminate location to the rest of the network
[8, 9, 10]. Most of these schemes employ ranging methods
based on signal strength, ultrasound, angle of arrival, or just
plain hop distance. All these provide estimates with some
amount of error, which is finally translated in positioning
error. In this section we explore the behavior of TBF un-
der the assumption that node positions are approximative,
as they are provided by a positioning algorithm. For this
purpose we used DV-hop [8], a method that only uses hop
distances to estimate positions. Its basic idea is that when
a node knows shortest distances in hops to three different
known landmarks, it can infer its position. This is done
by approximating euclidean distance using hop distances,
and assuming that the exact positions of the landmarks are
known. DV-hop does not require additional capabilities,
such as ranging, or AoA, but only produces acceptable po-
sitions in isotropic1 networks.

As we will show, when using approximate (warped) po-
sitions, TBF incurs only a small penalty in efficiency, thus
being usable even when not all nodes are GPS equipped.
The networks that we consider for this experiment are all
isotropic, with uniform distribution of nodes, and with in-
creasing densities obtained by increasing the number of nodes
in a fixed area, with a fixed communication radius. The po-

1isotropic = having the same physical properties in all di-
rections (connectivity, density, node degree)
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Figure 12: TBF on DV-hop
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sition error, or distance from the true location, is on aver-
age one half the communication range, but may be larger for
fringe nodes, due to the well known edge effects. The central
aspect of this setup is that although positions are affected by
errors, the resulted image of the network is coherent. In fig-
ure 11, a network with 200 nodes 10 of which are landmarks,
is shown with true locations on the left, and with warped
locations obtained by DV-hop, on the right. The warped
graph, although not a unit disk graph, like the original, has
the same set of nodes and edges like the original. It can also
also be planarized, for the purposes of guaranteed delivery
[14]. The problem is that in the warped space two nodes
can be very close and not have a link between them, or be
far apart and have the link. This prevents the use of local-
ized planarization procedures available for planar subgraphs
such as Gabriel graph or relative neighborhood graph. How-
ever, for the rest of this section, we assume that the graph
is planarized properly, in order to use the obstacle avoiding
strategies outlined in section 5.1. Given that the trajectory
is expressed in the warped coordinate system, on which all
nodes implicitly agree, forwarding can then be performed
just like in any planar subdivision.

While the actual forwarding path will always deviate from
the ideal trajectory (when density is finite), even with per-
fect positions, we want to see how this deviation is affected
by the warped positions provided by DV-hop. In order to
quantify this drift, in networks with 1300-3000 nodes, we
randomly chose 200 pairs of nodes and forwarded along lin-
ear trajectories in the two spaces. The paths had on average
15-25 hops, depending on the density. For TBF forwarding,
two policies were considered - MFR and “minimum devia-
tion”, explained in section 3.1. The main parameter of these
simulations was density, as we wanted to capture the behav-
ior in both avoiding obstacles (low densities), and greedy
forwarding (higher densities).

In figure 12a, average deviation from the ideal parametric
trajectory for both the real and the warped networks is un-
der one communication radius for all but the lowest density.
The deviation is computed as the length of the perpendic-
ular from the actual node used in forwarding to the ideal

trajectory in the true space, whether in greedy or in FACE
mode. As we expect, deviation decreases with density, and
“minimum deviation” sticks closer to the trajectory than
MFR. The unexpected result is the small difference in devi-
ation between routing with true positions and with warped
positions. In figure 12b, we examine the difference in the
length of the path in hops between the warped network and
the real network. As the inset histogram shows, this differ-
ence is not always positive, that is, the path in the warped
network is not always longer. In fact, the distribution of
this difference has a zero median, and a small positive mean
with a large standard deviation. Because obstacle avoid-
ance decisions are localized, certain decisions in forwarding
might incur or avoid large detours. The intuition behind
this behavior is that certain obstacles may be avoided in the
warped network, and not in the real one, or vice-versa.

Overall, the performance in terms of deviation and path
length is only slightly deteriorated by the use of imprecise
positions, which shows that TBF is robust in the face of
realistic corruptions in node positioning. Investigation of
alternative positioning schemes and efficient planarization
of the warped graph remain interesting open issues.

5.3 Alternatives to positioning
Trajectory based forwarding is simpler when all node po-

sitions are known relative to a reference coordinate system
by use of a global capability such as GPS, or running a self
positioning algorithm such as [8, 9, 33, 34]. In many cases
however, running a network wide positioning algorithm is
expensive and unnecessary. In this section, we shortly re-
view LPS [11], a method that enables TBF even when such
a global or ad hoc capability is not available due to place of
deployment (e.g. indoors), high communication costs, or ad-
ditional infrastructure requirements [24, 35, 33]. With this
method, nodes use some other capabilities (ranging, AOA,
compasses) to establish local coordinate systems in which all
immediate neighbors are placed. It is then possible to regis-
ter all these coordinate systems with the coordinate system
of the source of the packet. Local Positioning System (LPS)
is a method to achieve positioning only for the nodes
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Figure 13: Local coordinate systems
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along the trajectory, with no increase in communication
cost, as if all node positions were known. Each node touched
by the trajectory will spend some computation to position
itself in the coordinate system of the source of the packet,
trading off some accuracy of the trajectory.

In figure 13, each node, using some local capabilities sets
up a local coordinate system. Registration between two local
coordinate systems is the process that computes a transfor-
mation which will translate any point from one coordinate
system to the other. The input to this process are points for
which the coordinates are known in both coordinate systems
with some accuracy.

The aim for LPS is to make forwarding along the trajec-
tory similar to the procedure followed in a network where
node positions are available. The key idea is that the only
nodes that are positioned are the ones involved in forward-
ing along the trajectory. Positioning is done in a hop by
hop fashion, in the coordinate system chosen by the initiat-
ing node - the source of the packet.

The forwarding procedure works with a node selecting the
next hop based on the proximity to the desired trajectory,
or any of the other possible policies. In figure 13, the ideal
trajectory is shown as a thick dashed arrow. Assume that A
knows the equation of the trajectory in its own coordinate
system, which has been already registered to the coordinate
system of the packet. If the next node to be selected along
the trajectory is B, it will receive from A all the necessary
data to register its own coordinate system to A’s by solving
a localized optimization problem. Node B is then able to
select one of its own neighbors that is closer to the trajectory,
in order to continue the process.

What is in fact achieved by LPS is the registration of all
coordinate systems of visited nodes to the coordinate system
of the initiating node, which achieves positioning of all these
nodes in the coordinate system of the source. The method
is localized to the nodes actually touched by the trajectory.
Unlike a network wide positioning algorithm, such as [8,
9], which involves collaboration and coordination of a large
number of nodes, LPS involves only the nodes “touched” by
the desired trajectory.

According with the results presented in [11], LPS based
forwarding maintains a low deviation, making it usable for
discovery purposes, and reaches the destination with high
probability, making it usable for routing. Although error
compounds with distance, it can be countered efficiently by
using additional hardware available in small form factors.
An accelerometer present in each node detects node flip-

ping, eliminating false mirroring, while a digital compass
eliminates rotations from registrations process, when angu-
lar measurements are used.

6. RESEARCH ISSUES
Currently, TBF has been extensively simulated to verify

most of the hypotheses presented here, like its use for rout-
ing, discovery and broadcasting, as well as adaptation under
adverse conditions, like the lack of GPS, and forwarding in
sparse networks. In addition, TBF has also been imple-
mented on a Mica mote sensor testbed, and preliminary
experiments with basic trajectories are under way. Sev-
eral issues related to determining, specifying and modify-
ing the trajectory are still under consideration. While any
trajectory in the plane can theoretically be expressed as a
parametric curve, many applications may require descrip-
tion of large trees, or of large parametric expressions. Here
we intend to explore efficient representation methods based
on lossy compression methods such as Fourier, or wavelets.
Concepts from active networking might also be viable in
sending a function in a compact compiled form, especially
for the recursive plane filling patterns. Another issue is
patching and modification of the trajectory. Modification
can be decided by intermediate nodes in order to impose
local detours, without involving all the upstream or down-
stream nodes. Trajectory can also be modified globally if
better information about the destination becomes available.

In many cases, the trajectory is not available in parametric
form at the source, but as a list of points. Depending on the
requirements of the application and the pattern described
by the curve, the possibilities for curve encoding range from
an anchor list of all points (which is yet another form of
source based routing, with cartesian forwarding between in-
termediate points), to a curve fitting using a function base
(Fourier or polynomial). Curve fitting is attractive in cases
where the number of anchors is large and the requirement
of touching all anchors is not strict.

Although TBF is characterized as a generalization of source
based routing, it is not clear who should specify the actual
trajectory. For example, if a sink is collecting data from sev-
eral sources, it can specify trajectories that would achieve
optimal aggregation and minimum overall communication,
based on information which is not available at each individ-
ual source. Also, when a destination has more information
about the network, it might provide better routing around
obstacles, or a single route that would serve multiple close
destinations.

TBF can be used as a low level primitive in implement-
ing many network protocols in ad hoc networks. In static
networks it can be used for end to end routing, either cou-
pled with a discovery phase, or with a location service. In
mobile networks, TBF is immune to source mobility and
intermediate node mobility, since the trajectory does not
explicitly encode intermediate members of the path. The
research issue remains the mobility of the destination, and
a possible solution could involve a strategy based on TBF
and DREAM [21].
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7. CONCLUSIONS
We presented Trajectory Based Forwarding (TBF), a novel

paradigm that makes the transition from a discrete view of
the paths to a continuous view of the paths in future dense
networks. The method is a hybrid between source based
routing and cartesian forwarding in that the trajectory is
set by the source, but the forwarding decision is local and
greedy. Its main advantages are that it provides cheap path
diversity, decouples path naming from the path itself, and
trades off communication for computation. When GPS is
not available, TBF may make use of alternate techniques,
such as global and local positioning algorithms. It is robust
in front of adverse conditions, such as sparse networks, and
imprecise positioning. We believe that TBF should be used
as an essential layer in position centric ad hoc networks, as a
support for basic services: routing (unicast, multicast, mul-
tipath), broadcasting and discovery.
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[8] Dragoş Niculescu and Badri Nath. Ad hoc positioning
system (APS). In GLOBECOM, San Antonio,
November 2001.

[9] A. Savvides, C.-C. Han, and M. Srivastava. Dynamic
fine-grained localization in ad-hoc networks of sensors.
In ACM MOBICOM, Rome, Italy, 2001.
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