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Abstract

The transcription cycle can be roughly divided into three stages: initiation, elongation, and 

termination. Understanding the molecular events that regulate all these stages requires a dynamic 

view of the underlying processes. The development of techniques to visualize and quantify 

transcription in single living cells has been essential in revealing the transcription kinetics. They 

have revealed that (a) transcription is heterogeneous between cells and (b) transcription can be 

discontinuous within a cell. In this review, we discuss the progress in our quantitative 

understanding of transcription dynamics in living cells, focusing on all parts of the transcription 

cycle. We present the techniques allowing for single-cell transcription measurements, review 

evidence from different organisms, and discuss how these experiments have broadened our 

mechanistic understanding of transcription regulation.
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INTRODUCTION

A quantitative understanding of gene regulation has been a biophysical pursuit since the 

original elucidation of the lac operon in Escherichia coli (59). Dynamics have always been at 

the heart of this pursuit. Looking back on Jacob and Monod’s description of the operon, one 

is reminded of how time-resolved measurements of gene expression and enzymatic activity 

played an essential role in formulating a mechanistic description of the metabolic shift to 

lactose metabolism. The same principle still holds: To understand mechanism is to 

understand kinetics. Our understanding of gene regulation has advanced tremendously in the 

last 50+ years, culminating in the genomic era and comprehensive measurement of virtually 

every aspect of gene regulation, from cis-acting regulatory sequences in DNA to trans-acting 

binding of transcription factors to the positions and posttranslational modifications of 

histones to the abundance of RNA. Yet time-resolved measurements—whether carried out in 

a test tube, in single cells, or on a genomic scale—are still the backbone of our 

understanding of gene regulation. In particular, observing the timescale of gene expression 
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changes that occur on the order of milliseconds to seconds to hours to days allows one to 

elucidate the molecular machinery involved in RNA synthesis and processing. In this review, 

we focus on the molecular events responsible for generating mRNA. Broadly speaking, these 

molecular events are transcription initiation, elongation, termination, and 3′-end formation. 

Specifically, we aim to summarize the progress that has occurred in recent years in painting 

a kinetic picture of these processes in living cells.

Although kinetic measurements can be done in almost any context, we focus here on 

dynamic measurement in single cells for several reasons. First, there is a generic argument to 

be made for live-cell studies: The cell is the smallest unit of life and therefore the most 

amenable to reductionist approaches that still capture biological processes. Second, the 

molecular events involved in mRNA generation often occur at the same time and place in the 

nucleus, which is the active gene. There is consequently immense utility in the ability to 

visualize multiple processes at the same locus in the same cell. Third, the ability to follow 

cells over time provides a unique opportunity to connect the history of expression behavior 

to observed phenotypes. Finally, the time resolution of single-cell studies—ranging from 

milliseconds to days or longer—far surpasses that which is currently available in population 

measurements.

THE SHAPE OF DYNAMICS

The kinetics of gene expression can be broadly understood through the birth and death of 

mRNA. A simple view of this process, which can be considered the starting point for 

quantitative models of expression, is the following:

dN(t)

dt
= c − kN(t),

where N(t) is the number of RNA as a function of time t; c is a zeroth-order production rate 

of RNA, which is treated as constant and thus ignores the upstream regulatory processes; 

and k is the first-order degradation constant of the RNA. At steady state, the number of 

mRNAs in the cell is simply the ratio of synthesis and decay, c/k. This equation is the 

familiar ordinary differential equation description, which is based on deterministic behavior 

of a large population of molecules. However, as shown below, the number of mRNAs per 

cell is often quite low. For example, 80% of yeast mRNAs are present at six copies or fewer 

(56, 137). In this regime, the behavior of the system requires a mathematical description that 

is probabilistic and discrete. Therefore, instead of a single number of mRNAs per cell, there 

is a distribution.

Perhaps the most straightforward expectation is that transcripts follow a Poisson distribution, 

which requires that both synthesis and decay are determined by single rate-limiting steps. 

Indeed, this behavior is observed for some genes in yeast (137). When a kinetic process is 

determined by a single rate-limiting step, the waiting time between so-called events (i.e., the 

interval at which RNA transcription is initiated from the gene, 1/c) follows an exponential 

distribution (125) (Figure 1a). In such cases, the most likely interval between events is 0, and 

there is a tail of longer waiting times. In the case in which many sequential kinetic steps are 
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necessary and all have similar rates and therefore similar exponentially distributed waiting 

times, there is of course no particular rate-limiting step to reach the final product of the 

reaction. The aggregate rate for such a sequential process may be the same as the single-step 

case (i.e., c), but the waiting time between events is Gaussian distributed, which is a direct 

consequence of the central limit theorem. The classic case of this latter process is the time 

required during transcription elongation to synthesize a nascent RNA, which may be 

thousands of bases long (14). The important concept is the following: The average rate of a 

single-step process and multistep process might be identical, but the distribution of waiting 

times is exponential in the former and nonexponential in the latter (Figure 1a). For 

transcription, these different kinetic schemes can result in very different polymerase 

occupancy on the gene (Figure 1b). Such behavior can be best observed at the single-cell or 

single-molecule level and carries implications for the underlying mechanism and also the 

competition between processes.

DYNAMICS OF RNA SYNTHESIS

The transcription of pre-mRNA from the DNA template by RNA polymerase II (Pol II) can 

be broken down into multiple steps, each of which carries the potential for regulation (112). 

Initiation is the process whereby Pol II binds to the DNA, melts the DNA duplex to form 

single-stranded DNA, and begins to add nucleoside triphosphates to the nascent RNA strand. 

After initiation, Pol II breaks the contacts with the general transcription factors bound to the 

promoter and enters elongation. For many metazoan genes, there is an additional promoter-

proximal pause within the first 50–100 nucleotides (nt) before Pol II begins productive 

elongation in the body of the gene. Finally, when Pol II encounters signals at the end of the 

gene, the nascent RNA is released, Pol II dissociates from the template, and the duplex 

reanneals.

The fundamental steps were mostly elucidated by population measurements. However, the 

average behavior measured in millions of cells often does not reflect the behavior in 

individual cells. Transcription in single cells is a stochastic process that arises from the 

random collision of molecules. Transcription factors diffuse through the nucleus with 

Brownian motion and associate nonspecifically with the DNA many times in search for 

specific binding sites (92). Even binding at the target motif represents short-lived dynamic 

interactions with the DNA (85). Often, many biochemical reactions have to take place before 

RNA polymerase can initiate transcription, such as recruitment of chromatin factors to 

remove or slide nucleosomes (1, 33). These random events can average out if molecule 

counts are high, but each gene is present in one or two copies per cell, making gene 

expression inherently stochastic.

Inferring Dynamics from Distributions

In the early 2000s, researchers realized that heterogeneity between genetically identical cells 

can be used to understand transcription dynamics (5, 13, 97, 124). Heterogeneity in gene 

expression had been recognized much earlier, but whether this heterogeneity was static or 

dynamic was unclear (70, 128). Even though initial measurements often did not have a time 

component, the steady-state distribution of protein expression in single cells yielded 
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information on the relationship between the protein mean and its variance, from which 

different models of gene expression could be inferred through the comparison of the 

observed distribution to mathematical models. Thus, the models used to explain the data are 

intrinsically dynamic (5, 97, 124). These studies revealed that the variation in yeast for most 

proteins could be explained by random RNA synthesis and decay, consistent with single 

rate-limiting steps and exponentially distributed waiting times. Interestingly, some genes, 

such as stress genes or inducible genes, contained increased noise that could not simply be 

explained by a Poisson distribution. This noise was affected by mutations in TATA boxes, 

nucleosome-free regions, genome position, and transcription-factor concentration, 

supposedly through the regulation of the underlying transcription kinetics (7, 12, 25, 57).

In bacteria, a similar approach showed that almost all protein distributions follow a gamma 

distribution (124). In this study, the variation was explained not by stochasticity in mRNA 

synthesis, but mostly by discontinuous protein production and global differences between 

cells (extrinsic noise). The authors also showed that mRNA and protein levels are not 

correlated in individual cells. These results exemplify the danger of inferring transcription 

dynamics from steady-state protein levels. Protein distributions are affected by much more 

than transcription dynamics. For example, in both bacteria and human cells, mRNA has been 

shown to be transcribed more than once (21, 131, 134). The eventual protein distribution is a 

mix of the kinetics in transcription and translation synthesis, the dynamics of mRNA and 

protein decay, and cell-cycle or cell-division effects (58, 140). Distinguishing the relative 

contributions to heterogeneity of transcriptional versus posttranscription processes has 

proven to be a challenging task (36).

Instead of inferring RNA synthesis from protein distribution, several studies started 

measuring mRNA directly in single cells. Pioneered by the Singer lab (44), single-molecule 

fluorescence in situ hybridization (smFISH) emerged as a powerful technique to visualize 

single RNAs in fixed cells. Hybridization of several fluorescent probes along a gene gave 

single-molecule sensitivity, allowing for exact quantification of the number of a particular 

RNA in a cell (Figure 2a). Raj and coworkers (108) extended this approach to precisely 

quantify transcription in mammalian cells (Figure 2b). Using a reporter gene and an 

endogenous gene, the authors demonstrated that the variability in RNA copy number 

between cells is much higher than the variability of a Poisson distribution (Figure 2c). This 

variability could be explained through the assumption that transcription occurs in bursts, 

with periods of high activity followed by periods of inactivity. This mode of transcription 

had been theoretically predicted (69, 105) and is sometimes referred to as the random 

telegraph model. In this model, a promoter switches between two states, on and off, and 

transcription can take place only in the on state. The number of RNA produced in the on 

state is called the burst size, and the rate of switching to the on state is called burst 

frequency. In this two-state model, the on and off times are assumed to be regulated by 

single rate-limiting steps, with exponentially distributed time between bursts and 

geometrically distributed burst sizes. The resulting distribution of mRNAs per cell follows a 

negative binomial, which is a much wider distribution than a Poisson distribution (Figure 

1b). Compared with constitutive transcription initiation, in which the probability of initiation 

is constant over time, bursting transcription thus results in more variability between cells. 

The distributions of mRNAs per cell from Raj et al. (108) suggested that mammalian genes 
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are dominated by bursting transcription. Recent studies in embryonic stem cells and tissue 

still use wide RNA distributions as evidence for transcriptional bursting (3, 114).

This burst-like transcription agrees with studies from the late 1970s. Nuclear spreads of 

chromatin from Drosophila melanogaster embryos and amphibian oocytes were visualized 

by electron microscopy (also called Miller spreads) (84, 87). Although the familiar so-called 

Christmas tree images of transcribing genes in the nucleolus suggest that synthesis of rRNA 

by RNA polymerase I is continuous and nearly saturated, the same approach was also 

employed to look at synthesis of mRNA by Pol II. There, active transcription units showed 

internal fiber-free gaps in transcription, ranging from 1 to 5 kb in length. Around the fiber-

free gaps, transcription initiation appeared uniform, leading the authors to conclude that 

polymerase-loading switches from high constant initiation frequency to negligibly low 

frequency (88), which is now referred to as bursting.

Direct Observations of Transcription in Living Cells

Measuring proteins and RNA distributions reveals the heterogeneity between cells but may 

be influenced by other factors such as cell size (100). Without a time component, static 

measurements are limited in revealing the kinetics of transcription itself, necessitating the 

development of dynamic approaches to measure transcription kinetics. In a landmark paper, 

Janicki et al. (60) visualized chromatin structure, RNA, and protein at the same locus to 

understand the kinetics of gene expression. To visualize transcription, the authors used the 

MS2 system, which was previously developed to follow the localization of single mRNAs 

(10). The MS2 system relies on the labeling of RNA by addition of multiple stem loops, 

each of which binds a dimer of the MS2 coat protein fused to a fluorescent protein 

instantaneously (Figure 2d-f). This technique was subsequently applied in many organisms 

to follow transcription in living cells (24, 29, 47, 48, 64, 72) and has even been used to label 

RNA of β-actin in a live mouse (77, 104) (Figure 3). Instead of inferring transcription 

kinetics from protein or RNA distributions, live-cell imaging of transcription now allowed 

for direct visualization of the fluctuations at the transcription site (Figure 2e,f). This method 

resulted in the first demonstration of bursting in bacteria in 2005 (Figure 3a), followed a 

year later by the eukaryote Dictyostelium discoideum (29, 48) (Figure 3b). Since these early 

studies, the regulation and properties of bursting transcription have been an intense area of 

study.

Similar to the MS2 system, the PP7 bacteriophage can also be used for RNA labeling (26, 

73). The MS2 and PP7 stem-loop sequences are orthogonal, allowing for visualization of 

two different RNAs or two parts of the same RNA in a single cell (35, 55, 74). Other 

techniques exist for visualizing RNA (17, 96, 101), but these have not yet been applied to 

measure the kinetics of transcription. Although the MS2 and PP7 systems so far yield the 

highest sensitivity and time resolution to follow transcription dynamics, the measurements 

are time consuming and not easily scalable to many genes. In addition, visualizing the RNA 

using the MS2 and PP7 system requires that repeat sequences be inserted into the gene of 

interest. Because precise genome editing has been difficult in mammalian cells, many 

investigators have used unstable RNA and short-lived luciferase or fluorescent protein 

reporter genes to follow gene expression changes at many different genes (38, 123).
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Using RNA visualization or protein reporters, quantification of bursting parameters such as 

burst size and frequency was coupled with modulating input signals or regulatory factors in 

order to understand regulation of transcription dynamics. From these studies, we have 

learned that (a) transcriptional bursting is a conserved property of transcription, observed 

from bacteria to human, (b) the properties of transcriptional bursting appear to be organism 

dependent, and (c) not all genes show bursting. These observations suggest that bursting 

may have various origins and regulators, which may also differ per organism or per gene. 

Although the first observation of transcriptional bursting occurred almost 40 years ago (84), 

a mechanistic understanding of the biological steps that cause bursting is still lacking. 

However, the concept is pedagogically useful because it offers a more fine-grained view of 

transcription: Instead of saying transcription of a gene is upregulated, one can say that the 

firing is more frequent or the duration of the active state is longer, which potentially offers 

more mechanistic insight. In the following section, we review the current knowledge of 

transcription bursting dynamics in different organisms and discuss potential regulatory 

mechanisms underlying polymerase initiation in single cells.

Gene-Independent Bursting in Bacteria

In bacteria, bursting was first quantified at a reporter gene driven by P-lac/ara promoter (48) 

(Figure 3a). The average burst duration at this gene is 6 min, interspersed by average off 

periods of 37 min. Consistent with the two-state random telegraph model, burst size was 

found to be geometrically distributed, and the time between bursts followed an exponential 

distribution (48). At increasing expression levels, the burst duration becomes longer, but the 

burst frequency and initiation rate stay constant (48, 119). Interestingly, these properties are 

similar across 20 different promoters, indicating there may be a gene-independent 

mechanism to regulate bursting in bacteria.

One explanation for this gene-independent bursting was recently suggested by Chong et al. 

(28). Using an in vitro single-molecule transcription assay as well as in vivo assays, the 

authors showed that positive and negative supercoiling in front of and behind the active 

polymerase inhibits transcription elongation and initiation (Figure 4a). The torsional 

constraints have to be released by the enzymatic activity of gyrase in order for transcription 

to resume. The model implies that if gyrase concentrations in the cell are limiting, highly 

expressed genes will show bursting in a gene-independent manner, agreeing with previous 

experimental results (119). Whether this model is sufficient to fully explain bursting in 

bacteria is unclear. For example, there is evidence that bacteria can express the same gene 

with both small and large bursts, suggesting additional layers of regulation (27). In this case, 

the different burst sizes were interpreted to result from partial or full dissociation of a 

repressor from the operator.

Gene-Specific Dynamics in Eukaryotes

In eukaryotes, bursting displays more gene-specific behavior than in bacteria. Different 

genes exhibit different bursting characteristics that are modulated at the level of burst size, 

burst frequency, or burst duration (38, 117, 123). Bursting properties are influenced by 

promoter architecture, genomic position, and transcription factors as well as chromatin. This 

gene-specific control of bursting is inconsistent with the supercoiling model as the (only) 
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cause of bursting in eukaryotes and suggests the control via other mechanisms. Several 

models have been proposed (Figure 4), with varying degrees of support in different 

organisms, as is discussed below, but so far, the regulators of these bursts remain mysterious.

In yeast, transcription initiation dynamics appear to be divided into two classes, showing 

either random uncorrelated or bursting transcription initiation. As discussed above, for many 

yeast genes, the variability in protein abundance between cells is proportional to the mean, 

arising from stochastic transcription synthesis and decay (5, 97). Similarly, the cellular RNA 

distribution of three housekeeping genes follows a Poisson distribution, which is the 

expected distribution for constitutive uncorrelated transcription initiation (137).

Live-cell imaging confirmed that initiation from some promoters exhibits uncorrelated 

behavior (73). Random transcription initiation is likely the main mode of transcription for 

the majority of yeast genes and appears to be directly related to the promoter architecture 

(57). Low-noise genes generally show a nucleosome-free region upstream of the 

transcription start site, resulting from large poly(dA/dT) tracks that repel the formation of 

nucleosomes (22). Because nucleosomes do not have to be removed before activation, it 

seems plausible that transcription-factor binding can directly activate transcription for these 

genes. Accordingly, the measured initiation rate at the POL1 promoter correlates with the 

measured search time of the Mbp1 transcription factor, suggesting that the firing rate is 

determined by only one rate-limiting step of the transcription factor trying to find the gene 

(73).

Approximately 10% of yeast genes show higher expression variation. These genes are often 

inducible, generally contain a TATA box in their promoters, and are regulated by the 

transcriptional regulator SAGA (22). Their promoters typically do not contain nucleosome-

free regions but instead display a more variable chromatin promoter architecture, making 

them more dependent on chromatin remodeling for their activation (22). Compared with 

housekeeping genes, smFISH of a SAGA-regulated gene showed a wider RNA distribution, 

which is more consistent with bursting than constitutive transcription (137). Yeast genes thus 

appear to be transcribed with multiple modes of transcription.

Direct observation of bursting in yeast was only recently shown (74). By direct imaging of 

GAL10 transcription, the measured burst size was small, with approximately two 

polymerases per burst, but bursts were very frequent, resulting in approximately eight 

polymerases at the gene at the same time. The promoter architecture of induced genes may 

be important for producing bursting transcription, because mutations in the TATA box were 

inferred to affect burst size, and mutations in different chromatin factors were inferred to 

change both burst size and frequency (13, 57, 109, 129). Although these latter measurements 

are based on protein distributions and may not reflect polymerase dynamics, they are 

suggestive of a model in which bursting may be regulated by chromatin (Figure 4b). The 

promoter on and off states may reflect different chromatin conformations, of which only 

some are permissive for transcription. Nucleosome binding might, for example, preclude the 

binding of transcription factors to the DNA, resulting in the off state. When nucleosomes are 

lost, the promoter is switched on, allowing the transcriptional machinery to assemble for 

multiple rounds of transcription.
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In support of this model, mapping of the nucleosome conformations in single cells by 

electron microscopy or by methylation protection revealed eight different PHO5 promoter 

conformations (19, 118). The frequencies of the different conformations suggested 

stochastic transitions between conformations with assembly, disassembly, and position-

specific sliding of nucleosomes (18, 19). Although nucleosome binding negatively correlated 

with gene expression levels (118), the nu- cleosome conformations that are permissive for 

transcription are unclear. smFISH distribution implied a promoter on frequency that was 

consistent with transcription activation when the middle of the three promoter nucleosomes 

was lost (19), but directly coupling nucleosome conformations with RNA production in the 

same cell to test this model further will be interesting.

Another model suggests that bursting is the direct result of the kinetics of transcription-

factor binding (Figure 4c). In this model, transcription can take place as long as the 

transcription factor is bound to DNA. The inducible CUP1 array showed different cycles of 

transcription-factor binding upon induction, with a slow cycle correlating with transcription 

(64). Although bursting was not shown directly at the CUP1 array, cycles in transcription-

factor binding appeared to reflect promoter accessibility, which might result in bursts of 

transcription.

Besides cycling on chromatin, some transcription factors have been reported to show pulses 

in nuclear localization (20, 51). Possibly, pulsing of transcription factors into the nucleus 

could generate bursts of transcription. This would also give multiple levels of control, as 

nuclear transcription-factor levels can be modulated by adjustment of the pulse frequency, 

duration, or amplitude. Combinatorial regulation can be achieved by regulating the temporal 

overlap between pulses of two transcription factors (76). For transcription factors that do not 

show regulated nuclear translocation, cyclic binding to DNA could be regulated by other 

means, such as degradation, or active removal by regulatory factors, creating bursts of 

transcription. Despite increasing efforts to measure transcription-factor binding and 

translocation dynamics (40, 50, 75, 98), how these kinetics relate to transcriptional bursting 

is still mostly unexplored.

In addition to chromatin or transcription factors, another theory suggests that the 

transcription initiation machinery itself may determine bursting (Figure 4d). Early in vitro 

transcription studies using purified yeast proteins or human nuclear extracts revealed the 

presence of a scaffold composed of part of the preinitiation complex (PIC) that remained 

bound to the promoter after polymerase release (53, 135). Because only a limited number of 

factors have to reassemble on the scaffold for transcription to reinitiate, this may potentially 

happen faster than de novo PIC assembly. Reinitiation of several polymerases may produce 

bursts of transcription, the size of which would be mainly determined by the stability of the 

reinitiation scaffold. Decreased scaffold stability has been used to explain why mutation in 

the TATA box can change variability between cells by changing the burst size (12). So far, 

there is no clear evidence for the reinitiation model in vivo, but a recent study reported an 

inhibitor of a metazoan TFIID (transcription factor IID) subunit that specifically inhibited 

the first round of transcription initiation, but not reinitiation (139).
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The different proposed models are not necessarily mutually exclusive and may operate 

simultaneously on the same gene. For example, the reinitiation scaffold stability appears to 

be regulated by transcriptional activators (135), possibly linking transcription-factor binding 

dynamics to the stability of the preinitiation complex. Transcription-factor kinetics are, in 

turn, influenced by the chromatin environment. This interconnected regulatory strategy may 

give cells the ability to modulate different bursting properties independently, tuning not only 

the levels but also the variation between cells.

Transcriptional Bursting During Development

During embryonic development, cells undergo major changes in gene expression programs 

to allow differentiation from a single-cell zygote into a multicellular organism with many 

specialized cell types. Gene expression has to be tightly controlled to ensure that genes are 

expressed in the right place and at the right time. Any noise in transcription could potentially 

endanger robust expression, suggesting that cells may have developed ways to limit or 

control gene expression noise. As discussed above, transcriptional bursting results in 

significantly more gene expression variation than random transcription initiation. One might 

speculate that to reduce noise, cells may limit bursting transcription for developmentally 

regulated genes. Surprisingly, bursting seems to be the main mode of transcription for 

developmental genes. At several Drosophila genes, nascent transcript numbers from smFISH 

measurements show larger variations than can be explained by random noise, suggestive of 

bursting transcription (78, 103).

Live-cell measurement of eve transcription indicated burst durations of 4 to 10 min and large 

burst sizes of approximately 20 to 100 mRNAs (15). These bursts did not fit a simple two-

state random telegraph model, suggesting more complicated regulation.

During Dictyostelium development, bursting is observed with different burst durations, 

frequencies, and intensities per gene (93). Bursting dynamics are also inherited in a 

chromatin-dependent manner from mother to daughter cells for many hours after cell 

division (94). During development, two strongly expressed housekeeping genes show 

decreasing burst duration, but surprisingly no change in bursting is observed for 

developmentally regulated genes (93, 122). Instead, developmental genes are regulated at the 

level of proportion of cells that showed expression (29, 122).

Binary regulation may be a common way to regulate transcription during development, as it 

is also seen during Drosophila development. A gradient of the transcription-factor Bicoid 

along the anterior posterior axis of the embryo influences the fraction of nuclei actively 

expressing the hunchback gene (47, 80). This regulatory strategy appears only in nuclear 

cycle 14 and is not present in earlier cycles. On top of this binary control, Bicoid also 

increases the rate of polymerase loading and the time window in which transcription can 

take place. Transcription initiation during development is thus regulated at multiple levels to 

ensure robust patterning. Moreover, precise mRNA distributions are obtained by averaging 

in time and space (78).

To summarize, there is no evidence that cells restrict bursting initiation during development. 

Instead, the level of expression is tuned by digital as well as analog control, and stochastic 
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transcription at the individual gene is diluted by spatiotemporal averaging. Very likely, more 

mechanisms exist to buffer noisy transcription (4).

Bursting in Mammalian Cells

Mammalian gene transcription appears to be dominated by bursting (38). As in yeast, 

bursting properties seem to be modulated by chromatin and transcription factors. The main 

difference between bursting in mammalian cells compared with other organisms is the 

presence of a refractory period between bursts (2, 52, 90, 110, 123). A refractory period is a 

period of time when the template is no longer permissive for transcription. Because this 

refractory period usually occurs after a burst, it has been interpreted as a so-called reset time 

for the gene. The consequence of this refractory period is that for many genes in different 

systems, there is “memory” of previous transcription cycles. It has been speculated that in a 

cell population, a fraction of genes are poised for induction while another fraction are in a 

refractory state (52). This heterogeneity in cell state allows the population to have both an 

acute and a longer sustained response. Moreover, having a refractory state (or memory) 

indicates that multiple steps are required in order to reactivate a previously fired gene (34). 

Thus, the distribution of time between transcription on states is not exponentially distributed 

but rather shows a nonzero peak, consistent with the multistep process described at the 

beginning of this review. Studies describing a refractory period so far have used unstable 

luciferase/GFP reporter expression as a proxy for transcription, which may not reflect 

transcription itself. Live-cell imaging of the RNA should provide a more direct and precise 

view of these dynamics.

Refractory periods can also explain the existence of transcriptional oscillations. Several 

studies have identified oscillations in transcription-factor binding and Pol II recruitment that 

are distinct from the more traditional oscillations explained by negative feedback loops (such 

as in circadian transcription) (6, 62, 64, 67, 86,113). For example, during the estrogen 

response, several cofactors, polymerase, and histone modifying proteins are recruited in a 

cyclic manner to the proximal promoter of TFF1, a highly induced gene (86, 113). These 

oscillations vary in length with 40–60-min on times. If off times are distributed 

exponentially, as predicted for a single rate-limiting step in activation, there is no refractory 

period, and transcription can occur at any time, resulting in an absence of pronounced 

oscillations. The fact that such oscillations are visible in ensemble studies after hormone 

stimulation or inhibitor washout suggests uniformity in the process of transcription, which 

seems to contradict single-cell studies. More experiments are needed to resolve these 

differences.

The role of chromatin in shaping bursting patterns in mammalian cells is supported by the 

finding that expression of randomly integrated reporters from different genomic locations 

results in different burst sizes and frequencies (38). Because expression was driven by the 

same promoter sequence, the effect of genomic position can be interpreted to result from 

different chromatin environments, although bursting may also depend on local or distal 

contacts with enhancer elements. To increase activity, reporters at different positions 

modulated burst frequency at lower expression levels and burst size at higher expression 

levels. Similarly, a study using random HIV integration concluded that mostly burst size was 
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regulated, although a weak trend of modulation of burst frequency can also be seen at low 

expression levels (117). An intriguing explanation might be that as frequency is increased 

for a gene, the refractory period sets an effective ceiling for RNA synthesis. The only way to 

increase expression for a gene at that point is to affect the burst size. Refractory periods 

could provide a regulatory threshold above which the gene switches to a different mode of 

regulation. However, this general mode of regulation contrasts with other studies that have 

reported gene-dependent or even stimulus-dependent regulation of bursting (89, 99, 123). 

For example, in mouse embryonic stem cells, endogenous Nanog expression showed 

changes in both burst frequency and burst size when the growth conditions were changed 

from serum to 2i conditions (99).

Interestingly, genomic integration appears to be crucial for bursting. When an MS2-labeled 

reporter gene was integrated into the genome, it displayed bursting transcription, but when 

expressed from a plasmid, it failed to show bursting (72). This finding is consistent with the 

model that chromatin determines bursting. To further question the role of chromatin, 

investigators repeatedly studied the effect of blocking histone deacetylation by the addition 

of trichostatin A (TSA). Different studies using TSA reported different results on the 

expression of protein reporters, with no changes in bursting on some genes but increased 

burst duration or burst size on other genes (52, 123). In chicken-cell lines with randomly 

integrated reporter genes, TSA mostly increased the burst frequency (126). The exact role of 

chromatin is therefore still an open question. More insight may be gained from direct 

perturbations of the chromatin machinery, targeted changes to histone modifications of 

certain genes (82), or imaging of chromatin modifications at a single locus (120).

Bursting properties are also influenced by gene-specific transcription factors. Increasing the 

affinity or the number of transcription-factor binding sites increases both burst size and 

frequency of protein reporters (123). Using a steroid-response exogenous reporter construct, 

Larson et al. (72) followed transcription with the MS2 technique in live cells after the 

addition of a hormone, allowing for direct measurement of on and off times (Figure 2d-f). 

The average burst duration at this reporter was approximately 40 min, with equally long 

average off times. An increase in the hormone level resulted in increased burst frequency, 

without affecting burst duration or burst size, suggesting that transcription-factor 

concentration appears to regulate the burst frequency (72). Similarly, detailed analysis of c-

Fos bursting by smFISH and modeling suggests that during induction, increasing 

transcription-factor concentration regulates burst frequency (111). However, direct coupling 

between transcription-factor dynamics and gene bursting at the single-molecule level has not 

been performed, leaving the role of transcription factors in transcriptional bursting an open 

question.

In contrast to mammalian promoters, viral promoters integrated in mammalian cells show 

constant nonbursting expression. Visualizing expression of the cyclin D1 gene tagged with 

MS2, driven by either the cyclin D1 promoter or the viral CMV promoter, revealed that the 

endogenous promoter showed transcriptional bursting, whereas the CMV promoter had 

higher and constant expression (136). The difference in expression levels resulted from a 

higher rate of transcription initiation at the CMV promoter, with about twice as many 

polymerases loaded on the gene. The elongation rate of both constructs was similar. An HIV 
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vector similarly showed no fluctuations in transcription (83). In contrast, another HIV 

reporter system reported variability consistent with bursting transcription, with burst sizes 

ranging from 2 to 10 mRNAs at different genomic positions (115). Integration of a retroviral 

transgene driven by the endogenous EF1α gene showed very rapid pulses, which lasted 144 

s on average (79). Whether these pulses represent bursts of transcription or are single 

polymerases transcribing the gene is unclear. Transgenes or viral genes may thus have 

different kinetics than endogenous genes have, illustrating the limitations of using reporter 

genes as a model for endogenous gene control. With the recent development of more 

targeted genome-editing techniques, future studies will likely show increased focus on 

endogenous genes.

In summary, genes are transcribed with different kinetics, some displaying random initiation 

and others showing pulses or bursts. Transcriptional bursting is observed from bacteria to 

human cells, but whether the underlying mechanism of bursting is similar across organisms 

is still unclear. Live-cell studies have given valuable insight that points toward a role for 

chromatin and transcription factors in regulating bursting, but future studies directly 

measuring bursting parameters at endogenous genes will likely result in a more detailed 

view of the biochemical steps regulating Pol II dynamics.

TRANSCRIPTION ELONGATION DYNAMICS

Transcription regulation studies have traditionally focused on the control of initiation, but 

there is an emerging understanding that regulation can also occur at the level of elongation. 

Genomic approaches revealed that polymerase is not always evenly distributed along the 

gene, suggesting different elongation rates or pausing. At many genes in higher eukaryotes, 

polymerase shows a promoter-proximal pause that is highly regulated by positive and 

negative elongation factors (32). In addition, there is evidence for pausing at nucleosome 

dyads, or near splice sites (30, 61, 71). Pausing may have functional consequences, as 

changes in polymerase velocity have been suggested to affect the alternative splicing 

outcomes through kinetic competition (42). However, differences in polymerase densities 

detected by chromatin immunoprecipitation or nuclear run-on experiments do not always 

reflect changes in polymerase elongation rate (102), highlighting the importance of time-

resolved measurements that directly measure elongation.

To measure elongation in living cells, many studies have used fluorescent recovery after 

pho-tobleaching (FRAP). With this technique, either a fluorescently labeled RNA 

polymerase subunit or RNA itself is bleached in a specific area, after which recovery of 

fluorescence is measured. A similar technique, called fluorescence loss of photobleaching 

(FLIP), or inverse FRAP, does the opposite and measures the reduction in fluorescence in 

one area when a different area is continuously bleached. The shapes of the recovery or 

bleaching curves give information about parameters such as the mobile fraction and the 

kinetics of the transcriptional process. In Chinese hamster ovary cells, FRAP and FLIP of a 

Pol II subunit at steady state revealed that approximately 25% of polymerases are 

transcriptionally engaged. The half-life of a typical transcription cycle was approximately 

14–20 min. Because the recovery was measured at an arbitrary part of the nucleus and not at 

a specific locus, the exact transcription elongation rate could not be determined. 
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Nonetheless, it was concluded that maximally half of the recovery was attributed to 

elongation (68). In contrast, photobleaching of a Pol II subunit at the MMTV (mouse 

mammary tumor virus) array during activation was interpreted as mostly reflecting 

elongation, but an early component in the bleaching curve also suggested the presence of 

abortive initiation events at the locus (8). In a study by Darzacq et al. (39), the complete 

transcription cycle was measured at approximately 200 repeats of a stably integrated gene 

cassette. The recovery curves of Pol II at this array revealed three kinetic components 

separated by two orders of magnitude, consisting of~5 s for transient promoter 

interaction,~50 s for initiation, and~500 s for elongation. Transition between steps was 

highly inefficient, and one of the oft-cited conclusions of this work is that only 1 in 90 

polymerase interactions results in a complete RNA. A similar phenomenon of transient 

clustering of polymerases that do not enter into elongation was also observed at endogenous 

genes (31). Darzacq et al. (39) determined that polymerases move at 4.3 kb/min, but 4% of 

polymerases pause for approximately 4 min. The observed pausing is unlikely to represent 

promoter-proximal pausing but may instead be pausing in the gene body or at the 

polyadenylation site.

The polytene nuclei of salivary gland tissues in Drosophila allowed for the analysis of 

transcription dynamics at two native heat-shock genes (132). This system had previously 

been used to study the binding dynamics of the transcription factor HSF1, showing longer 

binding upon heat shock (133). Complete FRAP recovery of Pol II at these genes took 

approximately 100 s, resulting in an elongation rate of~1.5 kb/min. Because the shape of the 

curve could be explained solely by elongation, the conclusion was that recruitment, entry 

into elongation, and termination were too rapid to measure and must be extremely efficient 

(in contrast to conclusions from exogenous mammalian arrays). At later time points after 

heat shock, the FRAP curves showed incomplete recovery, suggesting local recycling of 

polymerase for multiple rounds of transcription (132).

Other studies of elongation using FRAP reported elongation rates that vary by two orders of 

magnitude. At the cyclin D1 gene, elongation rate was estimated at 0.31–0.78 kb/min, 

independent of the promoter (136). At a tandem array of an HIV construct, the elongation 

rate was 1.9 kb/min (14). Surprisingly, when the same gene was studied at a single 

integration site, the elongation rate increased to more than 50 kb/min (83). These large 

variations are challenged by population-based studies showing maximally fourfold 

differences in elongation rates across genes (37, 116). One potential explanation lies in the 

difficulty of FRAP curve interpretation (91). The recovery curves are a combination of the 

different transcriptional processes as well as nonspecific interactions and diffusion. Even if 

the curves would reflect only one transcriptional process, such as elongation, the 

measurements are an average of many polymerases that can have different kinetics or show 

pausing, complicating interpretation.

Other elongation measurements in single cells have used the MS2 or PP7 technique. 

Labeling the 5’ and 3’ ends of the same gene with the MS2 and PP7 approaches in yeast 

showed that elongation rates for the first round of transcription were highly variable between 

cells, ranging from 0.84 kb/min to 3.66 kb/min (55). In this study, the elongation rate did not 

depend on cell cycle. Another study, however, showed that the elongation rate during G1 
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was much slower than during the S/G2 phase, going from 1.2 kb/min to 2.8 kb/min (73). 

Variations in elongation rates inside a gene, between cells, or between cell-cycle stages 

exemplify the complexity of these measurements and illustrate the importance of single-cell 

measurements to elucidate regulatory control at the level of transcription elongation.

What do these numbers mean in the context of the cell? It is clear that elongation exists in an 

optimal range—faster and slower elongation rates are both deleterious in yeast (16, 63), and 

elongation rate has been shown to reflect metabolic state in human cells (41)—but such an 

optimum does not necessarily imply that processive Pol II elongation rate is a regulatory 

knob that the cell uses. Conversely, elongation provides a large dynamic range of potential 

responses. Because nucleic acid addition is a processive enzymatic process, the time to 

synthesize a nascent transcript is the sum of thousands of enzymatic addition cycles 

occurring in series, resulting in a nearly deterministic total time (Figure 1a). As such, 

elongation time is a unique kinetic quantity. In contrast, a regulatory pause might consist of 

only one or a few kinetic steps, resulting in a broader distribution of waiting times and 

outcomes (127). The missing biological component is an explanation of how a pause might 

act—one could imagine a kinetic delay acting through recruitment of some factor, RNA 

secondary structure, or something else entirely.

TERMINATION, CLEAVAGE, 3’ PROCESSING

The coordinated molecular events that occur at the 3’ ends of genes result in cleavage and 

release of the nascent RNA, and dismantling and removal of the elongation complex from 

the DNA template. The dynamics of this process are perhaps the most understudied in the 

transcription cycle. Furthermore, many studies have shown clear coupling between 

termination, cleavage, release, elongation, and splicing, although the mechanism and the 

implications remain elusive (9). There are several pathways through which termination is 

thought to take place in different organisms, but in this review, we focus on the poly(A)-

dependent termination pathway found in eukaryotes; this pathway is the mechanism by 

which transcription of protein-coding genes, with the exception of histones, are thought to 

terminate.

The trigger for proper termination begins with transcription through the 

AAUAAApolyadeny-lation signal (PAS) and a GU-rich downstream sequence element 

(DSE) located approximately 40–60 nt further downstream (106). These sequences in the 

RNA are recognized and bound by complexes [in metazoans, called cleavage and 

polyadenylation specificity factor (CPSF) and cleavage stimulation factor (CstF)] that, in 

turn, recruit the full protein complex that cleaves the nascent RNA chain and adds a poly(A) 

tail to the 3’ end of the transcript. In the meantime, Pol II has continued elongation further 

downstream, before losing processivity and falling off at some point (95). ChIP-seq and 

GRO-seq studies show an accumulation of Pol II at the 3’ end of actively transcribing genes 

beyond the PAS with density extending a few kilobases downstream, supporting the idea of 

Pol II pausing or slowing down past the PAS (32, 107).

There have been a few efforts to measure the kinetics of termination and release in single 

living cells. Larson et al. (73) measured the dwell time of nascent transcripts at the site of 
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transcription for an MDN1 reporter gene in yeast using PP7 labeling. By switching the 

position of the PP7 cassette within the gene, they were also able to measure the elongation 

rate of Pol II along the gene body. By subtracting the elongation time from the total dwell 

time of the transcript on the DNA template, they were able to determine that there is a 

window of 70 s between when Pol II elongates past the end of the gene to when the 

transcript is released from the chromatin. In another study using the MS2 labeling system, 

Boireau et al. (14) used a combination of FRAP and modeling to measure a time of 63 s for 

3’-end processing and transcript release of an HIV-1 gene inserted into U2-OS cells. 

Coupling a time-resolved imaging approach with correlation analysis, Coulon et al. (35) 

measured a 3’-end dwell time of 116 s. Finally, using a gene array system, Darzacq et al. 

(39) measured a termination time of 8 min and a transcript release time of 30 s. However, at 

present, Pol II termination and RNA release have not been visualized simultaneously at the 

same locus.

There are two prevailing models for how Pol II is disassembled and transcription is 

terminated. In the conformational change model (sometimes also called the allosteric or anti-

terminator model), transcription through the PAS is thought to cause a conformational 

change within the RNA Pol II complex, either by loss of elongation factors or by addition of 

termination factors. This rearrangement impairs the ability of Pol II to elongate efficiently 

and eventually disassembles the active complex. Candidates for such termination-enhancing 

factors include CstF-64, CstF-77, and Pcf11, which associate with the RNAPII elongating 

complex at the PAS, or CPSF-73 and Ssu72, which associate with the 3’ ends of genes (11, 

46, 121). Either way, depletion of any of these factors results in read-through transcription. 

Conversely, factors such as the transcriptional coactivator PC4 disassociate from RNAPII at 

the PAS, allowing RNAPII to be termination competent (23). More importantly, although it 

has been observed only in vitro, termination can occur even in the absence of cleavage, 

providing further support for the conformational change model (138).

It has been proposed that in the torpedo model, cleavage of the nascent RNA provides an 

opening for a 5’-to-3’ exonuclease to latch onto the nascent chain still being synthesized by 

Pol II. The exonuclease chews back the nascent chain until it eventually catches up to Pol II 

and disassembles it. ChIP experiments show that the yeast 5’-to-3’ exonuclease Rat1 indeed 

localizes to the 3’ ends of genes (66). In wild-type cells, polymerase density is even 

throughout the gene body but decreases rapidly 200–400 nt downstream of the PAS, whereas 

in rat1 mutant cells, Pol II density did not decrease, thereby implicating Rat1 in the process 

of termination. Using nuclear run-on assays, researchers observed a similar result for Xrn2 

(human homolog of Rat1) in HeLa cells (130). Furthermore, through the use of mutants of 

Pol II that transcribe at different rates, slow elongation has been shown to robustly shift 

termination upstream whereas fast elongation shifts it downstream (45). Similarly, 

increasing the rate of Pol II elongation in yeast results in significant read-through defects via 

altered kinetic competition with the helicase Sen1 (54). These results bolster the case for the 

torpedo model of termination in which Pol II and Xrn1 exist in kinetic competition with 

each other. The validity of the torpedo model is not clear-cut, as depletion of Rat1 did not 

completely abolish termination, nor did nuclease activity by itself lead to termination (49, 

65). Thus, it appears that Rat1 by itself was not sufficient to initiate termination, and because 

Rat1 also functions in recruiting factors such as Pcf11 to the elongation complex, the actual 
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model of termination might be a hybrid of both the conformational change and the torpedo 

models (43, 81). One prediction of the torpedo model is that the termination zone should be 

fairly narrow because both the helicase/exonuclease and the polymerase are processive 

enzymes that would catch up to one another in a narrowly distributed window of time. To 

our knowledge, exonuclease speeds have not been measured in vivo, but testing the various 

models of termination and cleavage are, in principle, excellent candidates for the live-cell 

dynamic approach.

CONCLUSIONS AND OUTLOOK

Single-cell studies provide a window into the heterogeneity of transcriptional responses in a 

population. In large part, this heterogeneity is due to the dynamics of RNA synthesis. These 

dynamics provide clues to the underlying molecular mechanisms and insight into the rate-

limiting steps of transcription. So far, live-cell measurements of transcription have been 

performed mainly at reporter genes, and the field has likewise lacked the tools to do precise 

molecular perturbations. With the development of novel techniques to edit mammalian 

genomes, all tools are now in place to study transcription dynamics in higher eukaryotes at 

endogenous loci. Complementing live-cell techniques with emerging single-cell sequencing 

approaches will be interesting, and doing so may help advance the low-throughput live-cell 

measurements to a larger scale.
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Figure 1: 
Theoretical concepts in transcription dynamics. (a) The distribution of waiting times 

between events for three kinetic processes that have the identical net rate going from reactant 

to product. If the process is a single-step process or has a rate-limiting step, the time 

between events is exponentially distributed (black line). If the process consists of sequential 

steps, the distribution is a peaked distribution, which resembles a Gaussian (green line). In 

the limit of many sequential steps, the time between events is sharply distributed around the 

mean value (red line). The distributions are from Monte Carlo simulations. Adapted from 

Reference 73 with permission. (b) Different transcription dynamics result in different 

distributions of the number of nascent RNAs per cell. For a gene that is transcribed with 

constitutive initiation, the number of RNAs at the transcription site follows a Poisson 

distribution (blue). When a gene is transcribed in bursts, the distribution follows a negative 

binomial distribution (red). In this example, burst size is 10, burst frequency is 1 burst/min, 

and the dwell time of the transcript at the transcription site is 1 min. The average RNA 

production of both transcription types in this example is the same.
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Figure 2: 
Measuring polymerase dynamics in fixed and living cells. (a) Schematic of the single-

molecule fluorescence in situ hybridization (smFISH) procedure. Fluorescent probes are 

hybridized along the RNA, resulting in bright fluorescent spots. (b) Example of an smFISH 

experiment, showing mRNA of a reporter gene driven by a 1x-tetO-containing promoter in 

Chinese hamster ovary cells. (c) The distribution of the number of mRNAs per cell, obtained 

from an smFISH experiment. Panels a-c adapted from Reference 108 with permission. (d) 

Schematic of the reporter gene used to measure RNA in living U2-OS cells. When the MS2 

sequences are transcribed, they form stem loops that are bound by fluorescent coat proteins. 

(e) Example of nascent RNA at an active transcription site of the reporter gene in living 

cells. (f) Quantification of the transcription site intensity, showing the on and off states of 

transcription. Panels d-f adapted from Reference 72 with permission. Abbreviations: E/GRE, 

ecdysone/glucocorticoid response element; Sp1, specificity protein one binding site; mHSP, 
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minimal heat shock promoter; CFP-SKL, cyan fluorescent protein with a C-terminal SKL 

amino acid peroxisome-targeting motif; IRES, internal ribosome entry site; WPRE, 

woodchuck hepatitis virus posttranscriptional regulatory element; LTR, long terminal repeat.
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Figure 3: 
Visualization of transcription in different organisms. (a) MS2-labeled RNA (green) from a 

reporter gene, driven by the P-lac/ara promoter. Panel a modified from Reference 48 with 

permission. (b) MS2-labeled RNA at a developmental gene in Dictyostelium. Panel b 

modified from Reference 29 with permission. (c) PP7-labeled RNA at the GLT1 gene with 

the POL1 promoter in Saccharomyces cerevisiae. Panel c modified from Reference 73 with 

permission. (d) MS2-labeled RNA at a reporter gene driven by the hunchback promoter and 

enhancer in a developing Drosophila embryo, nuclear cycle 14 (nc14). Panel d modified 

from Reference 47 with permission. (e) MS2-labeled Actb RNA after 13 min serum 

stimulation in immortalized mouse embryonic fibroblasts, obtained from an Actb-MBS 

knock-in mouse (77). (f) MS2-labeled RNA at a reporter gene in U2-OS cells. Panel f 

modified from Reference 60 with permission. Arrows in panels point to transcription sites.
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Figure 4: 
Different hypotheses that have been proposed as a mechanism for transcriptional bursting. 

(a) Supercoiling buildup during transcription can result in inhibition of initiation and 

elongation and has to be released before transcription can resume. (b) Nucleosome 

positioning or binding in promoter regions may affect the accessibility of transcriptional 

regulators to DNA binding sites. (c) The binding dynamics of a specific regulatory factor, 

such as a gene-specific transcription factor, can determine bursting if initiation takes place as 

long as the factor is bound to DNA. (d) After initiation, several general transcription factors 

can remain bound to the promoter, forming a scaffold for rapid reinitiation and firing of 

multiple polymerases at the same time.
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