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Abstract

Zero-shot learning (ZSL) is a challenging problem that

aims to recognize the target categories without seen data,

where semantic information is leveraged to transfer knowl-

edge from some source classes. Although ZSL has made

great progress in recent years, most existing approaches are

easy to overfit the sources classes in generalized zero-shot

learning (GZSL) task, which indicates that they learn little

knowledge about target classes. To tackle such problem, we

propose a novel Transferable Contrastive Network (TCN)

that explicitly transfers knowledge from the source classes

to the target classes. It automatically contrasts one image

with different classes to judge whether they are consistent or

not. By exploiting the class similarities to make knowledge

transfer from source images to similar target classes, our

approach is more robust to recognize the target images. Ex-

periments on five benchmark datasets show the superiority

of our approach for GZSL.

1. Introduction

Object recognition is one of the basic issues in com-

puter vision. It has made great progress in recent years

with the rapid development of deep learning approaches

[18, 33, 30, 13], where large numbers of labeled images are

required, such as ImageNet [28]. However, collecting and

annotating large numbers of images are difficult, especially

for fine-grained categories in specific domains. Moreover,

such supervised learning approaches can only recognize a

fixed number of categories, which is not flexible. In con-

trast, humans can learn from only a few samples or even

recognize unseen objects. Therefore, learning visual classi-

fiers with no need of human annotation is becoming a hot

topic in recent years.

Zero-shot learning (ZSL) aims to learn classifiers for the
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Figure 1. Illustration diagram that shows the motivations of trans-

ferable contrastive learning. The training images should not on-

ly match their class semantics (discriminative property) but also

have relatively high contrastive values with similar target classes

(transfer property). ‘D’ represents discriminative learning and ‘T’

represents transfer learning.

target categories where no labeled images are accessible. It

is accomplished by transferring knowledge from the source

categories with the help of semantic information. Seman-

tic information can build up the relations among different

classes thus to enable knowledge transfer from source class-

es to target classes. Currently the most widely used seman-

tic information includes attributes [19, 9] and word vectors

[10, 2]. Traditional ZSL approaches usually learn universal

visual-semantic transformations among the source classes

and then apply them to the target classes. In this way, the

visual samples and class semantics can be projected into a

common space, where zero-shot recognition is conducted

by the nearest neighbor approach.

Although ZSL has made great progress in recent years,

the strong assumption that the test images only come from

the target classes is not realistic for practical applications.

Therefore, generalized zero-shot learning (GZSL) [6, 39]

draws much attention recently, where test samples may

come from either source or target classes. However, most
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existing ZSL approaches perform badly on GZSL task be-

cause they are easy to overfit the source classes, which indi-

cates that they learn little knowledge about the target class-

es. These approaches learn the models only on the source

categories and ignore the targets. Since the domain shift

problem exists [11], the models learned on the source class-

es may not be suitable to the target classes, which results in

overfitting the source categories in the GZSL task.

In order to tackle such problem, we propose to explicitly

transfer the knowledge from the source classes to the tar-

get categories. The key problem for ZSL is that no labeled

images are available for the target categories so we could

not directly train the target image classifiers. An intuitive

idea is to learn target classifiers from similar source images.

For example, we could leverage the source images ‘horse’

to learn the target class ‘zebra’. Based on this idea, we

propose a novel transferable contrastive network for gen-

eralized zero-shot learning. It automatically contrasts the

images with class semantics to judge whether they are con-

sistent or not. Figure 1 shows the motivations of our ap-

proach, where two key properties for ZSL are considered

in the contrastive learning process: discriminative proper-

ty and transferable property. We maximize the contrastive

values of images with corresponding class semantics and

minimize the inconsistent ones among source classes thus

to ensure that our model is discriminative enough to rec-

ognize different classes. Furthermore, to make the contrast

transferable to the target classes, we utilize the class simi-

larities to transfer knowledge from the source-class images

to similar target classes. In this way, the model will be more

robust to the target categories though no labeled target im-

ages are available to learn the model.

The main contributions of this paper are in two aspects.

First, we propose a novel transferable contrastive network

for GZSL, where a new network structure is designed for

contrastive learning. Second, we consider both the discrim-

inative property and transferable property in the contrastive

learning procedure, where the discriminative property en-

sures to effectively discriminate different classes and the

transferable property guarantees the robustness to the tar-

get classes. Experiments on five benchmark datasets show

the superiority of the proposed approach.

2. Related Work

2.1. Semantic Information

Semantic information is the key to ZSL. It builds up the

relations between the source and target classes thus to en-

able knowledge transfer. Recently, the most widely used

semantic information in ZSL is attributes [19, 9] and word

vectors [22]. Attributes are general descriptions of objects.

They are accurate but need human experts for definition and

annotation. Word vectors are automatically learned from

large numbers of text corpus which reduces human labor.

However, there is much noise in the texts, which restricts

their performance. In this paper, we use the attributes as the

semantic information since they are more accurate to bridge

the source and target classes.

2.2. Visual­Semantic Transformations

Visual-semantic transformations establish relationships

between the visual space and the semantic space. According

to different projection directions, current ZSL approaches

can be grouped into three types: visual to semantic embed-

dings, semantic to visual embeddings, latent space embed-

dings. We will introduce them in detail below.

Visual to semantic embeddings. These approaches

learn the transformations from the visual space to the se-

mantic space and perform image recognition in the seman-

tic space. In the early age of ZSL, [19, 9] propose to learn

attribute classifiers to transfer knowledge from the source to

the target classes. They train each attribute classifier inde-

pendently, which is time-consuming. To tackle such prob-

lem, [1, 2] consider all attributes as a whole and learn label

embedding functions to maximize the compatibilities be-

tween images and corresponding class semantics. Further-

more, [24] proposes to synthesize the semantic representa-

tions of test images by a convex combination of source-class

semantics using the probability outputs of source classifiers.

To learn more robust transformations, [23] proposes a deep

neural network to combine attribute classifier learning and

semantic label embedding.

Semantic to visual embeddings. These approaches

learn the transformations from semantic space to the visu-

al space and perform image recognition in the visual space,

which can effectively tackle the hubness problem in ZSL

[8, 29]. [5, 21, 40] predict the visual samplers by learning

embedding functions from the semantic space to the visual

space. [27] adds some regularizers to learn the embedding

function from class semantic to corresponding visual clas-

sifiers and [35] utilizes knowledge graphs to learn the same

embedding functions. Some other works directly synthesize

the target-class classifiers [4] or learn the target-class proto-

types [14] in the visual space by utilizing the class structure

information. [17, 7] exploit the auto-encoder framework to

learn both the semantic to visual and visual to semantic em-

beddings simultaneously. Inspired by the generative adver-

sarial networks, [38] generates the target-class samples in

the feature space and directly learns the target classifiers.

Latent space embedding. These approaches encode the

visual space and semantic space into a latent space for more

effective image recognition. Since the predefined semantic

information may be not discriminative enough to classify d-

ifferent classes, [41, 42] propose to use class similarities as

the embedding space and [16] proposes discriminative la-

tent attributes for zero-shot recognition. Moreover, [3] ex-
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ploits metric learning techniques, where relative distance is

utilized, to improve the embedding models. In order to learn

robust visual-semantic transformations, [10, 31, 26, 23] u-

tilize deep neural networks to project the visual space and

the semantic space into a common latent space and align the

representations of the same class.

Our approach belongs to the latent space embedding, but

there is a little difference. Traditional methods aim to min-

imize the distance of images and corresponding class se-

mantics in the latent space for image recognition, while our

approach fuses their information for contrastive learning.

2.3. Zero­Shot Recognition

Zero-shot recognition is the last step for ZSL, most of

which can be grouped into two categories. The distance-

based approaches usually exploit the nearest neighbour ap-

proach to recognize the target-class samples [1, 12, 41, 16]

and the classifier-based approaches directly learn the visual

classifiers to recognize the target-class images [4, 38]. Our

approach utilizes contrastive values for image recognition.

2.4. Discussions about Relevant Works

Most existing approaches ignore the target classes when

learning the recognition model, so they are prone to overfit-

ting the source classes in GZSL task. To tackle this prob-

lem, [38, 43] leverage the semantic information of target

classes to generate image features for training target classi-

fiers. Although satisfactory performance has been achieved,

it is difficult to train and use the generative models. While

our approach is easy to learn. Moreover, it is complemen-

tary to such generative approaches. [20] proposes a calibra-

tion network that calibrates the confidence of source class-

es and uncertainty of target classes. Different from it, we

directly transfer knowledge to the target classes, which is

more effective for GZSL. [11] uses all the unlabeled target

images to adjust the models in transductive ZSL settings.

However, these images are often unavailable in practical

conditions, so we perform the inductive ZSL task. [15] pro-

poses adaptive metric learning to make the model suitable

for the target classes. However, the linear model restricts

its performance. Another relevant work is [32], which also

studies the relations between images and class semantics.

Compared with [32], we design a novel network structure

for TCN. Moreover, we explicitly transfer knowledge from

the source images to similar target classes, which makes our

model more robust to the target categories.

3. Approach

The objective of our approach is learning how to con-

trast the image with the class semantics. Figure 2 shows the

general framework of the proposed transferable contrastive

network (TCN). It contains two parts: information fusion

and contrastive learning. Instead of computing the distance

between images and class semantics using fixed metric for

recognition, we fuse their information and learn a metric

that automatically judges whether the fusions are consisten-

t or not, where high contrastive values should be obtained

between images and corresponding class semantics. In or-

der to make the contrastive mechanism suitable to the tar-

get classes, we explicitly transfer knowledge from source

images to similar target classes since no target images are

available for training. More details will be described below.

3.1. Problem Settings

In zero-shot learning, we are given K source classes (de-

noted as Ys) and L target classes (denoted as Yt), where

the source and target classes are disjoint, i.e. Ys ∩ Yt = ∅.

We use the index {1, ...,K} to represent the source class-

es and {K + 1, ...,K + L} to represent the target class-

es. The source classes contain N labeled images D =
{(xi, yi)|xi ∈ X , yi ∈ Ys}Ni=1, while no labeled images

are available for the target classes. X represents the visual

sample space. To build up the relations between the source

and target classes, semantic information A = {ac}
K+L
c=1 is

provided for each class c ∈ Ys ∪ Yt. The goal of ZSL is to

learn visual classifiers of target classes fzsl : X → Yt and

the goal of GZSL is to learn more general visual classifiers

of all classes fgzsl : X → Ys ∪ Yt.

3.2. Contrastive Network

Information Fusion. An intuitive way of contrasting an

image with one class is to fuse their information and judge

how consistent the fusion is. Therefore, we first encode the

images and class semantics into the same latent feature s-

pace to fuse their information. As is shown in Figure 2, we

use two branches of neural network to encode the image and

the class semantics into the same feature space respective-

ly, where convolutional neural network (CNN) is utilized to

encode the images and the multilayer perceptrons (MLP) is

utilized to encode the class semantic information (attributes

or word vectors). Then an element-wise product operation

(⊗) is exploited to fuse the information from these two do-

mains. Let f(xi) denote the coding feature of the ith image

and g(aj) represent the coding feature of the jth class se-

mantic, we can get the fused feature zij as:

zij = f(xi)⊗ g(aj) (1)

where aj is the class semantic of the jth class. Then we can

feed zij to the next stage to judge how well the image i is

consistent with class j.

Contrastive Learning. Different from previous ap-

proaches that use fixed distance, such as Euclidean distance

or cosine distance, to compute the similarities between im-

ages and classes for image recognition, we design a con-

trastive network that automatically judges how well the im-

age is consistent with a specific class. Let vij denote the
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Figure 2. The framework of transferable contrastive network. The information fusion module merges the image information with the class
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contrastive value between image i and class j, we can ob-

tain it from the fused feature zij as:

vij = h(zij) (2)

where h is the contrastive learning function.

In the contrastive learning phase, we should consider two

characters: discriminative property and transferable prop-

erty. Discriminative property indicates that the contrastive

model should be discriminative enough to classify differen-

t classes. Transferable property means that the contrastive

model should be generalized to the target classes.

In order to enable the discriminative property, we utilize

the semantic information of source classes as supervision,

where the contrastive values of consistent fusions are max-

imized and those of inconsistent ones are minimized. The

loss function can be formulated by the cross-entropy loss:

LD = −
N
∑

i=1

K
∑

j=1

mij log vij + (1−mij) log(1− vij) (3)

where mij is a class indicator. Let yi be the class label for

the ith image, then mij can be obtained by:

mij =

{

1, yi = j

0, yi 6= j
(4)

The goal of ZSL is to recognize the target classes. If we

only use the source classes in the contrastive learning phase,

it is easy to overfit and the model would be less transfer-

able to the target classes. This is the problem that exist-

s in most ZSL approaches. Unfortunately, we don’t have

labeled target images to take part in the contrastive learn-

ing process. To tackle such problem, we explicitly transfer

knowledge from source images to the target classes by class

similarities. In other words, the source images could also

be utilized to learn similar target classes. Let skj denote

the similarity of source class k (k=1,...,K) to target class j

(j=K+1,...,K+L) and then the loss function for transferable

property is formulated as:

LT = −
N
∑

i=1

K+L
∑

j=K+1

syij log vij + (1− syij) log(1− vij)

(5)

To summarize, our full loss function is:

L = LD + αLT (6)

where α is a parameter that controls the relative importance

of discriminative property and transferable property.

3.3. Class Similarity

In order to accomplish the contrastive learning approach

proposed above, the similarities between the source and tar-

get classes should be obtained. Inspired by the sparse cod-

ing approach, we utilize the target classes to reconstruct a

source class and the reconstruction coefficients are viewed

as the similarity of the source class to the target classes. The

objective function is:

sk = argmin
sk

||ak −
K+L
∑

j=K+1

ajskj ||
2
2 + β||sk||2 (7)

where ak is the semantic information of class k and skj
is the jth element of sk, which denotes the similarities of

source class k to target class j. β is the regularization pa-

rameter. Then we normalize the similarity by

skj =
skj

∑K+L

j=K+1
skj

(8)
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Dataset Img Attr Source Target

APY [9] 15,339 64 15 + 5 12

AWA1 [19] 30,475 85 27 + 13 10

AWA2 [37] 37,322 85 27 + 13 10

CUB [34] 11,788 312 100 + 50 50

SUN [25] 14,340 102 580 + 65 72

Table 1. Statistics for attribute datasets: APY , AWA1, AWA2,

CUB and SUN in terms of image numbers (Img), attribute num-

bers (Attr), training + validation source class numbers (Source)

and target class numbers (Target).

3.4. Zero­Shot Recognition

We conduct zero-shot recognition by comparing the con-

trastive values of one image with all the class semantics.

For ZSL, we classify one image to the class which has

the largest contrastive value among target classes, which

can be formulated as:

Pzsl(xi) = max
j

{vij}
K+L
j=K+1

(9)

For GZSL, we classify one image to the class which has

the largest contrastive value among all classes, which can

be formulated as:

Pgzsl(xi) = max
j

{vij}
K+L
j=1

(10)

4. Experiment

4.1. Datasets and Settings

We conduct experiments on five widely used ZSL

datasets: APY [9], AWA (2 versions AWA1 [19] and AWA2

[37]), CUB [34], SUN [25]. APY is a small-scale coarse-

grained dataset with 64 attributes, which contains 20 object

classes of aPascal and 12 object classes of aYahoo. AWA1

is a medium-scale animal dataset which contains 50 animal

classes with 85 attributes annotated. AWA2 is collected by

[37], which has the same classes as AWA1. CUB is a fine-

grained and medium-scale dataset, which contains 200 dif-

ferent types of birds annotated with 312 attributes. SUN is a

medium-scale dataset containing 717 types of scenes where

102 attributes are annotated. In order to make fair compar-

isons with other approaches, we conduct our experiment on

the more reasonable pure ZSL settings recently proposed by

[37]. The details of each dataset and class splits for source

and target classes are shown in Table 1.

Implementation Details. We extract the image features

f(x) by the ResNet101 model [13] and use class attributes

as the semantic information. The class semantic transfor-

mation g(a) is implemented by a two-layer fully connected

neural network, where the hidden layer dimension is set to

1024 and the output size is 2048. The contrastive learning

h(z) is also implemented by the fully connected neural net-

work, where the hidden dimension is 1024 and the output

Method APY AWA1 AWA2 CUB SUN

DAP [19] 33.8 44.1 46.1 40.0 39.9

IAP [19] 36.6 35.9 35.9 24.0 19.4

CONSE [24] 26.9 45.6 44.5 34.3 38.8

CMT [31] 28.0 39.5 37.9 34.6 39.9

SSE [41] 34.0 60.1 61.0 43.9 51.5

LATEM [36] 35.2 55.1 55.8 49.3 55.3

ALE [1] 39.7 59.9 62.5 54.9 58.1

DEVISE [10] 39.8 54.2 59.7 52.0 56.5

SJE [2] 32.9 65.6 61.9 53.9 53.7

EZSL [27] 38.3 58.2 58.6 53.9 54.5

SYNC [4] 23.9 54.0 46.6 55.6 56.3

SAE [17] 8.3 53.0 54.1 33.3 40.3

CDL [14] 43.0 69.9 - 54.5 63.6

RNet [32] - 68.2 64.2 55.6 -

FGN [38] - 68.2 - 57.3 60.8

GAZSL [43] 41.1 68.2 70.2 55.8 61.3

DCN [20] 43.6 65.2 - 56.2 61.8

TCN (ours) 38.9 70.3 71.2 59.5 61.5

Table 2. Zero-shot recognition results on APY, AWA1, AWA2,

CUB and SUN (%). ‘-’ denotes that the results are not reported.

size is 1. We use Leaky ReLU as the nonlinear activation

function for all the hidden layers and sigmoid function for

the last layer 1. The hyperparameter α is fine-tuned in the

range [0.001, 0.01, 0.1, 1] by the validation set.

4.2. Performance on ZSL and GZSL

To demonstrate the effectiveness of the transferable con-

trastive network, we compare our approach with several

state-of-the-art approaches. Table 2 shows the comparison

results of ZSL, where the performance is evaluated by the

average per-class top-1 accuracy. It can be seen that our

approach achieves the best performance on three datasets

and is comparable to the best approach on SUN, which in-

dicates that transferable contrastive network can make good

knowledge transfer to the target classes. Our approach is ef-

fective to perform fine-grained recognition, as can be seen

by the good performance on CUB. We owe the success to t-

wo aspects. First, the discriminative property of contrastive

learning ensures the contrastive network to effectively dis-

criminate the fine-grained classes. Second, the fine-grained

images are more effective to transfer the knowledge since

the classes are similar, which makes our model more ro-

bust to the target classes. A little lower performance is

obtained on APY probably due to the weak relations be-

tween the source and target classes. APY is a small-scale

coarse-grained dataset, where the categories are very dif-

ferent. Therefore, the relations between source and target

classes are weak. That’s why most approaches could not

perform well on this simple dataset. Since we utilize the

class similarities to transfer the knowledge, our model may

1Source code is available at http://vipl.ict.ac.cn/resources/codes.
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Method
APY AWA1 AWA2 CUB SUN

ts tr H ts tr H ts tr H ts tr H ts tr H

DAP [19] 4.8 78.3 9.0 0.0 88.7 0.0 0.0 84.7 0.0 1.7 67.9 3.3 4.2 25.1 7.2

IAP [19] 5.7 65.6 10.4 2.1 78.2 4.1 0.9 87.6 1.8 0.2 72.8 0.4 1.0 37.8 1.8

CONSE [24] 0.0 91.2 0.0 0.4 88.6 0.8 0.5 90.6 1.0 1.6 72.2 3.1 6.8 39.9 11.6

CMT [31] 1.4 85.2 2.8 0.9 87.6 1.8 0.5 90.0 1.0 7.2 49.8 12.6 8.1 21.8 11.8

SSE [41] 0.2 78.9 0.4 7.0 80.5 12.9 8.1 82.5 14.8 8.5 46.9 14.4 2.1 36.4 4.0

LATEM [36] 0.1 73.0 0.2 7.3 71.7 13.3 11.5 77.3 20.0 15.2 57.3 24.0 14.7 28.8 19.5

ALE [1] 4.6 73.7 8.7 16.8 76.1 27.5 14.0 81.8 23.9 23.7 62.8 34.4 21.8 33.1 26.3

DEVISE [10] 4.9 76.9 9.2 13.4 68.7 22.4 17.1 74.7 27.8 23.8 53.0 32.8 16.9 27.4 20.9

SJE [2] 3.7 55.7 6.9 11.3 74.6 19.6 8.0 73.9 14.4 23.5 59.2 33.6 14.1 30.5 19.8

EZSL [27] 2.4 70.1 4.6 6.6 75.6 12.1 5.9 77.8 11.0 12.6 63.8 21.0 11.0 27.9 15.8

SYNC [4] 7.4 66.3 13.3 8.9 87.3 16.2 10.0 90.5 18.0 11.5 70.9 19.8 7.9 43.3 13.4

SAE [17] 0.4 80.9 0.9 1.8 77.1 3.5 1.1 82.2 2.2 7.8 54.0 13.6 8.8 18.0 11.8

CDL [14] 19.8 48.6 28.1 28.1 73.5 40.6 - - - 23.5 55.2 32.9 21.5 34.7 26.5

RNet [32] - - - 31.4 91.3 46.7 30.0 93.4 45.3 38.1 61.4 47.0 - - -

FGN [38] - - - 57.9 61.4 59.6 - - - 43.7 57.7 49.7 42.6 36.6 39.4

GAZSL [43] 14.2 78.6 24.0 29.6 84.2 43.8 35.4 86.9 50.3 31.7 61.3 41.8 22.1 39.3 28.3

DCN [20] 14.2 75.0 23.9 25.5 84.2 39.1 - - - 28.4 60.7 38.7 25.5 37.0 30.2

TCN (ours) 24.1 64.0 35.1 49.4 76.5 60.0 61.2 65.8 63.4 52.6 52.0 52.3 31.2 37.3 34.0

Table 3. GZSL results on APY, AWA1, AWA2, CUB and SUN. ts = Top-1 accuracy of the target classes, tr = Top-1 accuracy of the source

classes, H = harmonic mean. We measure average per-class top-1 accuracy in %. ‘-’ represents that the results are not reported.

be influenced by the weak relations.

We argue that traditional approaches usually tend to

overfit the source classes since they ignore the target in the

model learning process, which will result in the projection

domain shift problem. While TCN could alleviate this prob-

lem since our model explicitly transfers the knowledge. To

demonstrate this viewpoint, we perform GZSL task on these

datasets. Table 3 shows the comparison results, where ‘t-

s’ is average per-class top-1 accuracy of target classes and

‘tr’ is the same evaluation results on source classes. ‘H’ is

the harmonic mean that evaluates the total performance. It

can be seen that most approaches achieve very high perfor-

mance on the source classes and extremely low performance

on the target classes, which indicates that these approaches

learn little knowledge about the target classes. Compared

with the results in Table 2, the performance of target class-

es drops greatly for GZSL because most target-class im-

ages are recognized as source classes. This indicates that

previous approaches are easy to overfit the source classes.

While TCN can effectively alleviate the overfitting problem,

as can be seen by the more balanced performance on source

and target classes for our approach. We owe the success to

the transferable property of the contrastive network, which

makes our model more robust to recognize the target im-

ages. Although the generative approaches [38, 43] are also

very effective in GZSL, they need to learn the complicat-

ed generative models. While our approach is very simple

to learn. Moreover, our approach is well complementary to

the generative approaches since the generated features can

also be utilized to learn our model. Some other approaches

Dataset Method ZSL
GZSL

ts tr H

APY
Base 37.52 5.50 77.78 10.28

TCN 38.93 24.13 64.00 35.05

AWA1
Base 70.15 9.22 64.78 16.14

TCN 70.34 49.40 76.48 60.03

AWA2
Base 68.48 9.32 54.23 15.91

TCN 71.18 61.20 65.83 63.43

CUB
Base 56.62 24.70 64.90 37.84

TCN 59.54 52.58 52.03 52.30

SUN
Base 61.04 21.94 38.64 27.99

TCN 61.53 31.18 37.29 33.96

Table 4. Comparison with the baseline approach where the knowl-

edge transfer item (LT ) is removed. ‘Base’ represents the baseline

approach. ‘TCN’ is our approach. ‘ZSL’ is the accuracy of zero-

shot recognition. ‘ts’, ‘tr’ and ‘H’ are the target-class accuracy,

source-class accuracy and harmonic mean in GZSL.

[14, 20] also adapt the models to the target classes. Com-

pared with them, our approach is more effective.

We also tried other information fusion approaches and

more details are shown in the supplementary materials.

4.3. Importance of Knowledge Transfer

Explicit knowledge transfer is an important part of our

framework. It is intuitive that similar objects should play

a more important role in transfer learning. Therefore, we

use class similarities to explicitly transfer the knowledge

from source images to similar target classes. In this way,

our model will be more robust to the target classes. More-
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Figure 3. The recognition results on CUB with different value of

α. ‘ZSL’ is the accuracy of zero-shot recognition. ‘ts’, ‘tr’ and ‘H’

are the target-class accuracy, source-class accuracy and harmonic

mean in GZSL.

over, it should also have the ability to prevent the model

from overfitting the source classes. To demonstrate these as-

sumptions, we compare our approach with the basic model,

where the knowledge transfer term (LT ) is removed. Ta-

ble 4 shows the recognition results. Although only small

improvements are achieved for ZSL, the improvements for

GZSL are significant. This phenomenon demonstrates that

explicit knowledge transfer can effectively tackle the over-

fitting problem, which enables the model to learn the knowl-

edge about the target classes.

Another factor that deserves to be explored is how im-

portant the knowledge transfer is. Therefore, we analyze

the influence of parameter α to our model and the recogni-

tion results on CUB are shown in Figure 3. It can be seen

that TCN achieves its best performance when α equals to

0.01. We can infer that α should be small in order to get

good performance. This may be caused by two reasons.

First, the class similarities are fuzzy measures and there is

no accurate definitions. Second, the source images do not

absolutely match with the target classes. When α increases,

the performance of source classes drops, as can be seen by

the results of ‘tr’, because the model pays more attention to

the target classes and neglects the accurate source classes.

Since the loss on the source classes ensures the discrimi-

native property of contrastive learning and the loss on the

target classes guarantees the transferable property, we must

balance these terms to obtain a robust recognition model.

4.4. Visualization of Class Similarities

The transferable property of our approach is accom-

plished by leveraging the class similarities to make knowl-

edge transfer in the model learning process. To see what

knowledge has been transferred, we show the class similar-

ities of AWA1 in Figure 4. Because of space constraints,

we select 15 source classes and visualize their similarities

to the target classes. It can be figured out that leopard is

similar to bobcat so the training samples of leopard can al-

so be utilized to learn the target class bobcat in the training
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Figure 4. The class similarities in AWA1, where 15 source classes

are selected. Each row represents the similarities of one source

class to the target classes.
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Figure 5. The class similarities in APY, where each row shows the

similarities of one source class to the target classes.

phase, thus to enable knowledge transfer. It effectively tack-

les the problem that no training images are available for the

target classes. Through such explicit knowledge transfer,

our model would be more robust to the target. Other class

similarities, i.e. killer+whale is similar to blue+whale, seal,

walrus and dolphin, are also useful knowledge to transfer in

the contrastive learning process.

The foundation on which our approach works well is

that reasonable class similarities are obtained for knowl-

edge transfer. However, the class similarities may be very

rough for some coarse-grained dataset, such as APY, so it

becomes difficult to transfer knowledge from source classes

to the target classes. That is why low zero-shot recognition

accuracy is obtained on APY for all approaches, as can be

seen from Table 2. To make it intuitive, we show the class

similarities for APY in Figure 5. It can be figured out that

the relations between source and target classes are less reli-
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Figure 6. The normalized contrastive values of some test samples obtained on AWA1, where five most similar classes are shown. The

source classes are marked with green and the target classes are marked with red. The first row in GZSL shows the target-class samples and

the second shows the source-class samples.

able. For example, among the target classes, the most sim-

ilar one to the source class building is the train. However,

buildings and trains are very different in reality. Therefore,

using the training images of building to learn the target train

would degrade our model. This may be the reason why TC-

N achieves lower performance than the state-of-the-art ap-

proach on APY. Although some incomprehensible similar-

ities exist, there are also some useful relations, i.e. bicycle

is similar to motorbike and bus is similar to train, which

ensures the relative good performance of our approach.

4.5. Visualization of Contrastive Values

Different from the visual-semantic embedding approach-

es that use fixed distance to conduct zero-shot recognition,

our transferable contrastive network automatically contrasts

one image with every class and outputs the contrastive val-

ues for image recognition. Figure 6 shows the contrastive

values of some test samples obtained on AWA1. In order

to make it intuitive, we normalize the contrastive values

and show five most similar classes, where the target class-

es are marked with red and the source classes are marked

with green. We can figure out that most images are con-

sistent with their corresponding classes and dissimilar with

other classes. For ZSL, we recognize the test samples a-

mong the target classes. As can be seen, the image ‘giraffe’

has high contrastive value with its class and has low con-

trastive values with other ones. For GZSL, we recognize

the test samples among all classes. Although we only have

source-class images for training, our model can effectively

recognize the target-class samples in the test procedure. For

example, ‘bobcat’ is effectively discriminated with source-

class leopard in GZSL task though these two classes are

very similar. We owe this success to the explicit knowledge

transfer by the class similarities. It prevents our model from

overfitting the source classes and ensures the transferable a-

bility to target classes, thus the target-class images would be

effectively recognized when they are encountered. More-

over, one image may also have relatively high contrastive

values with similar classes. For example, ‘rat’ has relative

strong activations on hamster. This shows that TCN is not

only discriminative enough to classify different classes but

also transferable to novel classes.

5. Conclusion

In this paper, we propose a novel transferable contrastive

network for generalized zero-shot learning. It automatical-

ly contrasts the images with the class semantics to judge

how consistent they are. We consider two key properties

in contrastive learning, where the discriminative property

ensures the contrastive network to effectively classify dif-

ferent classes and the transferable property makes the con-

trastive network more robust to the target classes. By ex-

plicitly transferring knowledge from source images to sim-

ilar target classes, our approach can effectively tackle the

problem of overfitting the source classes in GZSL task. Ex-

tensive experiments on five benchmark datasets show the

superiority of the proposed approach.
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