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Previous research has shown that people seldom experience privacy violations while us-
ing the Internet, such as unwanted and unknown sharing of personal information,
credit card fraud, or identity theft. With this study, we ask whether individuals’ online
privacy concerns increase and online information disclosure decreases if they experience
such a worst-case scenario. Using representative data from a five-wave panel study
(n ¼ 745), we found that people who generally experience more privacy violations
also have stronger privacy concerns (between-person differences). However, people who
experienced more privacy violations than usual in the last 6 months were only slightly
more concerned afterward and did not change their disclosure behavior afterward
(within-person effects). The need for privacy moderated these processes. We untangle
under which circumstances such experiences may be transformative, and discuss
practical and conceptual consequences of how experiences translate into concerns, but
not necessarily behaviors.
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Over the course of their lives, individuals experience moments of confidentiality
and intimacy, but also intrusions into their personal or psychological space.
Through these experiences, they develop a sense of privacy and learn to evaluate
which environments provide a high level of privacy and which do not (Wolfe &
Laufer, 1974). When physical privacy is violated, such assessments often emerge
naturally (Acquisti, Brandimarte, & Loewenstein, 2015). However, in online
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environments where informational or psychological instead of physical privacy is
invaded, such assessments are more difficult. By using social media, e-commerce
websites, search engines, or other online service platforms, individuals disclose
information and thereby create digital footprints that expose their preferences, per-
sonality, beliefs, and intentions to online service providers, governments, and other
users. Privacy is threatened because personal information is collected, sold, and
exploited for their economic value. At the same time, governments and intelligence
agencies collect these data to implement mass surveillance practices (Greenwald,
2014). Privacy risks also increase because information disclosed online is persistent,
searchable, replicable, and editable (boyd, 2008). Due to the corresponding scalabil-
ity of online information and the blurring of the public and private spheres
(Papacharissi, 2010), individuals who engage in online disclosure have a much
higher risk that their personal information will be used in unintended ways.

In the present study, we ask whether individuals who have experienced one or
more privacy violations online have higher online privacy concerns and reduce
their online information disclosure. Previous research investigating the relationship
between privacy violation experiences and privacy concerns suggests a positive but
small relationship (e.g., Awad & Krishnan, 2006; Bansal, Zahedi, & Gefen, 2007;
Büchi, Just, & Latzer, 2016; Smith, Milberg, & Burke, 1996; Xu, Teo, Tan, &
Agarwal, 2012). Most of these studies were based on cross-sectional survey studies.
The question of whether experiences change people’s privacy concerns, however,
refers not to between-person differences (as studied in cross-sectional surveys), but
within-person processes.

In this article, we aimed to extend existing privacy theory by incorporating pri-
vacy violation experiences as relevant antecedents of online privacy concerns and
online information disclosure, while taking differences in the need for informational
privacy into account. In doing so, we explicitly disentangled between- and within-
person processes to distinguish individual changes from interpersonal differences
(cf. Voelkle, Brose, Schmiedek, & Lindenberger, 2014). To empirically test such
assumptions on the between- and within-person level, a repeated-measurement
design is needed (Hamaker, Kuiper, & Grasman, 2015). We hence conducted a
representative five-wave longitudinal panel study. In doing so, we used a Bayesian
estimation approach, which allows hypotheses to be tested against regions of practi-
cal equivalence (ROPE) rather than simply against “the null” (Kruschke & Liddell,
2018).

How experiences shape cognitions, attitudes, and protective behaviors

Having an experience means witnessing a particular event that leaves a more or less
lasting impression that can be retrieved at a later point in time. Experiences can be
regarded as a knowledge resource through which individuals construct, understand,
and interpret their world. Individuals evaluate novel events or even entirely new
contexts by drawing upon prior experiences in similar events or contexts.
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Consequently, an unpleasant or traumatic personal experience should provide a
motivational basis for preventive or protective behavior (Janoff-Bulmann &
Schwartzberg, 1991). Weinstein (1989) proposed two explanations for such effects
(p. 47): First, after personal experiences of hazards, crises, or other potentially
harmful events, people judge the occurrence of such events as more probable
and view themselves as potential future victims. This, in turn, leads to an increased
interest in prevention. Second, personal experiences also lead individuals to think
about the associated risks more frequently and with more clarity—again increasing
the likelihood of engaging in preventative and protective behaviors.

The extended parallel process model (EPPM: Witte, 1998; Popova, 2012) further
contextualizes these processes and proposes that a perceived threat that might result
from a prior negative experience can lead to different responses depending on the
nature of the perceived threat and response efficacy (i.e., the belief that one can in-
deed protect oneself against the threat). If a threat is severe enough and individuals
perceive a high response efficacy, they should be motivated to protect themselves
and engage in danger control strategies. If the threat is severe but response efficacy
is low (i.e., one has the impression that one cannot do anything about it), individu-
als engage in fear control strategies instead. These include defense mechanisms
such as message avoidance or minimization (Witte, 1998).

These theories of choice have frequently been criticized for relying too heavily
on people’s ability to engage in a rational expectation-based calculus to arrive at a
decision (Loewenstein, Weber, Hsee, & Welch, 2001; Popova, 2012). More recent
approaches note that emotional (instead of rational) reactions to risk or fear often
drive behavior in unexpected and less cognitive ways (Loewenstein et al., 2001).
This is partly mirrored in studies showing that negative online experiences such as
aggressive online interactions influence people’s emotional appraisal of online risks,
but do not necessarily result in concrete actions to prevent them (Trepte, Dienlin,
& Reinecke, 2014).

Privacy violation experiences in online environments

Much research in recent years has tried to conceptualize online privacy and studied
how individuals perceive and handle privacy in online environments (for overviews,
see e.g., Bélanger & Crossler, 2011; Masur, 2018; Trepte & Reinecke, 2011; van der
Sloot & de Groot, 2018). Online privacy can be defined as an online user’s individ-
ual assessment of how accessible they are while interacting with other users and
institutions, and, whether they themselves can actively shape this level of accessibil-
ity through self-disclosure or privacy regulation (Trepte, 2020). Accordingly, we de-
fine privacy violations as unwanted access during an online interaction between an
individual Internet user and other users or institutions. Whether and what an indi-
vidual user perceives as a privacy violation crucially depends on the situation and
the context (Masur, 2018; Nissenbaum, 2010; Solove, 2004). Online environments
differ vastly with regard to how individuals interpret privacy (Choi & Bazarova,
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2014). On social media, for example, sharing personal information in interperson-
ally connected networks is a fundamental aspect of the user experience (Bayer,
Trîe: u, & Ellison, 2020). Consequently, experiences with personal data are
“consistently imbricated with others” (Marwick & boyd, 2014, p. 2). This networked
nature of online environments complicates privacy boundary management pro-
cesses because the unwanted sharing of information may be caused by turbulences
such as the intentional violation of previously established rules (e.g., sharing infor-
mation with people outside the boundary), incorrect interpretations of rules (e.g.,
erroneous assumptions about who is permitted to possess the information), the
emergence of fuzzy boundaries (e.g., through the imprecise communication of
rules), dissimilar rule orientations (due to different socialization processes), and pri-
vacy dilemmas (e.g., accidentally becoming a member of a privacy boundary) (see
communication privacy management theory; Petronio, 2002). Previous research has
shown that privacy violations are particularly related to boundary turbulences such
as stalking or harassment by others, spreading damaging rumors, and the unwanted
sharing of personal information (e.g., Chen & Atkin, 2020; Debatin, Lovejoy, Horn,
& Hughes, 2009; Trepte, Dienlin, & Reinecke, 2014).

In e-commerce settings, by contrast, buying and selling is the core purpose. This
leads to a different kind of communication oriented toward the transaction of goods
and services, and, most importantly, requires individuals to identify themselves and
provide personal information such as their address or credit card information
(Dinev & Hart, 2006). A fundamental privacy risk in this context relates to the con-
stant accumulation of personal information and metadata and corresponding sur-
veillance practices by commercial actors and institutions (Baruh & Popescu, 2017).
However, such privacy invasions are largely invisible and leave individuals uncer-
tain about whether and to what degree they should be concerned (Acquisti et al.,
2015). Previous research has thus shown that the most prevalent perceived privacy
violations refer to tangible information misuse such as financial fraud or identity
theft (e.g., Chen & Atkin, 2020; Debatin et al., 2009).

In line with the general risk literature discussed earlier, the theory of situational
privacy and self-disclosure (Masur, 2018) proposes that individuals post-
situationally evaluate whether an online environment was appropriate for disclosing
personal information and whether initial privacy regulation was successful. Here,
online information disclosure refers to how much personal information a person
shares on the Internet. Privacy regulation behaviors encompass all measures that
individuals can take to manage their online privacy (ranging from choosing
privacy-friendly over privacy-invasive platforms and applications to adapting
platform-specific privacy settings or using pseudonyms; cf. Masur, 2018). If privacy
violations occur (e.g., a recipient who was deemed trustworthy nonetheless shared
information with an unwanted audience, information spreads unexpectedly in an
environment that was initially deemed appropriate, or personal information was
misused for financial fraud), these negative privacy violation experiences will both
influence future privacy regulation behaviors (e.g., choosing other environments

Privacy Violation Experiences Online P. K. Masur & S. Trepte

52 Human Communication Research 47 (2021) 49–74

D
ow

nloaded from
 https://academ

ic.oup.com
/hcr/article/47/1/49/6017178 by guest on 20 August 2022



that are deemed more appropriate) and inform situational assessments in similar
contexts (e.g., deciding not to disclose or to disclose less information in similar
environments). We therefore argue that individuals who have experienced a privacy
violation judge the occurrence of such tangible invasions or turbulences as more
probable and view themselves as potential future victims. This should correlate pos-
itively with concerns about online privacy as well as the likelihood of engaging in
preventive behaviors (both privacy protection, such as using more strict privacy set-
tings, and minimizing online information disclosure).

Differences between individuals or behavioral changes within individuals?

It is important to note that the outlined processes refer to within-person effects: An
experience may change one’s subsequent perceptions, attitudes, and behavior.
Studies analyzing the relationship between privacy experiences and privacy con-
cerns have often adopted such a within-person perspective to develop their hypoth-
eses, but investigated between-person relationships with cross-sectional surveys
instead. Scholars have long noted this discrepancy between theoretical reasoning
and empirical investigations. Voelkle et al. (2014) noted that “[t]he vast majority of
empirical research in the behavioral sciences is based on the analysis of between-
person variation. In contrast, (. . .) the mechanisms specified by psychological theo-
ries generally operate within, rather than across, individuals” (p. 193). Therefore,
following recent panel studies that aimed to disentangle between- and within-
person effects (e.g., Dienlin, Masur, & Trepte, 2019; Keijsers et al., 2016), we explic-
itly discuss between- and within-person effects of privacy violation experiences on
privacy concerns and information disclosure.

Between-person differences

In a first step, we can ask whether people who have experienced many privacy vio-
lations differ in their concerns and behaviors from people who have experienced
few privacy violations. Prior research provides some initial support for a positive be-
tween-person relationship between privacy violation experiences and online privacy
concerns. For example, Awad and Krishnan (2006) found that 532 respondents
who believed that their privacy had been previously invaded also had stronger pri-
vacy concerns (r ¼ .12). Likewise, Bansal et al. (2007) found that more privacy inva-
sion experiences were correlated with higher concerns (b ¼ .20) using the same
single-item measure in the context of health-related information sharing in a survey
of 367 students. Xu et al. (2012) conducted a survey of 198 participants and found
that privacy violation experiences predicted privacy concerns (b ¼ .16). Likewise,
Büchi et al. (2016) found a small positive relationship between experienced privacy
breaches on Facebook and online privacy attitudes (b ¼ .21). These findings suggest
a small- to medium-sized, positive between-person relationship between privacy vi-
olation experiences and privacy concerns.
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H1a: Individuals who generally experience more privacy violations also have
stronger online privacy concerns compared to people who generally experience
fewer privacy violations (between-person relationship).

To our knowledge, however, no study has explicitly investigated whether privacy
violation experiences and online information disclosure are correlated on the
between-person level. That said, several studies have investigated the relationship
between privacy violation experiences and privacy protection behavior. For exam-
ple, based on a sample of 119 undergraduate students, Debatin et al. (2009) found
that those who reported having experienced privacy invasions (such as unwanted
advances, stalking, or harassment, damaging gossip or rumors, or theft or abuse of
personal data) also indicated having changed their Facebook privacy settings. Based
on 1,121 Swiss participants, Büchi et al. (2016) similarly found that people who in-
dicated that their privacy had been violated online also reported having imple-
mented more privacy protections, such as changing their SNS settings, using fake
names, or deleting cookies (b ¼ .41). However, this does not necessarily imply that
privacy violation experiences are negatively related to information disclosure (as-
suming that disclosing less information is a way of protecting privacy). First, active
privacy protection and information disclosure are not necessarily correlated, as they
are influenced by different antecedents (e.g., Chen & Chen, 2015; Masur, 2018).
Second, assuming that disclosing less is similar to actively protecting privacy again
adopts a within-person perspective: It is reasonable to assume that prior experiences
negatively affect information disclosure in the long run. On the between-person
level, however, it is more likely that experiencing privacy violations should be
positively related to online information disclosure, because more information dis-
closure increases the risk of becoming a victim of privacy violations. We hence
hypothesize:

H1b: People who disclose personal information more frequently also experience
more privacy violations (between-person relationship).

To identify and evaluate these between-person relationships with more precision,
it is important to control for potential differences in people’s need for informational
privacy, which can be defined as “an individual’s need to selectively control the ac-
cess of others to the individual self with the aim of achieving a desired level of phys-
ical or psychological privacy” (Trepte & Masur, 2017). Child and Petronio (2011)
similarly argue that “higher control needs are manifested in regulating privacy
boundaries by controlling the flow of information to others” (p. 30). Awad and
Krishnan (2006) found that the importance people ascribe to information transpar-
ency (a concept similar to the need for informational privacy) was indeed positively
related to online privacy concerns (r ¼ .27) and negatively related to a user’s will-
ingness to be profiled for personalized services (r ¼ �.12) or personalized advertis-
ing (r ¼ �.17). Based on 431 undergraduates, Yao, Rice, and Wallis (2007) found
that the need for privacy is positively related to online privacy concerns (b ¼ .13).
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Similarly, Yao and Linz (2008) found that the need for privacy is positively related
to privacy attitudes (b ¼ .18). We thus hypothesize:

H2a: People with a stronger need for informational privacy also have stronger
online privacy concerns (between-person correlation).
H2b: People with a stronger need for informational privacy disclose personal in-
formation online less frequently (between-person correlation).

Within-person processes

On the within-person level, we investigate the extent to which deviations from
individuals’ trait levels are related to or even affect each other in the long run. To
our knowledge, no study has explicitly investigated such intrapersonal effects.
We therefore draw upon our theoretical rationale (outlined earlier) as well as the-
oretical arguments pertaining to within-person processes in prior research—even
if the respective empirical investigation focused on between-person correlations
instead. Based on the theoretical rationale for how experiences affect subsequent
concerns and behavior—derived from Weinstein (1989), Witte (1998), and
Masur (2018)—we argue that experiencing more privacy violations than usual
(i.e., a person experiences more privacy violations at a certain point in time com-
pared to the amount of privacy violations this person usually experiences) leads
to more privacy concerns than usual (i.e., a person is more concerned that he or
she usually is):

H3a: Individuals who experienced more privacy violations in the last six months
than they usually do are subsequently more concerned about privacy than usual
(within-person correlation).

Likewise, an individual who experiences more privacy violations than usual
should subsequently disclose less than usual, because he or she should seek to
minimize the risk of again becoming a victim of further privacy violations (cf.
Masur, 2018). It is important to note that the direction of the relationship be-
tween experiences and disclosure differs depending on whether one focuses on
the between- or the within-person level. People who generally disclose frequently
also experience more privacy violations, but people who have had more negative
privacy experiences than usual should subsequently adapt their behavior to
prevent future violations. One way of minimizing these risks is to disclose less
frequently:

H3b: Individuals who experienced more privacy violations in the last six months
than they usually do subsequently disclose personal information online less
frequently than they usually do (within-person correlation).

Several scholars have argued that the need for privacy may change over time.
From a developmental perspective, an individual’s understanding and preference
for privacy can fluctuate considerably across different stages of the life course
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(e.g., Ittelson, Proshansky, Rivlin, & Winkel, 1974; Wolfe & Laufer, 1974; Yao, Rice,
& Wallis, 2007). As a person matures, their concept of privacy becomes more cogni-
tively complex (Wolfe & Laufer, 1974). In support of this, age has frequently been
found to be a significant predictor of privacy preferences (e.g., Madden, 2012;
Rainie, Kiesler, Kang, & Madden, 2013). The need for informational privacy may
likewise change over time because individuals develop more privacy literacy and
awareness (Büchi et al., 2016; Park, 2013) and mature in their understanding of
their privacy needs. Such intraindividual fluctuations in the need for informational
privacy should align with variations in people’s privacy concerns and privacy-
related behavior. We hence hypothesize:

H4a: Individuals who have a higher need for informational privacy than usual
are more concerned about privacy than usual (within-person correlation).
H4b: Individuals who have a higher need for informational privacy than usual
disclose less frequently than usual (within-person correlation).

Moderating effects of need for informational privacy

As noted earlier, dispositional need for informational privacy as well as devia-
tions across time should be related to overall privacy concerns and general disclo-
sure frequency as well as deviations in them over time. Person–situation
frameworks (cf. Masur, 2018; Rauthmann, Sherman Nave, & Funder, 2015) posit
that trait-level factors shape how individuals perceive a certain situation and in
turn how such situational perceptions affect behavioral reactions. We thus as-
sume that the need for privacy changes how individuals perceive privacy viola-
tions and, in turn, how these transformative experiences affect subsequent
concerns and behaviors. If we again distinguish between- and within-person pro-
cesses, we can identify two types of moderating processes: First, between-person
differences in the need for informational privacy could account for how strongly
experiences affect subsequent concerns or behaviors at a particular point in time.
Individuals who generally do not mind if other people or institutions have access
to personal data they disclose in online environments should judge a privacy
violation as less severe compared to individuals who feel uncomfortable being
fully identifiable (e.g., Trepte & Masur, 2017; Yao, Rice, & Wallis, 2007; Yao &
Zhang, 2008):

H5a: A stronger need for informational privacy positively moderates the
within-person effect of privacy violation experiences on online privacy
concerns (between-within interaction).

Second, intraindividual fluctuations in the need for informational privacy could
likewise influence the within-person effect of privacy violation experiences on sub-
sequent privacy concerns or information disclosure. More specifically, the effect
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may be temporarily stronger among those people who temporarily feel a stronger
need for privacy:

H5b: A stronger need for informational privacy negatively moderates the within-
person effect of privacy violation experiences on online information disclosure
(between-within interaction).

On the other hand, within-person deviations from the trait (i.e., a higher or
lower need for informational privacy than usual) should lead to a stronger or
weaker effect of privacy violation experiences on concerns or behaviors at that par-
ticular time (Laufer and Wolfe, 1977; Yao, Rice & Wallis, 2007). In other words,
privacy violation experiences may only affect people’s privacy concerns and disclo-
sure behavior if they feel more in need of informational privacy than usual at that
particular time. We hence hypothesize:

H6a: A higher need for informational privacy than usual positively moderates
the within-person effect of privacy violation experiences on online privacy con-
cerns (within-within interaction)
H6b: A higher need for informational privacy than usual moderates the within-
person effect of privacy violation experiences on online information disclosure
(within-within interaction).

Method

Sample and procedure

We conducted a five-wave longitudinal panel study from May 2014 to May 2017.1

We used the same paper-and-pencil questionnaires in each wave to survey a repre-
sentative sample of the German population (16 years and older). First, a market in-
stitute drew a sample of 14,714 potential respondents from a representative
omnibus survey (master sample of the Arbeitsgemeinschaft Deutscher
Marktforschungsinstitute, ADM) using a random last-two-digit dialing procedure.
In this CATI screening, 5,286 respondents agreed to participate in the first three
waves. The study was originally designed to be a three-wave panel survey with 6-
month intervals, but was extended after the third wave to two more waves at 1-year
intervals. 3,278 participants completed the survey at T1. Attrition rates between
waves varied between 14.25% and 31.9% (M ¼ 21.5%). In the end, 1,226 partici-
pants completed all five waves (Tables S1–S3 in the OSM present sample sizes, attri-
tion rates, and demographic composition at each wave). However, we had to
exclude some participants who provided inconsistent birthdates and gender across
the study (n ¼ 45). The following analyses are based on the subsample of respond-
ents who reported using the Internet at all five waves (n ¼ 955). Within this sub-
sample, we excluded participants who did not provide answers to at least half of the
items on any of the scales (i.e., systematic missing values; n ¼ 226). The final sam-
ple thus consisted of 745 respondents (Mage ¼ 55.7 years old, SD ¼ 14.3, range ¼
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16–90; 44.3% female; 61.6% had the highest form of school leaving certificate in
Germany). In this subset, the percentage of missing values was 0.21%. All missing
values could be considered missing completely at random based on visual inspec-
tion of the missingness patterns (see OSM, Figure S2) and the Hawkins and non-
parametric tests. Thus, applying a multiple imputation approach, we created four
imputed datasets using the bootstrapped expectation-maximization approach
implemented in the package Amelia II (Honaker & King, 2010), which considers
potential time trends in panel data. Although multiple imputation and thus pooling
across models is not straightforward when a frequentist approach is applied, it is
somewhat trivial when using a Bayesian framework (see below for further informa-
tion). Pooled results can be achieved by combining the posterior samples of the
models estimated on the basis of each imputed dataset.

Measures

This study was part of a larger panel study in which several measures of privacy
attitudes, perceptions, and behaviors as well as other psychological concepts were
collected.2 We conducted factor analyses for all latent concepts and evaluated model
fit according to the guidelines proposed by Hair, Black, and Rabin (2010, p. 584).
After checking factorial validity and reliability, we computed sum or mean scores
for each variable. Item formulations, zero-order correlations, and further descriptive
analyses can be found in the OSM (Tables S5–S15).

Privacy violation experiences
To assess how often participants had experienced privacy violations, we asked them
the following question: “Within the last 6 months, how often did you experience the
following things on the Internet?” Prior research has identified identity theft, finan-
cial fraud, and unwanted sharing of personal information as the most frequently ex-
perienced privacy violations (e.g., Chen & Atkin, 2020; Debatin et al., 2009; Trepte,
Dienlin, & Reinecke, 2014). We hence presented participants with five items that
captured these typical privacy violations (e.g., “Someone else obtained information
about you on the Internet that was not meant for this person [e.g. employer, fam-
ily]”). Participants indicated the frequency with which they had experienced these
things in the last 6 months on a 5-point scale ranging from 0 (never) to 4 (four
times or more). Due to the formative nature of this measure, we computed the total
number of privacy violation experiences per wave by summing up all five items for
each wave (Ms ¼ 0.29–0.36, SDs ¼ 0.83–0.97).

Half of the participants (51.3%) indicated that they did not experience any of
these privacy violations over the course of the study. Furthermore, 17.1% experi-
enced only one and 9.0% only two privacy violations during the five waves of the
study. Only 22.6% reported having experienced more than two privacy violations
over the course of the entire study. The two most frequently experienced privacy
violations were someone else obtaining information about oneself that was not
meant for them (e.g., employer, family. . .) and someone else posting pictures of the
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respondent on the Internet without their consent. The intraclass correlation coeffi-
cient (ICC) revealed considerable within-person changes in experienced privacy
violations across the study, because only 39.2% of the total variance could be attrib-
uted to between-person differences (ICC ¼ 0.39). Importantly, this measure is ret-
rospective because it focuses on people’s experiences during the 6 months prior to
the actual assessment. In light of this, within-person correlations between experien-
ces and privacy concerns or behaviors can be interpreted as (short-term) longitudi-
nal effects of privacy violation experiences on concerns and behaviors. As the
following measures of online privacy concerns and online information disclosure
assess people’s attitudes and behaviors at each measurement point, they can be
influenced by past experiences, but not vice versa.

Online privacy concerns
Drawing upon prior instruments (e.g., Buchanan, Paine, Joinson, & Reips, 2007),
we developed a new scale for measuring privacy concerns on both the vertical level
(i.e., with regard to online service providers and governments) and horizontal level
(i.e., with regard to other Internet users). We used three items each to measure ver-
tical (e.g., “How concerned are you that institutions or intelligence services will col-
lect and analyze data that you have disclosed on the Internet?”) and horizontal
privacy concerns (e.g., “How concerned are you that people who you do not know
might obtain information about you because of your online activities?”).
Respondents indicated their concerns on a 5-point scale ranging from 1 (not at all
concerned) to 5 (very concerned). We tested the factorial validity of the scale using
confirmatory factor analysis (CFA). Given the multidimensional structure of the
concept, we estimated a second-order factor model for each wave. Factor loadings
were constrained to be equal across waves to ensure factorial invariance. The model
fit the data well, v2(345) ¼ 836.11, <.001; CFI ¼ .97; TLI ¼ .96; RMSEA ¼ .05,
90% CI [.04,.05]; SRMR ¼ .04. Comparing this constrained model to an uncon-
strained model did not reveal a significant difference (v2(20) ¼ 19.29, p ¼ .503),
suggesting that factorial invariance was given for the measure across the five waves.
The second-order factor had high reliability, because the proportion of the total
score explained by the second-order factor was xL1 > 0.85 in all five waves.
McDonald’s x for the subdimensions (horizontal vs. vertical) was between .74 and
.89. The average variance extracted was consistently above .52, suggesting good con-
vergent validity. Given the high reliability on the second-order level, we computed
mean privacy concerns scores for each wave (Ms ¼ 3.49–3.67, SDs ¼ 0.93–0.94).
Online privacy concerns were relatively stable across the study (ICC ¼ 0.70).

Online information disclosure
In the “Special Eurobarometer” (European Commission, 2015), an ongoing repre-
sentative survey of the European Union’s population with regard to privacy-related
topics, online information disclosure is measured by asking respondents to indicate
whether they have disclosed certain kinds of information to online shopping and
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SNS providers. We assessed online information disclosure in a similar way by ask-
ing participants to indicate how often they share certain types of information on
the Internet (e.g., first name, last name, financial information, medical information,
photos. . .). Respondents indicated the frequency with which they disclosed each
item on a 5-point scale ranging from 1 (never) to 5 (daily). Due to the formative na-
ture of this measure, we computed an overall mean score reflecting the average fre-
quency of disclosing personal information on the Internet (Ms ¼ 2.17–2.28, SDs ¼
0.58–0.65). Similar to online privacy concerns, a large share of the variance was
explained between-person differences (ICC ¼ 0.61)

Need for informational privacy
We used the first subdimension of the Need for Privacy Questionnaire (Trepte &
Masur, 2017), which consists of four items (e.g., “I do not want my personal data to
be publicly available” and “Not everyone needs to know everything about me”).
Participants answered each item on a 5-point scale ranging from 1 (do not agree
at all) to 5 (totally agree). The scale’s factorial validity was tested by computing a
unidimensional CFA. Factor loadings were constrained to be equal across waves
to ensure factorial invariance. The unidimensional model fit the data well, v2(132)
¼ 553.67, p < .001; CFI ¼ .94; TLI ¼ .92; RMSEA ¼ .07, 90% CI [.06,.07]; SRMR
¼ .05. Comparing the constrained and unconstrained models yielded a small
but significant difference (v2(12) ¼ 24.03, p ¼ .020). However, given that the
constrained model still fits the data well, we concluded that the scale exhibited satis-
factory factorial invariance across the five waves. McDonald’s x for the measure
was between .85 and .94. The average variance extracted was consistently above .57,
suggesting good convergent validity. Need for informational privacy fluctuated con-
siderably across the five waves (Ms ¼ 4.24–4.32, SDs ¼ 0.78–0.84; ICC ¼ 0.41).

Bayesian estimation framework

We employed a Bayesian estimation framework to test all our hypotheses. In con-
trast to the frequentist approach, Bayesian estimation derives posterior probability
distributions instead of point estimates. Therefore, it allows for assessing not only
the most probable value (e.g., the median of the distribution; Mdn), but also the
probability of any other value (including but not limited to the null value).
Following recommendations by Kruschke and Liddell (2018), we did not test
whether an effect is “anything-but-null” (i.e., the null hypothesis significance testing
approach), but defined ROPE in which the effect size would be deemed negligible.
In line with Kruschke and Liddell (2018), we set these ROPEs to range from –0.1 to
0.1 of each standardized dependent variable (as a smaller coefficient would denote a
negligible effect size according to Cohen (1988). Hence, the ROPEs differ depending
on the dependent variable being considered (online privacy concerns or informa-
tion disclosure) and whether between- or within-person effects are being estimated.
The exact ROPE boundaries for each relationship are listed in Tables 1 and 2. We
summarize the posterior distributions using the median (i.e., the most probable
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value) and 90% highest density intervals (HDIs), which indicate which points of the
distribution are most credible in the sense that they cover most of the distribution.
We consider our hypotheses confirmed if the overlap between the 90% HDIs and
the ROPEs is less than 2.5% (Makowski, Ben-Shachar, & Lüdecke, 2019). This is a
stricter testing approach than simply testing whether the effect is different from
zero, as we effectively test whether the effect is stronger than a specific threshold
(i.e., a small effect size according to Cohen [1988]).

Data analysis and variable coding

Based on our theoretical reasoning, we sought to separate the between- and within-
person variance in the measured variables. This was achieved by analyzing the lon-
gitudinal data using the within-between random-effect model (WB-REM; Bell,
Fairbrother, & Jones, 2019). Data obtained from longitudinal panel surveys can be
regarded as hierarchical because measurements (Level 1) are nested within individ-
uals (Level 2). In a first step, we computed each person’s mean on each variable
across the five measurement points. In a second step, we computed each person’s
deviations from these aggregated measures at each measurement point. Finally, us-
ing a multilevel modeling approach with random intercepts, we estimated both the
between- and within-person effects.

In the absence of an established literature to guide our choice of priors (except
for the handful of studies with comparatively small sample sizes), we ran all models
using noninformative flat priors (the brms default) for all estimated parameters. We
estimated two Bayesian linear multilevel regression models for each dependent vari-
able (online privacy concerns and online information disclosure). We first predicted
online privacy concerns using privacy violation experiences and the need for infor-
mational privacy (Model 1). We then added interactions between (a) privacy viola-
tion experiences (within) and need for informational privacy (between) and (b)
privacy violation experiences (within) and need for informational privacy (within)
(Model 2). Similarly, we first predicted online information disclosure using privacy
violation experiences and the need for informational privacy (Model 3), before add-
ing the interactions (Model 4). Prior research has shown that both online privacy
concerns and online information disclosure can depend heavily on socio-
demographic characteristics (e.g., Madden, 2012; Rainie, Kiesler, Kang, & Madden,
2013). Thus, to account for potential confounds, we included age, gender, and edu-
cation as control variables in all models.

For each model, we conducted two Markov chain Monte Carlo (MCMC) simula-
tions per imputed dataset, resulting in eight final chains (10,000 iterations each,
burn-in periods of 1,000 steps, and a thinning rate of 4).3 Visual examination of the
chain trajectories (see OSM, Figures S3–S6) and Rhat values consistently close to 1
suggested converging results. Posterior predictive checks, which simulate data un-
der the fitted model and then compare these to the observed data, revealed no sys-
tematic discrepancies (see OSM, Figures S7–S10).
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Results

Between-person differences

H1a predicted a positive between-person relationship between privacy violation
experiences and online privacy concerns. The results for the most probable values
suggested a small to moderate positive relationship (Mdn ¼ 0.17, 90% HDI
[0.10,0.24], see Table 1). Furthermore, 0% of the posterior distribution fell inside
the ROPE, suggesting a high probability that the effect was greater than “small” (see
Figure 1, upper panel). Hence, H1a was supported. H1b assumed that privacy viola-
tion experiences were positively correlated with online information disclosure. The
effect on information disclosure was considerably smaller than the effect on privacy
concerns. Although 90% (or 95% respectively) of the posterior distribution did not
include zero (Mdn ¼ 0.08, 90% HDI [0.04,0.13], see Table 2), 8% of the HDI over-
lapped with the ROPE. It is thus uncertain whether the effect is large enough to be
of theoretical relevance (Figure 1, lower panel). Hence, H1b was not supported.

H2a predicted a positive between-person relationship between the need for infor-
mational privacy and online privacy concerns. The results revealed a strong positive
relationship (Mdn ¼ 0.58, 90% HDI [0.51,0.65], 0% in ROPE, see Table 1). Hence,

Figure 1 Posterior distributions of Models M1 predicting online privacy concerns (above)
and M3 predicting online information disclosure (below). Dark areas represent the 90%
HDIs. Gray bars represent ROPEs.
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people who generally had a higher need for informational privacy were also gener-
ally more concerned about their privacy. Hence, H2a was supported. Furthermore,
in line with H2b, we found that a higher need for informational privacy was nega-
tively related to online information disclosure (Mdn ¼ –0.23, 90% HDI [–0.28, –
0.19], 0% in ROPE, Table 2). People who generally reported having a high need for
informational privacy also disclosed less information on average. Hence, H2b was
supported.

Within-person processes

H3a argued that a person who experienced more privacy violations than usual in
the last 6 months should also exhibit greater privacy concerns than usual. Although
90% (or 95% respectively) of the posterior distribution did not include zero (Mdn
¼ 0.03, 90% HDI [0.01, 0.05]), 89% of the HDI overlapped with the ROPE (see
Figure 1). Hence, the effect was very small and H3a was not supported.
Furthermore, disconfirming H3b, more privacy violation experiences in the last 6
months did not change subsequent disclosure behavior (Mdn ¼ 0.01, 90% HDI
[0.00, 0.03], 100% in ROPE, see Figure 1 and Table 2].

H4a predicted that people who reported a higher need for informational privacy
than usual would also exhibit more privacy concerns than usual. The posterior dis-
tribution suggested a small positive correlation (Mdn ¼ 0.08, 90% HDI [0.05,0.10],
0% in ROPE, Table 1). Hence, H4a was supported. However, disconfirming H4b, a
higher need for informational privacy than usual was not related to deviations in
disclosure behavior (Mdn ¼ –0.02, 90% HDI [–0.04, 0.00], 91% in ROPE, Table 2).

Moderation analyses

H5a posited that trait need for informational privacy positively moderates the
within-person effect of privacy violation experiences on privacy concerns. However,
the posterior distributions for the interaction included zero (Mdn ¼ 0.00, 90% HDI
[–0.04, 0.03]), and the HDI was completely within the ROPE (see Table 1). Hence,
H5a was not supported. However, in line with H5b, we found that a higher need for
informational privacy than usual positively moderated the within-person effect of
privacy violation experiences on online privacy concerns (Mdn ¼ 0.08, 90% HDI
[0.04, 0.12]). Although the interaction term’s HDI overlapped with the ROPE by
5%, the HDI of the within-person effect of privacy violation experiences on con-
cerns fell almost completely outside of the ROPE when the need for informational
privacy was one standard deviation higher than usual (Mdn ¼ 0.07, 90% HDI [0.04,
0.10], 2% overlap with ROPE; see Figure 2a). This suggests that among people with
a higher need for informational privacy than usual, more privacy violation experi-
ences in the last six months positively affected their subsequent online privacy con-
cerns. Hence, H5b was supported.

Disconfirming H6a, trait need for informational privacy did not moderate the
within-person effect of experiences on disclosure (Mdn ¼ 0.02, 90% HDI [–0.01,
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0.04], 89% in ROPE, Table 2). H6b posited that a higher need for informational pri-
vacy than usual negatively moderates the within-person effect of privacy violation
experiences on information disclosure. Although the posterior distribution of the
interaction did not include the zero (Mdn ¼ –0.04, 90% HDI [–0.07, –0.01]), 38%
of the HDI overlapped with the ROPE (Table 2). Based on Figure 2b, it seems that
among people who reported a lower need for informational privacy than usual, the
most probable within-person effect of privacy violation experiences on information
disclosure was positive. However, if such an effect exists, it is probably negligible.
Hence, H6b was not supported.

Discussion

In the present study, we extend privacy theory by incorporating privacy violation
experiences as antecedents of both online privacy concerns and online information
disclosure. We argue that it is important to disentangle between- and within-person
processes because a between-person relationship (e.g., people who experience more
privacy violations are also more concerned about privacy) does not necessarily im-
ply that experiencing a privacy violation subsequently changes people’s concerns or
behaviors (within-person effects). Applying a longitudinal panel design with a rep-
resentative sample, we found a positive between-person relationship between the
number of privacy violation experiences and online privacy concerns. On the
within-person level, however, we found only small effects of previous privacy

Figure 2 Conditional interaction plots based on Models M2 and M4. (a) Moderating effect
of need for inf. privacy (within) on the effect of privacy violation experiences (within) on
online privacy concerns; (b) Moderating effect of need for inf. privacy (within) on the effect
of privacy violation experiences (within) on online information disclosure. Need for
informational privacy (within) is separated into mean (0) and mean 6 SD (60.57). The
dark lines represent the medians of the conditional effect posterior distributions.
Transparent areas represent 90% HDIs.
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violation experiences on subsequent online privacy concerns and no substantial
effects on online information disclosure. These findings suggest that if individuals
have more privacy violation experiences than usual, their concerns increase slightly,
but only when their need for informational privacy is also higher than usual. A
change in subsequent online information disclosure, however, was very improbable.
This implies that negative experiences can increase people’s online privacy concerns
to at least some degree, but might not necessarily change their behavior.

We believe that these results have important implications for future privacy re-
search. Privacy theory and research have long engaged with the fundamental ques-
tion of how individuals balance their desired and achieved level of access and how
this observed (im)balance transforms into behavior (Altman, 1975; Marwick &
boyd, 2014; Masur, 2018; Petronio, 2002; Trepte & Reinecke, 2011). When individ-
uals’ privacy is violated, a tremendous burden is placed upon them. Such experien-
ces not only shatter subjective conceptions of privacy by violating individually
constructed boundaries, but the individual now also has to take this experience into
account in all subsequent privacy appraisals and actions. Yet, an important implica-
tion of this work is that privacy violations do not necessarily result in less informa-
tion disclosure. We believe that the weak transformative power of privacy violations
observed in this study has substantial implications for privacy theory. The general
literature on risk perceptions has shown that threat appraisals and responses de-
pend on the severity ascribed to a negative experience and one’s perceived efficacy
in reacting to it. However, this knowledge has not yet been sufficiently translated
into privacy theories and empirical studies (including this study). For example,
O’Brien and Mileti (1992) specified that experiencing a natural disaster does not al-
ways lead to higher risk perceptions and protective responses. Their findings sug-
gest that if the experienced event did not negatively affect residents, they often
thought that they would also be able to avoid the negative consequences of future
events. According to Wachinger, Renn, Begg, and Kuhlicke (2013), “this shows that
it is less the experience ‘in itself,’ but rather the severity of the personal consequen-
ces experienced in past events that shapes the respondents’ perceptions” (p. 1052).

The EPPM similarly suggests that perceived threat and response efficacy are key
to determining people’s behavioral response (Witte, 1998). In this regard, our find-
ings could be interpreted as follows: Privacy violations that online users frequently
experience (and that we were hence able to measure) do not necessarily lead to se-
vere consequences and can often be solved by taking simple corrective measures
(e.g., flagging unwanted users, asking other users to delete posts. . .). Furthermore,
it is possible that despite appraising such violations as a threat, individuals feel un-
able to do anything about it. More recent research has shown that the inability to
avoid participating in social media and e-commerce and protect one’s privacy in all
situations and contexts may lead to low self-efficacy and a form of privacy cynicism
(Hoffmann, Lutz, & Ranzini, 2016). People may thus engage in fear control strate-
gies such as message avoidance instead of danger control strategies such as active
privacy protection or information control (cf. Witte, 1998).
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That said, we believe our findings also highlight another gap in the literature:
Predominant theories of online privacy often assume that people’s privacy behavior is
based on rational decision-making. The privacy calculus literature, for example,
argues that people’s privacy-related behaviors are determined by risk–benefit calcula-
tions (Dienlin & Metzger, 2016; Dinev & Hart, 2006). From this perspective, online
users might still perceive that the benefits of disclosing information outweigh the risks
as predictors of self-disclosure—even when they have actually experienced a privacy
violation in the past. However, our results call this rational decision-making proce-
dure into question. The complexity of online environments and the fact that informa-
tion disclosure is a fundamental driving force of online interactions in both social
and commercial contexts may not permit a rational response in the form of protective
behavior. To avoid constant deliberation, online users may assess privacy challenges
using heuristics rather than elaborate risk–benefit calculations (Metzger & Suh, 2017;
Sundar, Kang, Wu, Go, & Zhang, 2013). Users may acknowledge that their online
communication behavior encompasses a loss of privacy, but not necessarily experi-
ence other severe consequences. They may hence reason based on sunk costs, that is,
continue to engage in similar behavior because experiencing harm is inevitable.

Limitations and future perspectives

First, we focused on five rather general examples of online privacy violations that
we believed could occur in different online environments. However, there may be
more specific privacy violations (or subtler privacy invasions) we neglected in this
study. More specifically, our measure reflects privacy violations individuals typically
experienced in 2014, when we began the data collection. Since then, new types of
violations may have emerged (e.g., unwanted identification by face recognition soft-
ware; intrusion of insecure Internet of Things [IOT] devices such as smart speakers
or connected cars into private spheres such as one’s home or car). Qualitative
approaches could help to gain a better understanding of what people consider to be
a privacy violation today.

Second, what people perceive as a privacy violation may differ depending on the
platform being used (e.g., WhatsApp, Facebook, Twitter, health forums. . .), the
channel the person is using to communicate (e.g., private message, group chat, pub-
lic post. . .), their cultural background, or who committed the violation. In our
study, we investigated how relatively specific privacy violations affect general pri-
vacy concerns and general information disclosure, which could explain the compar-
atively small effect sizes. Future research should aim to contextualize privacy
violations, concerns, and behaviors in order to investigate potential differences
across platforms, contexts, and situations.

Third, it is important to consider that within-person relationships may change
over time. Changes in personality or disruptive events (e.g., the Snowden revela-
tions or Cambridge Analytica scandal) may change how severely people judge cer-
tain privacy violations and whether these experiences affect concerns or behaviors.
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Although our study showed no changes in the within-person relationships over the
course of the study (bear in mind that privacy violations occurred only very rarely),
future investigations should explore whether long-term developments (e.g.,
experiencing a privacy violation for the first time vs. cumulative experiences) affect
the strength of within-person processes.

Fourth, we focused on online information disclosure as behavioral outcome.
Although prior work has suggested that managing disclosure behavior in online envi-
ronments (e.g., minimizing information disclosure) is a form of privacy regulation
(Masur & Scharkow, 2016), it nonetheless represents only one way of handling poten-
tial risks. Given that the disclosure of personal information is a requirement for most
online services, privacy violation experiences might affect people’s privacy regulation
behavior (e.g., refraining from using certain services, implementing stricter privacy
settings, limiting access to disclosures) more than information disclosure itself.

Fifth, and in line with our discussion of Witte’s EPPM, it is important to note
that we did not investigate whether response efficacy moderates the effect of risk
appraisals on subsequent behavior. Future research should take response efficacy
into account, as experiences may only affect behavior if perceived efficacy to do
something about them is high.

Finally, our study was based on self-reports. However, recall of behaviors can be
biased. Even if we would have found an effect of previous experiences on subse-
quent behaviors, this could also be interpreted as indicating people want to believe
they are disclosing less after a privacy violation, even though their actual disclosure
behavior has not changed. Future research should aim to employ more objective
measures such as tracking individuals’ behavior.

Conclusion

Our five-wave panel study revealed that typical privacy violations happen very
rarely online. People who experience privacy violations online also report higher
privacy concerns compared to those who rarely experience privacy violations on-
line, but do not disclose less. We found that experiencing more than usual viola-
tions in the last 6 months slightly increases privacy concerns, but only if the need
for informational privacy is simultaneously higher than usual. Unexpectedly, more
privacy violation experiences did not change subsequent disclosure behavior, not
even if the need for informational privacy was higher than usual. Our study there-
fore suggests that the potential of experiences to transform online communication
is less strong than existing theories and findings from primarily cross-sectional
studies assume. Future researchers should extend our work by investigating the in-
fluence of threat severity, response efficacy (potentially operationalized as privacy
self-efficacy and privacy cynicism) on the experience–behavior link and focus on
both protection and fear control strategies as behavioral outcomes.

We believe that our theoretical analysis and empirical findings further highlight
the importance of differentiating between- and within-person associations—
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particularly in longitudinal panel studies. Such a distinction allows researchers to
align their analyses more closely with theoretical assumptions. This applies not only
to research on the effect of privacy violation experiences on subsequent privacy be-
havior, but to privacy research in general. We thus urge future privacy research to
critically address the discrepancy between theoretical within-person reasoning and
the predominant empirical strategy of investigating between-person differences.
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Notes

1. A project page on the Open Science Framework (https://osf.io/e8f9v/) includes
scripts and reproducible versions of the manuscript and the online supplement
document (Online Supplemental Material, OSM) including additional informa-
tion, tables, figures, and analyses (https://osf.io/d6zse/). The data was published
on GESIS Datorium (https://doi.org/10.7802/2117).

2. Other publications linked to the project can be accessed at: https://osf.io/
4wabh/

3. Although we simulated eight chains and thus automatically obtained large sam-
ple sizes, we nonetheless used 9,000 iterations after warm-up to ensure effective
sample sizes close to 10,000 after thinning (following recommendations by
Kruschke, 2014). A thinning rate of four was implemented to reduce autocorre-
lation and increase the efficiency of the chains. In addition to the models
reported in the paper, we also estimated models including lagged effects. As
they did not fundamentally alter our inferences, they are reported as additional
analyses in the OSM (Tables 20 and 21; https://osf.io/d6zse/).
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