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Interleaving and Limited Feedback for Interference
Mitigation in Multiantenna MC-CDMA Systems
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Abstract—In this paper, we propose transmit processing tech-
niques based on novel switched interleaving, chipwise linear
precoding, and limited feedback for both downlink and up-
link multicarrier code-division multiple access (MC-CDMA)
multiple-antenna systems. We develop transceiver structures with
switched interleaving, linear precoding, and detectors for both
uplink and downlink using limited-feedback techniques. In the
proposed schemes, a set of possible chip interleavers is constructed
and prestored at both the base station (BS) and mobile stations
(MSs). For the downlink, a new hybrid transmit processing tech-
nique based on switched interleaving and chipwise precoding is
proposed to suppress the multiuser interference. The BS and MSs
are also equipped with another codebook of quantized down-
link channel-state information (CSI). Each MS quantizes its own
downlink CSI and feeds the index back to the BS through a
low-rate feedback channel. Then, the selection function at the
BS determines the optimum interleaver based on the CSI of all
users. Moreover, a transmit processing technique for the uplink
of multiple-antenna MC-CDMA systems, which requires a very
low rate of feedback information, is also proposed. Codebook
design methods for both interleavers and quantized CSI are also
proposed. Simulation results show that the performance of the
proposed techniques is significantly better than prior art.

Index Terms—Chip interleaving, interference suppression,
limited feedback, multicarrier code-division multiple access
(MC-CDMA), multiple-antenna systems, precoding.

I. INTRODUCTION

FUTURE generations of broadband wireless systems are

expected to support a wide range of services and bit rates

by employing a variety of techniques that can achieve the high-

est possible spectrum efficiency [1]. Multicarrier code-division

multiple access (MC-CDMA), which is a combination of or-

thogonal frequency-division multiplexing (OFDM) and code-
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division multiple access (CDMA), has been attracting much

attention [2]. The benefits of MC-CDMA include high spectral

efficiency, easy adaptation to severe channel conditions without

complex detection, and robustness to intersymbol interference

(ISI) and fading caused by multipath propagation [3]. There

are several variations of MC-CDMA, e.g., multicarrier direct-

sequence CDMA (MC-DS-CDMA) proposed by DaSilva and

Sousa [4] and multitone CDMA proposed by Vandendorpe [5].

These signals can easily be transmitted and received using the

fast Fourier transform (FFT) without increasing the transmitter

and receiver complexities and have the attractive feature of high

spectral efficiency. Giannakis et al. proposed the generalized

multicarrier (GMC) CDMA system and afforded an all-digital

unifying framework, which encompasses single-carrier (SC)

and several MC-CDMA systems [6].

Moreover, transmit processing techniques that are imple-

mented at the base station (BS) with multiple antennas have

received wide attention, because they require a simple receiver

at the mobile station (MS). This condition leaves the BS with

the task of precoding the signals in view of suppressing the

multiuser interference (MUI) and adapting to the propagation

channels. The essential premise of using transmit processing

techniques is the knowledge of the channel-state information

(CSI) at the transmitter. In time-division duplexing (TDD)

systems, CSI can be obtained at the BS by exploiting reciprocity

between the forward and reverse links. In frequency-division

duplexing (FDD) systems, reciprocity is usually not available,

but the BS can obtain knowledge of the downlink user channels

by allowing the users to send a small number of feedback

bits on the uplink. The limited-feedback approach has widely

been investigated in multiuser multiple-input–multiple-output

(MIMO) systems [7]–[12]. In particular, [8], [9], and [12] allow

users to quantize some function of downlink CSI and send

this information to the BS. When the channel is quantized,

the user signals cannot perfectly be orthogonalized due to

inherent quantization errors, the residual interference affects

the system performance considerably, and it also requires a

significant amount of bits for satisfactory performance. Thus,

novel schemes that require a low rate of feedback bits, which

can give better performance, are needed.

To the best of our knowledge, in the literature, no pre-

processing works have considered the signal interleaving

in the time domain, together with spatial processing for

MC-CDMA systems. In this paper, we propose, for the

first time, novel transmit processing techniques based on a

0018-9545/$26.00 © 2011 IEEE



1560 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 60, NO. 4, MAY 2011

switched-interleaving algorithm for both downlink and uplink

MC-CDMA multiple-antenna systems. In the proposed

schemes, a set of chip interleavers are constructed and prestored

at both the BS and MSs. During the transmission, the optimum

interleaver is chosen by the selection function at the BS. For the

downlink systems, the summary of the contributions is listed as

follows.

• A new hybrid transmit processing technique based on

switched-interleaving and chipwise precoding techniques

that require the feedback quantized CSI of all users is

proposed to suppress the MUI.

• The relevant linear minimum-mean-square error (MMSE)

receiver is designed for symbol recovery at the MS [13].

• Taking into account the interleaving and transmit pre-

coding, we compute the effective spreading codes and

obtain the received signal-to-interference-plus-noise ratio

(SINR) as the selection criterion for choosing the optimum

interleaver.

• We show the ability of the proposed downlink algorithm

to deal with the channel estimation error at the receiver.

Note that preprocessing techniques for the uplink transmis-

sion are relatively unheeded due to the limitation of MS. To

this end, we also propose a transmit processing technique and a

transceiver for the uplink of multiple-antenna MC-CDMA sys-

tems, which requires a very low rate of feedback information.

In particular, we will show that the proposed uplink scheme is

very efficient and simple to design. The contributions for the

uplink are summarized as follows.

• Instead of sending the quantized CSI, the BS feeds the

index that corresponds to the optimum interleaver back to

the MSs. The users will send data by using the interleaver

that corresponds to the index that was sent from the BS in

this particular channel situation.

• A preprocessing technique based on the proposed

switched-interleaving scheme with low-rate feedback in-

formation is developed.

• We also present a design algorithm for the selection func-

tions and the MMSE receivers for the uplink.

In addition, several chip-interleaving codebook design meth-

ods and channel quantization schemes are proposed for the

downlink and uplink. Note that the codebooks are designed

offline and each user applies the same optimum interleaver to

process the symbols. The simulations show that the perfor-

mance of the proposed techniques is significantly better.

This paper is structured as follows. Sections II and III

describe the system models, the precoders and MMSE re-

ceivers, and the selection of parameters and optimization for the

proposed downlink and uplink schemes, respectively. Limited-

feedback timing structures and techniques for designing code-

books are described in Section IV. The simulation results are

presented in Section V. Section VI draws the conclusions.

The superscripts (.)T , (.)∗, (.)−1, (.)†, and (.)H de-

note the transpose, elementwise conjugate, matrix inverse,

Moore–Penrose pseudoinverse, and Hermitian transpose, re-

spectively. Bold symbols denote matrices or vectors. The sym-

bols ⊗, E[.], |.|, ‖.‖, ℜ(.), sgn{.}, (.)!, and IM represent

the Kronecker product, expectation operator, norm of a scalar,

norm of a vector, selecting the real part, signum function,

factorial operator, and M × M identity matrix, respectively.

The operations (:, y), (x, :), and (.)x denote taking the yth

column of a matrix, the xth row of a matrix, and the xth

element of a vector, respectively. The operation (x : y) denotes

generating a new vector by taking the elements from the xth to

the yth entries of a vector.

II. DOWNLINK TRANSMISSION AND RECEPTION

In this paper, we assume that the systems have control and

feedback channels that can provide the required information.

In practice, most standards have such channels [14]–[16]. The

proposed downlink limited-feedback-based MC-CDMA multi-

antenna model is presented in Fig. 1, left-hand side, where the

solid line represents the transmission link, and the dashed line

represents the limited-feedback link. We consider that the BS is

equipped with multiple antennas and the MS is equipped with a

single antenna, because the MSs are less likely to be equipped

with multiple antennas than the BS. All the MSs and the BS

are equipped with the codebook of quantized CSI and the same

codebook of chip interleavers. The proposed downlink system

works as follows.

• Each user selects an index from the codebook of the

quantized CSI based on the downlink channel estimation

and relays it to the BS by a limited-feedback channel.

• The feedback quantized CSIs are employed to compute the

chipwise transmit precoder and the selection function to

calculate and choose the index of the optimum interleaver

from the codebook of interleavers at the BS.

• The downlink data is operated by the optimum interleaver,

and the BS broadcasts the index of the optimum interleaver

to all the MSs prior to data transmission.

A. Proposed Downlink System Model and Chipwise Precoder

The downlink transceiver structure of the proposed scheme

is presented on the right-hand side of Fig. 1. We consider an

uncoded synchronous binary phase-shift keying (BPSK) MC-

CDMA system with K users, N chips per symbol, and Nt

transmit antennas, where the N × 1 vectors s1, . . . , sK denote

the spreading codes. We assume that each block contains M

symbols and that bk(i) = [b
(k)
1 (i), . . . , b

(k)
M (i)]T denotes the

ith block data for user k, b
(k)
m (i) ∈ {±1}, m = 1, . . . , M , k =

1, . . . , K. Here, we drop the index i for notation simplicity.

For each user, the chip interleaver permutes one block of chips

per time. The permutated chips of user k before the precoding

procedure are given by

x
(l)
k = AkPlSkbk (1)

where the quantity Ak is the amplitude that is associated with

user k. The matrix Pl denotes the lth MN × MN interleaving

matrix that is designed by the interleaving patterns of the

codebook, where l = 1, . . . , 2B , B is the number of bits to

represent the index of the interleaver, and 2B is the length of

the interleaver codebook. The quantity Sk = sk ⊗ IM is the
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Fig. 1. Proposed downlink limited-feedback-based multiple-antenna MC-CDMA model and transceiver structure.

MN × M spreading code matrix. We define the K × MN

matrix X(l) = [x
(l)
1 , . . . ,x

(l)
K ]T , which consists of a block of

permutated chips of all the users. Through the MN -point

FFT and inverse fast Fourier transform (IFFT) and a cyclic

prefix, the multipath fading channel can be divided into MN
narrowband channels in the frequency domain [17], where we

define a K × Nt matrix Dβ as the equivalent channel matrix of

the βth chip or subcarrier β = 1, . . . , MN . The K × 1 received

vector cβ,l that consists of the βth received chips of all the users

before deinterleaving denotes

cβ,l = DβGβX(l)(:, β) + ñβ (2)

where ñβ denotes the K × 1 noise vector, and Gβ is the Nt ×
K precoding matrix of the βth chip. In this paper, the zero-

forcing precoding is employed [7], which is given by

Gβ =

√
√
√
√

U

Tr
(

G′
βGH′

β

)G′
β (3)

where G′
β = D

†
β , and U denotes the transmit power constraint

U = E[‖X(l)(:, β)‖2].

B. Effective Spreading Code and Linear MMSE Receiver

We rewrite Gβ as Gβ = [g
(β)
1 , . . . ,g

(β)
K ], where g

(β)
k is the

Nt × 1 precoding vector for the kth user, and we define that

the MN × 1 vector s̄k is generated by stacking M copies

of the kth user’s spreading code vector on top of each other.

The interleaved spreading code vector is given by pk,l = Pls̄k.

We obtain the MN × 1 deinterleaved effective spreading code

vector of the kth user for the lth interleaver that corresponds to

the k0th user’s channel as

s̃k,k0,l = P−1
l

⎛

⎜
⎝

D1(k0, :)g
(1)
k (pk,l)1

...

DMN (k0, :)g
(MN)
k (pk,l)MN

⎞

⎟
⎠ (4)

where P−1
l denotes the deinterleaving matrix k0 = 1, . . . , K.

Then, we define two K × MN matrices Cl and Cr
l , which

are given by Cl = [c1,l, . . . , cMN,l] and Cr
l = P−1

l CT
l , and

the received vector that corresponds to the mth symbol after

deinterleaving for the desired user k0 is given by

r
(m)
k0,l =Cr

l ((m − 1)N + 1 : mN) , k0)

=

K∑

k=1

Aks̃
(m)
k,k0,lb

(k)
m + n̄m,k0

(5)

where the N × 1 vector s̃
(m)
k,k0,l = s̃k,k0,l((m − 1)N + 1 :

mN) denotes the effective spreading code of the kth user that

corresponds to the k0th user’s channel for the mth symbol,

the vector n̄m,k0
is the N × 1 deinterleaved noise vector, and

E[n̄m,k0
n̄H

m,k0
] = σ2IN . To obtain the MMSE receiver, we

minimize

JMSE = E

[∥
∥
∥Ak0

b(k0)
m − wH

m,k0,lr
(m)
k0.l

∥
∥
∥

2
]

. (6)

We take the gradient with respect to w∗
m,k0,l and set it to

zero. After further mathematical manipulations, we obtain the
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desired user’s MMSE receiver of the lth interleaver for the mth

symbol, which is given by

wm,k0,l =

(
K∑

k=1

A2
ks̃

(m)
k,k0,ls̃

(m)H
k,k0,l + σ2IN

)−1

A2
k0

s̃
(m)
k0,k0,l.

(7)

The complexity of the downlink chipwise precoder and the

MMSE receiver is O(N3
t ) and O(N3), respectively, due to

the matrix inversion. To reduce the complexity, we can rely

on advanced low-complexity parameter estimation algorithms

[18]–[21].

C. Selection of Parameters and Optimization

By using the different interleaving patterns, we generate 2B

groups of effective spreading sequences with different cross

correlations, which cause different levels of MUI. The BS

transmitter is equipped with the selection function. Through

the feedback quantized CSIs of all the users, the optimum

interleaver index is chosen to maximize the sum received SINR

over all the users in this codebook. The received SINR of the

lth branch for the k0th user is given in (8), which is computed

as the ratio between the signals energy of user k0 per block and

the energy of interference plus noise in the same block, i.e.,

SINR
(k0)
l =

∑M
m=1 E

[

wH
m,k0,lA

2
k0

s̃
(m)
k0,k0,ls̃

(m)H
k0,k0,lwm,k0,l

]

∑M
m=1 E

[

wH
m,k0,lFl,k0

FH
l,k0

wm,k0,l

]

=

∑M
m=1

[

wH
m,k0,lR

(l)
s,k0

wm,k0,l

]

∑M
m=1

[

wH
m,k0,lR

(l)
I,k0

wm,k0,l

] (8)

where the interference-plus-noise component Fl,k0
=

r
(m)
k0,l − Ak0

s̃
(m)
k0,k0,lb

(k0)
m , and the matrices R

(l)
s,k0

=

A2
k0

s̃
(m)
k0,k0,ls̃

(m)H
k0,k0,l, R

(l)
I,k0

= U
(l)
I,k0

U
(l)H
I,k0

+ σ2I, and U
(l)
I,k0

=

[A1s̃
(m)
1,k0,l, . . . , Ak0 − 1s̃

(m)
k0 − 1,k0,l, Ak0 + 1s̃

(m)
k0 + 1,k0,l, . . . ,

AK s̃
(m)
K,k0,l], l = 1, . . . , 2B , k0 = 1, . . . , K. The optimum

index lopt for the downlink system maximizes the sum received

SINR, as given by

lopt = arg max
l=1...2B

{
K∑

k0=1

SINR
(k0)
l

}

. (9)

The final output is given by

b̂
(f)
k0,m = sgn

{

ℜ
(

wH
m,k0,lopt

r
(m)
k0,lopt

)}

(10)

where b̂
(f)
k0,m is the mth estimated symbol within a block for the

k0th user.

The MMSE receiver wm,k0,l in (8) can be replaced by the

effective spreading sequence s̃
(m)
k0,k0,l to reduce the complexity

of the selection function; thus, (8) becomes

SINR
(k0)
l

=

∑M
m=1

[

s̃
(m)H
k0,k0,lR

(l)
s,k0

s̃
(m)
k0,k0,l

]

∑M
m=1

[

s̃
(m)H
k0,k0,lR

(l)
I,k0

s̃
(m)
k0,k0,l

]

=

∑M
m=1 A2

k0

∥
∥
∥s̃

(m)
k0,k0,l

∥
∥
∥

4

∑M
m=1

∑

k �=k0
A2

k

∣
∣
∣ρ

(m)
k,k0,l

∣
∣
∣

2

+ σ2
∑M

m=1

∥
∥
∥s̃

(m)
k0,k0,l

∥
∥
∥

2

(11)

where the cross correlation of the mth symbol is denoted by

ρ
(m)
k,k0,l = s

(m)H
k,k0,ls

(m)
k0,k0,l, k = 1, . . . , K, k �= k0. It is easy to

show that (11) can be written as

SINR
(k0)
l =

A2
k0

‖s̃k0,k0,l‖
4

∑

k �=k0
A2

ks̃
H
k0,k0,ls̃k,k0,l + σ2 ‖s̃k0,k0,l‖

2 . (12)

Note that the value of ‖s̃k0,k0,l‖
2 is the same for all

the interleavers. Thus, the received SINR of the k0th user

in this case changes as the cross-correlation summation
∑

k �=k0
s̃H
k0,k0,ls̃k,k0,l building on the lth interleaver within

one block. The optimum interleaver is chosen from the well-

designed prestored interleaving codebook to maximize the re-

ceived SINR for each fading block.

III. UPLINK TRANSMISSION AND RECEPTION

The proposed uplink scheme and transceiver structure are

presented in Fig. 2. Similar to the downlink, the BS with

Nr receive antennas, and each MS with a single antenna is

equipped with the same codebook of chip interleavers. Based

on the estimated uplink CSI of each user, the BS feeds back

an index that corresponds to the best available codebook entry

to all the MSs, which select the same chip interleaver that

corresponds to the feedback index to transmit signals.

A. Proposed Uplink System Model

Spatial processing techniques can be employed at the BS

receiver to detect users’ symbols [22]. The MN × 1 received

vector of the lth interleaver for the nrth receive antenna after

deinterleaving is given by

r̄nr,l =

K∑

k=1

P−1
l Λk,nr

AkPlSkbk + nnr
(13)

where nr = 1, . . . , Nr, the quantity nnr
is the MN × 1 dein-

terleaved complex Gaussian noise vector of the nrth receive

antenna, and the matrix Λk,nr
denotes an MN × MN diag-

onal matrix, which is the equivalent frequency-domain uplink

channel matrix between the kth user and the nrth received

antenna.
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Fig. 2. Proposed uplink limited-feedback-based multiple-antenna MC-CDMA model and transceiver structure.

B. Linear MMSE Receiver

Due to the multiple antennas at the BS, we propose an

MMSE receiver based on spatial–temporal processing tech-

niques for the proposed uplink scheme. To reuse the space di-

mension, we stack the N × 1 deinterleaved vectors r̄nr,l((m −
1)N + 1 : mN) from all the receive antenna elements on top

of each other; thus, we obtain an NrN × 1 vector with regard

to the mth symbol, i.e.,

r̄s
m,l =

[

r̄
(m)T
1,l , r̄

(m)T
2,l , . . . r̄

(m)T
Nr,l

]T

(14)

where the vector r̄
(m)
nr,l = r̄nr,l((m − 1)N + 1 : mN). The fi-

nal MN × 1 effective spreading code vector of the lth inter-

leaver for the kth user with regard to the nrth receive antenna

is given by

p̃k,nr,l = P−1
l Λk,nr

pk,l. (15)

If we define the vector p̃
(m)
k,nr,l = p̃k,nr,l((m − 1)N + 1 :

mN), then the stacked received vector with regard to the mth

symbol can be written as

r̄s
m,l =

K∑

k=1

p̃s
m,k,lAkb(k)

m + n̄s
m (16)

where the NrN × 1 vector p̃s
m,k,l = [p̃

(m)T
k,1,l , . . . , p̃

(m)T
k,Nr,l]

T ,

and n̄s
m is the NrN × 1 stacked noise vector E[n̄s

mn̄sH
m ] =

σ2INrN . By following the same approach in the previous

section, we obtain the uplink MMSE receiver expression of

the lth interleaver for the k0th user that corresponds to the mth

symbol as

w̄m,k0,l =

(
K∑

k=1

A2
kp̃

s
m,k,lp̃

sH
m,k,l + σ2INrN

)−1

A2
k0

p̃s
m,k0,l.

(17)

The complexity of the uplink MMSE receiver is O((NrN)3).
Note that some other receivers also can be employed, e.g.,

adaptive linear receivers [23] and decision feedback receivers

[24], [25].

C. Selection of Parameters and Optimization

For the uplink, the selection function is also equipped at the

BS, which contains all the information of chip interleavers in

this codebook, the estimated MSs’ uplink channels, as well as

the MMSE receivers. Similar to the downlink case, the received

SINR expression for the lth interleaving pattern of the kth user

has the same form as (8), where the vectors wm,k0,l and s̃
(m)
k,k0,l

are replaced by the uplink NtN × 1 receiver and the stacked

effective spreading code p̃s
m,k,l, respectively. The expression of

the uplink optimum index is the same as (9), and the final output

for the k0th user of the mth symbol is given by

b̂
(f)
k0

= sgn
{

ℜ
(

w̄H
m,k0,lopt

r̄s
m,lopt

)}

. (18)

IV. DESIGN OF LOW-RATE FEEDBACK FRAME

STRUCTURES AND CODEBOOKS

In this section, the frame structures of the proposed downlink

and uplink low-rate feedback schemes are introduced. Then, the

algorithms for designing codebooks for both quantized CSI and

interleavers are described. To use a relatively small number of

feedback bits, we focus on the time-domain CSI and separately

quantize the channel direction and the channel norm. Then,

we calculate the frequency-domain CSI based on the time-

domain CSI. Note that the frequency-domain reduced-feedback

quantization scheme in [26], [27] can also be employed.

A. Low-Rate Feedback Frame Structures

For both uplink and downlink schemes, preamble transmis-

sion and limited feedback are prior to payload transmission
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Fig. 3. Frame structure of the proposed downlink feedback scheme.

within each fading block. The CSI is estimated from the

preamble at the receiver. Fig. 3 shows the frame structure of

the proposed downlink feedback scheme. Each MS quantizes

its own CSI and feeds back the index of the quantized CSI

to the BS, which selects the optimum interleaver to preprocess

the data. Payload transmission starts after the limited feedback,

the first B bits that are broadcast are used to inform each

MS the relevant optimum deinterleaver, and the rest of the

payload is the preprocessed data. In this paper, we assume

that the deinterleaver index is accurately known by the MSs.

Because we consider that the channel is a block-fading channel,

i.e., the channel coefficients can be treated as constants over one

fading block, the feedback rate of the optimum index is once per

fading block.

The proposed uplink scheme has a similar frame structure

as the downlink scheme. However, the BS feeds back the

index of the optimum interleaver to each MS. Thus, the uplink

payload contains the preprocessed data only. We assume that

the CSI is perfectly estimated at the receiver. Alternatively,

we can employ a channel estimation algorithm that is trained

with the preamble [34]. Furthermore, error-free transmission of

feedback information is not possible if the feedback channel

is noisy. In the next section, we will show the performance of

the novel feedback schemes based on feedback channels with

errors.

B. Design of Codebooks for Channel Direction

and Norm Quantization

Because the channel is constant during a transmission block,

to reduce the feedback bits for the downlink, we consider

quantizing the multipath multiantenna fading channel in the

time domain at the receiver. Let us write the channel matrix

of the kth user as

Hk =

⎛

⎜
⎜
⎝

H(k)(1, 1) H(k)(1, 2) . . . H(k)(1, Lp)
H(k)(2, 1) H(k)(2, 2) . . . H(k)(2, Lp)

...
...

...
...

H(k)(Nt, 1) H(k)(Nt, 2) . . . H(k)(Nt, Lp)

⎞

⎟
⎟
⎠

(19)

where Lp is the number of channel paths, and Nt denotes

the number of transmit antennas at the BS. By using a vector

quantization scheme [28], we can quantize the vectors of (19)

per row or column, i.e., quantize the vector Hk(nt, :) across

the channel paths for each transmit antenna or the vector

Hk(:, α) across the transmit antennas for each channel path,

where nt = 1, . . . , Nt, and α = 1, . . . , Lp. Define 2δ1 and 2δ2

as the direction codebook vector size and the norm codebook

size, respectively. It is easy to see that the two quantization

methods require (δ1 + δ2)Nt and (δ1 + δ2)Lp feedback bits,

respectively. In the following discussion, we introduce the

codebook design to quantize the vector across the transmit an-

tennas, and the method is straightforward for the other method.

Note that some similar methods in the time domain can be

found in [33], [35], and [36], and some other quantization

schemes can be applied in the frequency domain [26], [27].

The quantization of the channel direction information has

been introduced by Narula et al. in [28], where the Lloyd

algorithm was suggested for the design of the beamforming

vector codebook. The authors in [29] and [30] showed that the

codebook should be constructed by minimizing the maximum

inner product between any two beamforming vectors in the

codebook. We define the normalized channel vector, i.e., the

channel direction as

�h =
h

‖h‖
(20)

where h = Hk(:, α), which denotes the Nt × 1 channel vector

across the transmit antennas per path, ‖h‖ is the channel

norm, and �h is isotropically distributed in the Nt-dimension

hypersphere of a unit radius. The receiver chooses the best

quantized channel direction vector from a common codebook

T = {�hq
1, . . . ,

�hq

2δ1
} in the maximum instantaneous correlation

sense as

�hq
opt = arg max

�h
q

i
∈T

∣
∣
∣�hH�hq

i

∣
∣
∣

2

(21)

where i = 1, . . . , 2δ1 .

An appropriate direction codebook is one that is designed to

maximize the minimum chordal distance [29]. We have

Topt = max
T ∈CNt×2δ1

min
1≤i<j≤2δ1

d
(

�hq
i ,

�hq
j

)

(22)
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where

d
(

�hq
i ,

�hq
j

)

=

√

1 −
∣
∣
∣�h

qH
i

�hq
j

∣
∣
∣

2

(22)

and CNt×2δ1 denotes the Nt × 2δ1 complex matrix space. The

Lloyd algorithm is described in the Appendix. To avoid the

sum-rate degradation, we propose to use different direction

codebooks for each user, and each user rotates the common

codebook by a random unitary matrix to generate its own code-

book [12]. With regard to the channel norm (scalar informa-

tion), the algorithm is much simpler, and we use a nonuniform

scalar quantizer.

C. Codebook of Interleavers

We assume that the lth interleaving order is

φl(1), φl(2), . . . , φl(MN), where φl(.) is defined as the order

permutation function. For β = 1, . . . , MN , the permutation

matrix Pl is generated by filling the element of the βth row

and the φl(β)th column of an MN × MN zero matrix with 1.

The βth row vector of the matrix Pl is given by

P(β, :) = [0, . . . , 0
︸ ︷︷ ︸

φl(β)−1

, 1, 0, . . . , 0]. (24)

The optimum interleaving codebook consists of (MN)! in-

terleavers. It is clearly impractical for any system when M and

N are large numbers. Therefore, we need to select a subset of

entries from the optimum codebook to build a practical subop-

timum codebook that performs well. The first method is to ran-

domly permutate the chips within one block, and we create the

codebook by generating 2B random-interleaving patterns. The

second method is based on a block-interleaving method [31],

where a block of chips comes into a matrix columnwise and

goes out rowwise, and by varying the dimension of the matrix,

we can obtain different interleaving patterns for the codebook

entries. We assume that, for the lth interleaving pattern, the

matrix dimension is dx(l) × dy(l), where dx(l)dy(l) = MN ,

and the permutation matrix Pl is given by

Pl =

⎛

⎜
⎜
⎜
⎝

θ1,l ⊗ Idy(l)

θ2,l ⊗ Idy(l)

...

θdx(l),l ⊗ Idy(l)

⎞

⎟
⎟
⎟
⎠

(25)

where θμ,l is a 1 × dx(l) vector, μ = 1, . . . , dx(l), and

θμ,l = [0, . . . , 0
︸ ︷︷ ︸

μ−1

, 1, 0, . . . , 0]. (26)

We also propose a method for the interleaving codebook de-

sign. The basic principle is to build a codebook that contains the

interleaving patterns with the maximum sum SINR (MASS). To

implement the method, we need to conduct an extensive set of

experiments and compute the sum SINRs for the indices of the

random candidate patterns. The codebook is generated based

on the statistics by choosing 2B patterns with the maximum

average sum SINR as the entries of the codebook. We define

an Ni × Ne matrix VSINR as the storage of the sum SINRs

for Ni possible interleavers over Ne testing channels, where Ni

should be a large integer and practical for the experiment, Ne is

the total number of experiments, and V0 is the list that contains

all Ni interleaving patterns. The algorithm is summarized as

follows.

Step 1. Initialization phase

• Initialize Ne and 2B and choose an appropriate value for

Ni. Set vidx, VSINR, and VMASS with null.

• Generate Ni random-interleaving patterns, given the list of

the interleavers to the matrix V0.

Step 2. Set ne = 1.

Step 3. Set l = 1.

Step 4. Sum SINR calculation

• Generate the lth permutation matrix that corresponds to

the lth entry in the interleaver list V0.

• The sum SINR of the lth interleaver entry is computed

based on the permutation matrix Pl, the neth testing

channel matrix, and spreading sequences sk. Give it to the

lth element of the column vector VSINR(:, ne).

Step 5. l ← l + 1. Loop back to Step 4 until l > Ni.

Step 6. ne ← ne + 1. Loop back to Step 3 until ne > Ne.

Step 7. Compute the average sum SINR.

• Based on the matrix VSINR, by averaging the sum SINRs

over the Ne testing channels, an Ni × 1 vector vidx is

generated.

Step 8. Generate codebook.

• The final codebook VMASS is generated by selecting 2B

patterns from V0 with the maximum average sum SINR

according to vidx.

V. SIMULATIONS

In this section, we evaluate the performance of the pro-

posed linear processing schemes with switched interleaving and

compare them to other existing schemes, i.e., the conventional

MC-CDMA system [2] and the MC-CDMA system that uses

the chip-interleaving algorithm [31]. We adopt a simulation

approach and conduct several experiments to verify the effec-

tiveness of the proposed techniques. We carried out simula-

tions to assess the average bit-error-rate (BER) performance

of the interleaving algorithms for different loads, signal-to-

noise ratios (SNR), the number of antennas, and the number

of interleaving patterns. In this paper, our simulation results are

based on an uncoded system with perfect CSI at the receiver.

The length of the data block is set to M = 8 symbols, 128

subcarriers are used for each block, the random spreading code

with a spreading gain N = 16 is generated for the simulations,

and the length of the CP is enough to eliminate interblock

interference. All channels have a profile with three taps whose

powers are p0 = 0 dB, p1 = −7 dB, and p2 = −10 dB, respec-

tively, which are normalized, and the spacing between paths

is 1/(MN) symbol duration. The sequence of channel coef-

ficients is given by hl(i) = plαl(i)(l = 0, 1, 2), where αl(i)
are zero-mean circularly symmetric complex Gaussian random

variables with unit variance. We have studied the proposed
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Fig. 4. Average BER performance versus the number of transmit antennas
for the proposed downlink schemes with precoders and the conventional MC-
CDMA schemes without precoders.

schemes with other channel profiles; however, we have opted

for this approach to make the results easily reproducible. Note

that the three-tap channel model has been used by previously

reported works, e.g., [23]–[25]. Other channel models, e.g.,

the Universal Mobile Telecommunications System (UMTS)-

Vehicular channels, can be also used; however, our studies

indicate that the gains provided by the proposed schemes do

not significantly change for the other channel models studies.

Among the different schemes and quantization algorithms, we

consider the following approaches:

• C-MC-CDMA: the conventional MC-CDMA system with

the MMSE detector;

• P-MC-CDMA-prec-SI: the proposed preprocessing MC-

CDMA system with switched interleaving and chipwise

precoding schemes for the downlink;

• P-MC-CDMA-SI: the proposed preprocessing MC-

CDMA system with switched-interleaving scheme for the

uplink;

• MC-CDMA-prec: the conventional MC-CDMA system

that employs the chipwise precoding scheme for the

downlink;

• Perfect CSI: the perfect CSI at the transmitter;

• Quan-ant: vector quantization for the CSI across the chan-

nel paths per transmit antenna;

• Quan-tap: vector quantization for the CSI across the trans-

mit antennas per channel path;

• B-bit: the proposed system employing B bits for the

switched-interleaving scheme.

Fig. 4 shows the average BER performance of the pro-

posed downlink switched-interleaving schemes combined with

precoders and the conventional MC-CDMA schemes without

precoders. In this experiment, we consider the scenario with

a SNR of 10 dB and seven users. The knowledge of the CSI

is given for the precoders at the transmitter, and the interleav-

Fig. 5. Average BER performance versus SNR for the proposed downlink
algorithms with different CSI quantization schemes and the conventional MC-
CDMA systems.

Fig. 6. Average BER performance versus the number of users for the pro-
posed downlink algorithms with different CSI quantization schemes and the
conventional MC-CDMA systems.

ing codebook is designed by using the random-interleaving

method. The schemes with precoders are much better than the

conventional MC-CDMA MMSE receivers. As the number of

transmit antennas increases, the average BER decreases, and the

gap between them becomes larger. Furthermore, the precoders

with the proposed switched-interleaving scheme outperform the

precoder without switched interleaving, and the performance

improves as the number of the interleaving patterns increases.

The second experiment, which is shown in Figs. 5 and 6,

considers the comparison in terms of the average BER of the
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time-domain CSI quantization scheme across the channel paths

for each transmit antenna and across the transmit antennas

for each channel path with the proposed downlink schemes.

The interleaving codebook is designed by using the random-

interleaving method. We use δ1 = 10 bits to feed back the chan-

nel direction and δ2 = 6 bits to feed back the channel norm. The

Lloyd algorithm is used by these two CSI quantization methods.

Note that, when we quantize the vector across the channel

paths, a different codebook that is subject to the constraint of

the normalized channel profile is designed. In particular, we

show the average BER performance curves versus SNR and

the number of users (K) for the analyzed schemes. The results

in Fig. 5 indicate that, due to the large quantization error, the

performance of the general precoding technique significantly

decreases. The quantization scheme across the transmit anten-

nas per tap is slightly better than the scheme across the taps

per transmit antenna. In the case of three transmit antennas,

the two quantization schemes both require 48 feedback bits

for each user. The proposed downlink schemes outperform the

general precoding algorithm without switched interleaving and

the conventional MC-CDMA MMSE receiver with interleaving

and without interleaving. In particular, the proposed downlink

transmission scheme with 5 bits can save up to 5 dB compared

with the general precoding algorithm without switched inter-

leaving and can save up to more than 3 dB compared with the

conventional MC-CDMA MMSE receiver with interleaving, at

an average BER level of 10−2. Fig. 6 indicates that the proposed

scheme with 5 bits can support up to four more users at an

average BER level of 10−2 compared with the conventional

MC-CDMA MMSE receiver. As we increase the number of

interleaving patterns, we achieve the performance of the general

precoder with perfect CSI.

In the next experiment, we compare the codebooks of the

interleavers that were created by the following three methods,

as outlined in Section V: 1) the random-interleaving algorithm;

2) the block-interleaving algorithm; and 3) the MASS algorithm.

In particular, we show the average BER performance curves

versus the number of feedback bits for the uplink scenario. In

this case, we consider K = 5, SNR = 8 dB, and 2 receive an-

tennas at the BS. Note that the codebooks are designed offline.

For the MASS algorithm, we set the number of simulations

Ne = 1000 and the number of candidates β = 100 and 1000,

and one block of symbols is transmitted per simulation. The

results for an uplink system with N = 16 in the scenario of

multipath fading channels are illustrated in Fig. 7. We can see

that the best performance is achieved with the MASS algorithm,

followed by the random- and block-interleaving methods. In

particular, as we increase the number of candidates, the per-

formance is improved for the MASS algorithm.

The results in Fig. 8 show the average BER performance

versus SNR for the proposed downlink preprocessing scheme

and the MC-CDMA system with transmit precoding using

perfect and imperfect CSI at the receiver. Quantization across

the transmit antennas for each channel path is employed. In

the simulation, we assume that the imperfect channel coef-

ficients are given by ĥ
(α,k)
v (i) ≈ h

(α,k)
v (i) + ε

(α,k)
v (i), where

v = 1, . . . , Nt, α = 1, . . . , Lp, k = 1, . . . , K, and ε
(α,k)
v (i) de-

notes a complex Gaussian random variable with zero mean and

Fig. 7. Average BER performance versus the number of feedback bits for
different interleaving codebooks. Ne = 1000. β = 100.

Fig. 8. Average BER performance versus SNR for the proposed downlink
preprocessing scheme with perfect and imperfect CSI at the receiver. Quanti-
zation across the transmit antennas for each channel path is employed, where
δ1 = 10, and δ2 = 6.

variance p2. The imperfect channel vector of the αth path of the

kth user is given by ĥ(α,k) = [ĥ
(α,k)
1 (i), . . . , ĥ

(α,k)
Nt

(i)]T . Thus,

the variance approaches the MSE of the channel estimation

error at the receiver [32]. We compare the proposed downlink

preprocessing scheme to the conventional MC-CDMA system

with precoding based on the quantization errors with different

p. Here, we select p = 0, 0.15, 0.25 and employ 10 feedback

bits for the channel direction, six feedback bits for the channel

norm, and four users and 16 interleavers for the proposed

scheme. We can see that the performance decreases as the value

p increases. In particular, the curves with p = 0.15 are close

to the ones with perfect CSI at the receiver. The case with
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Fig. 9. Average BER performance versus SNR for the proposed uplink
switched-interleaving preprocessing schemes and the conventional MC-CDMA
MMSE receiver.

p = 0.25 has almost 1.5-dB degradation, compared with the

perfect CSI case at a BER level of 10−3. This case shows the

ability of our proposed downlink preprocessing algorithms to

deal with channel estimation errors. We can relax the channel

estimation algorithm at the receiver and reduce the computa-

tional complexity to meet the associated performance.

Now, let us consider the experiments of our proposed uplink

preprocessing structure equipped with a different number of

feedback bit configurations. We compare the performance in

terms of the average BER of the proposed limited-feedback

structures with MMSE receivers, i.e., 1-, 2-, 3-, 4-, and 5-bits

feedback, respectively, and the conventional MC-CDMA sys-

tem with MMSE receiver. In particular, we show the average

BER performance curves versus the SNR and the number of

users K for the analyzed schemes. In this simulation, the

interleaving codebook is designed by the MASS algorithm.

At the receiver, the BS is equipped with two antennas. The

results in Figs. 9 and 10, which are based on K = 12 and

SNR = 10 dB, respectively, indicate that the best performance

is achieved with the novel switched-interleaving preprocessing

scheme with five feedback bits, and we can see that the average

BER decreases as the number of feedback bits increases. In

particular, the proposed scheme with 5 bits can save up to

3 dB and support up to eight more users, which is near an

average BER level of 10−3, compared with the conventional

MC-CDMA MMSE receiver.

Finally, Fig. 11 illustrates the average BER performance ver-

sus the percentage of each user’s feedback errors for both uplink

and downlink scenarios. Here, we use 5 bits for the proposed

switched-interleaving schemes. The interleaving codebooks are

based on the random-interleaving method. In particular, the

downlink scheme quantizes the CSI across the transmit an-

tennas per channel path. We use a structure based on a frame

format where the indices are converted to 0 and 1 s. This

frame of 1 and 0 s with the feedback information is transmitted

Fig. 10. Average BER performance versus the number of users for the
proposed uplink switched-interleaving preprocessing schemes and the conven-
tional MC-CDMA MMSE receiver.

Fig. 11. Average BER performance versus the percentage of each user’s
feedback errors for the proposed downlink and uplink schemes.

over a binary symmetric channel with an associated proba-

bility of error Pe. The burst errors scenario in the limited-

feedback channel can easily be transferred to the case of the

binary symmetric channel by employing a conventional bit

interleaver. As we increase the feedback errors for each user,

the performance of the proposed limited-feedback schemes

decreases. In the case of the downlink scheme, the performance

decreases fast after 1%, and compared with the conventional

MC-CDMA, it starts to lose at 20%. The performance of the

uplink decays faster than the downlink scheme, because the

interleaver is not in accordance with the deinterleaver due to

the feedback errors for the uplink scenario, which creates a
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significant detection error for a fading block. To ensure that

the errors are controlled, channel-coding techniques should be

employed for the feedback channels with errors.

VI. CONCLUSION

In this paper, we have proposed linear preprocessing schemes

based on switched-interleaving techniques with limited feed-

back for both downlink and uplink MC-CDMA systems. The

chipwise linear precoder and relevant MMSE receivers were

introduced. The selection functions were also proposed to

choose the optimum interleaver from the codebook. The CSI

quantization scheme based on the Lloyd algorithm and three

methods for interleaving codebook design were described. The

results showed that the proposed interleaving and detection

schemes significantly outperform existing algorithms and sup-

port systems with higher loads. We remark that our proposed

algorithms can also be extended to take into account coded,

distributed, and other types of communication systems.

APPENDIX

LLOYD ALGORITHM FOR THE CHANNEL DIRECTION

CODEBOOK DESIGN

Step 1. Initialization phase.

• Generate a training sequence that consists of source

vectors h with coefficients that are independent and

identically distributed (i.i.d.) with a complex Gaussian

distribution with zero mean and unit variance.

.

Step 2. Set t = 1.

Step 3. Nearest neighbor rule.

• All input vectors h that are closer to the codeword �hq
i,t−1

than any other codeword should be assigned to the neigh-

borhood of �hq
i,t−1 or region Ωi.

• h ∈ Ωi if and only if d(h, �hq
i,t−1) ≤ d(h, �hq

j,t−1),∀i, j =

1, . . . , 2δ1 .

Step 4. Centroid condition.

• Take the ith region Ωi as an example, whose local correla-

tion matrix Σi := E[hhH |h ∈ Ωi].
According to the centroid condition, the optimal vector

�hq
i,t should maximize ω

H
i Σiωi subject to the unit norm

constraint, i.e.,

�hq
i,t = arg max

ω
H
i

ωi=1

ω
H
i Σiωi = ui (27)

where ui is the eigenvector that corresponds to the largest

eigenvalue of Σi.

Loop back to Step 3 until convergence.
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