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Abstract -- Recently, the authors introduced a novel
algorithm for long range prediction of flat fading channels
that can reliably predict future fading coefficients far beyond
the coherence time. This prediction capability provides
enabling technology for power and bandwidth efficient
adaptive modulation and coding methods.  In this paper, we
extend our results to the Direct Sequence Code Division
Multiple Access (DS/CDMA) channels.  It is demonstrated
that frequency selective channels encountered in CDMA can
also be predicted far ahead, and that the proposed prediction
methods can be combined with RAKE receivers.  In addition,
we utilize prediction to improve performance of the selective
transmitter diversity system proposed for the third generation
CDMA.  

1. INTRODUCTION
DS/CDMA technology is attractive for wireless access

because of its numerous advantages over other multiple access
techniques.  The Wideband DS/CDMA (WCDMA) has been
developed as a predominant radio access technology for the
next generation global wireless standard [1,2].  One of the
novel features of WCDMA is support for transmitter antenna
diversity for the downlink [3,4,5].

Some of the proposed transmitter antenna diversity
schemes are Orthogonal Transmitter Diversity (OTD),
Transmitter Adaptive Array (TxAA), Selective Transmitter
Diversity (STD), and Space Time Transmitter Diversity
(STTD). TxAA and STD can result in better performance
than OTD and STTD, but require feedback of channel state
information (CSI) from the mobile to the base station. In
practice, the performance of these schemes can be degraded
due to imperfect and delayed CSI. In particular, even small
delay can result in significant degradation due to the time
varying nature of the fading channel.  In this paper, we
propose to utilize the long range prediction method [6-9] to
improve the performance of transmitter diversity systems.  In
particular, we focus on Selective Transmitter Diversity.
Accurate prior knowledge of the channel for the entire
duration of the next frame or slot provided by long-term
prediction would enable more efficient antenna switching at
the transmitter.

In the next section, we review the CDMA channel and
analyze an ideal STD+RAKE system. In Section 3, the long
range prediction method is summarized.  A comparison of the
mean square errors for three approaches to long range total
power prediction for multipath channels (required for STD
implementation) is carried out in Section 4.  In Section 5,

the Bit Error Rate (BER) gain achieved by long term
prediction for an STD+RAKE system is demonstrated.  

2. CDMA SYSTEM MODEL AND STD
The WCDMA channel is often frequency-selective due to

large transmission bandwidth [1,2,10].  As a result, large
diversity gain can be realized using the RAKE receiver.  This
gain can be further enhanced by utilized antenna (diversity)
arrays.  In practice, the mobile is often limited to a single
antenna, whereas the base station can employ several
antennas.  Thus, transmitter antenna diversity techniques for
down link signaling have been recently investigated by many
researchers (e.g., [3-5].)  We consider a combined Selective
Transmitter Diversity and RAKE receiver (STD+RAKE)
system shown in Figure 1 for two antennas (it can be easily
extended to a greater number of antennas).  When the signal
of the desired user is transmitted either from antenna A or
from antenna B, the channel is characterized as frequency-
selective Rayleigh fading with L paths.  All paths are i.i.d.
and each channel has unit average power, i.e., E{|ck

A|2} =
E{|ck

B|2} = 1/L, k=1,···,L.  The total instantaneous powers
associated with the channels of antennas A and B are:  ΩA =

∑
k=1

L
 |ck

A|2 , and ΩB = ∑
k=1

L
 |ck

B|2 , respectively.  Both ΩA and

ΩB
 are Chi-Square distributed with 2L degrees of freedom.

For an STD system, the transmission antenna is selected
based on the power comparison between ΩA  and ΩB. The
antenna that results in a stronger signal at the receiver will be
used as the transmission antenna.  Thus, assuming perfect
CSI at the transmitter, the channel power of the STD system
is ΩS, and the selected multipath fading channel components
are {c1

s, c2
s, · · ·, cL

s}, where s = argmax
A or B

 {ΩA , ΩB}.  The

probability density function (pdf) of ΩS is:

fΩs(x) = 2LL

(L-1)! x
L-1e-Lx(1-e-Lx ∑

k=0

L-1
(Lx)k 1k! ) (1)

Thus, the received signal of the desired user is modeled as

r(t)= ∑
k=0

∞
  ∑

i=1

L
ci

s(t)s(t-kT-iTc)bk  + z(t) (2)

where bk is the binary phase shift keying (BPSK) data
sequence, T is the symbol interval, s(t) is the signature
sequence, Tc is the chip duration, and z(t) is a complex-
valued zero-mean white Gaussian noise process with variance



N0/2.  The noise term in this paper models multiuser and
intersymbol interference and thermal noise.  We also assume
that the L multipath-delayed versions of the signature
waveform s(t) are orthogonal to each other.  The RAKE
receiver with maximal ratio combining collects the powers of
the L multipath components at the receiver [10].  The
instantaneous SNR per bit is given by:

γb
s=Eb

N0
∑

k=1

L
|ck

s|2 =LγcΩS (3)

where Eb is the transmitted energy per bit, γc= Eb

LN0
. The pdf

of γb
s , fγb

s(x), can be determined from (1) and (3).  Then the
BER of the STD+RAKE system can be obtained as:

Pb=⌡⌠
0

∞

Q( 2x) fγb
s(x)dx (4)

For L=2, the closed form of Pb is:

Pb=2(2+µ)(1-µ
2  )2 - 12 (2+µ')(1-µ

2  )2 –

 12 ((1-µ'
2  )3(1+3

2 (1+µ') + 32 (1+µ')2)) (5)

where µ= γc

1+γc
 , and µ'= γc

2+γc
 . (6)

Eq. (5) is the lower bound on the BER of STD+RAKE,
since the derivation above assumes perfect CSI at the
transmitter and the receiver.  In practice, the propagation
delay, fading channel variation, feedback channel errors and
receiver channel estimation errors degrade CSI.  In the
following two sections, we discuss the utilization of the long
term prediction in overcoming CSI inaccuracies at the
transmitter associated with the propagation delay and fading.

3.  LONG RANGE PREDICTION OF THE FADING CHANNEL
The long range prediction capability for the complex

valued fading channel was demonstrated in [6-9] and
references therein.  In previous work, we concentrated on flat
fading signals.  Our linear prediction (LP) method is based
on the AR channel modeling. Assume that the equivalent
complex Rayleigh fading process c(t) is sampled at the rate fs
= 1/Ts, where fs is at least twice the maximum Doppler shift,
fdm [11]. Let cj = c(jTs). The linear MMSE prediction of the

future channel sample c^ n based on p previously observed
channel samples cn-1., cn-2, …, cn-p is

c^ n = ∑
j=1

p
 djcn-j (7)

where dj's are the coefficients of the LP filter. The optimal
coefficients dj's are computed as

  d   =   R  -1   r  (8)
where    d   = (d1 ··· dp).     R    is the autocorrelation matrix (p×p)
with coefficients Rij = E[cn-i c*

n-j] and r is the autocorrelation
vector (p×1) with coefficients  rj = E[cn c*

n+j]. Therefore, the
resulting MMSE is given by

E[|en|2] = E[|cn - c^ n|2] = r0 - ∑
j=1

p
 djrj (9)

The LP can be generalized to predict any time τ  ahead,
where τ is the prediction range [7].  In (7), the prediction is
one step ahead, i.e. τ = Ts.  In practical implementation, we
iterate this one-step prediction to forecast the channel further
than one sampling interval ahead by utilizing previously
predicted samples instead of the observations.  It was shown
in [6,7] that the key to the long range prediction is the
sufficiently long memory span achieved for moderate model
order p by selecting low sampling rate, fs (much lower than
the data rate).  Interpolation is used to perform prediction at
the data rate. Furthermore, an adaptive decision-directed long-
range prediction method allows to reduce the effect of noise
and to keep up with the channel variations.  In addition to
the theoretical analysis and simulations for the Rayleigh
fading and the Jakes model [11], we verified the performance
of long range prediction for realistic physical channel models
and measured data [8, 9].

Our previous investigations of the long range prediction
for the fading channel focused on the case when the complex
valued flat-fading coefficients were predicted and observed.
However, depending on the application, a different prediction
problem might be of interest. For example, in the decision
directed channel estimation, phase ambiguity requires
differential encoding, and absolute phases are not available.
This makes prediction of future phases problematic. But this
is not a serious limitation, since implementation of many
proposed adaptive coding methods, e.g. [12-14], depends on
the knowledge of future power only, and phase prediction is
not necessary.  Thus, it is desirable to examine long range
prediction of the fading channel power using observed power
samples (see also [8]).

In the STD+RAKE systems for WCDMA, it is of interest
to determine the future total power for each antenna to aid the
antenna selection.  However, in contrast to the channels with
phase ambiguity, in the proposed 3rd generation WCDMA
systems, coherent channel estimates are available at the
receiver since the pilot channel is used.  Therefore, complex
fading coefficients associated with different multipath
components and transmitter antennas (see Section 2) can
serve as observations.  As we show below, several approaches
to future power prediction can be exploited depending on the
performance/complexity requirements.
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Figure 1.  Configuration of combined STD+RAKE system



4. STD WITH PREDICTION IN WCDMA SYSTEMS
One of the key features that makes WCDMA feasible

globally is its high carrier frequency of 2 GHz.  However, this
high carrier frequency results in very large Doppler shifts at
moderate vehicular speeds (e.g. 65 mi/h corresponds to fdm=
200 Hz.)  These high Doppler shifts result in significant
variations of the fading channel coefficient over short time
periods.  Thus, outdated channel estimates fed back to the
transmitter become less useful for adaptive signaling
application, and long-term fading prediction capability
becomes more important.  Using accurately predicted future
channel power, the transmitter can appropriately select the
signaling method for the future frame even when channel
varies rapidly due to fast fading.  

In this section, we analyze three approaches to long-range
prediction of the down link channel power for each transmitter
antenna given a sequence of channel observations associated
with that antenna.  This information about future channel
power allows the mobile to make a suitable selection of the
base station antenna for the next transmission interval.  In
this analysis, we assume that present and past samples of the
i.i.d. Rayleigh fading coefficients ck for L paths (k=1,…, L)
are observed at the mobile for each transmitter antenna (i.e.
samples of ck

A(t) and ck
B(t) as in section 2 are observed, but

we suppress the antenna (A or B) and time indices in the
sequel).  This analysis can be extended to include noise
present in the observations (e.g. noisy pilot symbols).  In
this paper, we restrict the derivation to the noiseless case to
show the potential of long-term power prediction for the ideal
Rayleigh fading channel, and the noisy case is examined
through simulation.  In the derivations, (7-9) are generalized
to include different observation processes and arbitrary
prediction range τ.
Case 1: In this approach, each future complex Gaussian
fading coefficient ck(t) is predicted separately for each path and
each antenna as in (7), and the total predicted power for each
antenna is calculated using these estimates.  These future
predicted samples are denoted as c^ 1, c^ 2, …, c^ L.  The
autocorrelation function of each component is [15]:

rj = (1/L)(Ω0/2)J0(2πfdmjTs) (10)
where E[|ci|2] = Ω 0 /L.  The prediction MMSE per
component is ξ i = E[|ei|2], where ei = ci - c^ i.  By the
orthogonality principle,

E[|c^ i|2] = E[cic^ i
*] = E[ci

*c^ i] = E[|ci|2] - ξ i (11)
Since each ci has complex Gaussian distribution, the estimate
c^ i and the error ei are also complex Gaussian (see (7)).  Thus,

E[|c^ i|4]  = 2(E[|ci|2] - ξ i )2 = 2(Ω0 /L- ξ i)2 (12)
The total power prediction mean squared error is

ξT = E[ | ∑
i=1

L
 (|ci|2-|c^ i|2) |2 ] = ∑

i=1

L
  E[|ei'|2] + ∑

k≠j

 
 E[ek'ej'] (13)

where ei' = |ci|2-|c^ i|2.  Express
ξ i' = E[|ei'|2] = E[|ci|4] + E[|c^ i|4]-2E[|ci|2|c^ i|2] (14)

where E[|ci|2|c^ i|2] = E[|ci|4] - ξ i'.  Thus,
ξ i' = E[|ci|4]- E[|c^ i|4] = 4 (Ω0 /L)ξ i − 2ξi

2 (15)
Using (15), the fact that ek' are i.i.d., and E[ek']=ξi , we

find the total mean squared error for Case 1 as:
ξT = 4 Ω0 ξ i + (L2-3L) ξ i

2 (16)
Since ξ i = ξ flat/L, where ξ flat is the MMSE of the complex

fading coefficient prediction for L=1, the ξT is given as
ξT = (4 Ω0 /L) ξ flat + (L2-3L)/L2 ξ flat

2 (17)
Case 2: In this case, we apply linear MMSE prediction
directly to the observations of powers Ω 1,, Ω 2,, …, Ω L,
where Ω i = |ci|2 represents the power of the fading channel
associated with the i-th multipath component for a given
antenna.  The total predicted power will be computed using
these individual estimates Ω^ i.  This Case (and Case 3) are
particularly useful to investigate for channels with phase
ambiguity since they do not require the knowledge of the
phases of the fading coefficients.  Each Ω i has the
autocorrelation function [15]:

r(τ) = (Ω0 /L)2J0
2(2πfdmτ)+(Ω0 /L)2 (18)

The total prediction MSE is ξT  = E[ | ∑
i=1

L
 (Ω i - Ω^ I)|2 ].

Similarly to Case 1, the total MSE can be expressed as

ξT =  L ξ i+L(L-1)(Ω0 /L)2(1- ∑
j=1

p
 dj)2 (19)

where ξ i = E[|Ωi - Ω
^

i |2], and dj are the LP coefficients for the
MMSE power prediction calculated as in (8) using the
autocorrelation function r(τ) (18).  Also, from (18), ξ i =

(Ω0/L)2(1- ∑
j=1

p
 dj) + (Ω0/L)2(1 - ∑

j=1

p
 djJ0

2(2πfdmjTs)).  Therefore

the total MSE for Case 2 is given as:

ξT = Ω0
2(1- ∑

j=1

p
 dj)2 + (Ω0

2/L)(1- ∑
j=1

p
 dj)( ∑

j=1

p
 dj) +

 Ω0
2/L(1- ∑

j=1

p
 djJ0

2(2πfdmjTs)) (20)

Case 3: In this approach, we form the linear MMSE
prediction of the total power of the fading channel for each
antenna using previous total power samples observed at the
receiver.  The total power is given as ΩT = Ω1 + Ω 2 + … +
ΩL.  It can be shown that the autocorrelation function of Ω T

is
rT(τ) = (Ω0 /L)2J0

2(2πfdmτ)+Ω0
2, (21)

and the MMSE E[| ΩT  - Ω
^

T|2] for Case 3 can be expressed as

ξT  = Ω0
2(1- ∑

j=1

p
 dj) + Ω0

2/L(1- ∑
j=1

p
 djJ0

2(2πfdmjTs)) (22)

Performance Comparisons of 3 Cases: We compare the
MSEs of the three approaches derived above for the noiseless
case. In our analysis, the total channel power for each antenna
is normalized to 1.  To make system parameters consistent
with the third-generation WCDMA system, we assume the
carrier frequency is 2 GHz and fdm=200 Hz.  In the theoretical
calculation of the model coefficients, it is required to invert
the autocorrelation matrices obtained from sampling (10),
(18) and (21) for Cases 1, 2, and 3, respectively.  We found
that higher sampling rates fs (e.g., 1.6KHz) cause matrix
singularities when the model p is large.  This is due to
oversampling the channel relative to the Nyquist rate of
400Hz.  If the sampling rate is chosen closer to 400Hz, the



matrix does not become singular for large p.  In practice,
additive noise and the finite observation interval result in a
non-singular matrix.  In this comparison of the ideal
noiseless MSEs, we concentrate on cases when the matrix is
not singular.  This is assured by choosing sufficiently low fs
for a given value of p.

In Figure 2, we fix the prediction range τ=2ms, and
examine two choices of prediction parameters.  The first
selection (p=50, fs=500 Hz) corresponds to much larger
memory span p/fs than the second set (p=15, fs=1 KHz).
Nevertheless, the second selection results in much lower
MSE for Case 1, suggesting that it is beneficial to sample
recent observation at sufficiently high rate (of course 1KHz is
still much lower than the data rate).  We find that the total
MSEs for all 3 cases decrease as L grows and approach the
saturation values that can be determined from (17), (20), and
(22).  The theoretical MSEs of cases 2 and 3 for both choices
are close enough to be considered as same.  In general, these
cases perform much poorer than Case 1 for realistic prediction
ranges and number of paths.  However, Case 3 requires only
one predictor per antenna, so its complexity is lower than
that of  Cases 1 and 2, which require L predictors for each
antenna.  Of course, in the presence of phase ambiguity Case
1 is not feasible, and Case 3 is the better choice.  In Figure 2,
we also show simulation results for the noiseless case for the
lower fs.  They were implemented using 2000 observation
samples for the Jakes model with 100 oscillators.  Due to the
channel mismatch [7], simulations do not closely match
theoretical results, but performance trends are the same.  

In Figure 3, we consider the MSE performance versus  the
prediction range for the sampling rate, fs = 1.6 KHz, and
p=10.  Observe that Cases 2 and 3 outperform Case 1 for
sufficiently large prediction range.  We also found that as L
increases and fs decreases, this cross-over occurs for a lower
value of the prediction range.  Thus, when prediction far
ahead is desired, Case 1 is not always the best choice,
considering its high complexity.  However, for most practical
applications Case 1 would result in the best performance.

We also examined performance of our prediction method
with noisy observations by simulation (not shown). It was

found that MSE performance degrades greatly for low SNR
(all three cases perform above MSE of 10-1 for SNR=10dB).
Therefore, it is important to reduce the effect of noise.  This
can be accomplished in practice by combining prediction
with adaptive tracking [7-9].

5.  BIT ERROR RATE OF STD+RAKE
We present the BER simulation results of the long range

channel prediction algorithm for STD+RAKE system shown
in Figure 1.  Jakes model with nine oscillators was used to
generate the fading channels.  We sample the channel at the
rate of 1.6 kHz, which corresponds to the power control rate
in the WCDMA system [1].  Assume the transmission data
rate is 80 kbps and fdm=200Hz.

First, for a flat fading channel, we investigate STD with
different switching frequencies corresponding to one slot
(1.6KHz), four slots (400Hz) and one frame (160Hz) of the
WCDMA system.  Assume that antenna selection bit is
chosen based on the power comparison at the receiver and
sent to the transmitter.  This selection is made during the
slot that precedes the antenna switching.  When no prediction
is performed, the outdated channel estimates are used to make
this selection, since fading conditions during previous slot
determine which antenna is going to be chosen.  This
feedback delay is given by the duration of one slot.

When prediction is utilized (we assume noiseless
observations and use Case 1), previous channel samples
collected at the rate of 1.6KHz are used to predict the channel
power during the next switching interval.  The most recent
sample is delayed by 0.625 ms with respect to the beginning
of the switching interval – same delay as when prediction is
not employed.  Antenna switching is based on the average of
interpolated channel samples at the data rate.  These
interpolated data rate samples are computed using predicted
lower rate (1.6 KHz) channel samples.  Multi-step prediction
is performed to forecast sufficient number of samples.  To
reduce complexity, we can avoid interpolation by averaging
the points predicted at the lower sampling rate without
significantly degrading the BER performance.  The prediction
technique employed in this paper does not utilize adaptive
tracking.  Adaptation would further improve prediction
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accuracy by reducing the effect of the finite observation
interval.

Figure 4 also contains the BER of the Rayleigh fading
channel [ 10] and the ideal performance of the STD (5).  We
conclude that significant performance gains (2dB or greater)
are achieved for fast vehicle speeds when long range
prediction is used.  

Now, we consider the BER performance of STD+RAKE
system shown in Figure 1 for L=2.  Theoretical BER
performance is given by (5).  In the simulation, we adaptively
select the antenna at the rate of 1.6 KHz.  The BERs of
STD+RAKE system obtained using simulations with three
different power prediction approaches proposed in Section 3
are plotted in Figure 5.  As expected, Case 1 gives the best
performance.  However, the gain with respect Case2 and 3 is
not very significant.  This is because STD is not as sensitive
to the prediction error as adaptive power control schemes
(e.g. truncated channel inversion [6]), since only the
information on the ranking of channel powers is required.
Finally, the BER of STD with 1-slot delayed channel state
information (without prediction) was also investigated by
simulations.  As in the flat fading case, our power prediction
method achieves significant performance gains over the
delayed channel estimation.

As the number of paths increases, the ideal performance of
STD+RAKE given by (5) improves, although saturation
occurs for large L.  Long range prediction helps to realize the
gains for this promising downlink diversity technique for
rapidly varying multipath fading channels.

6.  CONCLUSION
We evaluated performance of the transmitter selection

diversity technique for multipath fading CDMA channels
aided by long range power prediction algorithms.  Suitable
choice of prediction parameters results in accurate prediction
that makes STD feasible even for high vehicle speeds.
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