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Abstract. We give necessary and sufficient conditions for embeddability of CR mani-
folds in terms of transversal group actions. These actions do not necessarily preserve the CR
structure but they posses a holomorphic extension.

1. Introduction. A smooth manifoldM of real dimension 2n+d is called a Cauchy-
Riemann (CR) manifold if ann-dimensional complex subbundleH 1,0M of T CM = C⊗TM
is specified that satisfies

H 1,0M ∩H 0,1M = {0} and [H 1,0M,H 1,0M] ⊆ H 1,0M ,

whereH 0,1M = H̄ 1,0M. We calld the codimension ofM and if d = 1 we say thatM is of
hypersurface type. The bundleHM is given as the real part by

HM = Re(H 1,0M ⊕H 0,1M) .

Since we focus on local questions in this paper it can be assumed thatM is an open neigh-
borhood of the origin 0 inR2n+d . Moreover, all differential objects will be assumed to be of
classC∞ if not otherwise stated.

The Newlander-Nirenberg Theorem [22] states that ford = 0 the bundleH 1,0M gives
rise to a complex structure onM. We shall make repeated use of this fundamental result.

A CR manifold is locally embeddable (or realizable) if there exists a smooth embedding
ι : M → C n+d such that

ι∗H 0,1M ⊆
〈
∂

∂z̄1
, . . . ,

∂

∂z̄n+d

〉
C

,

where〈·, . . . , ·〉C stands for the complex linear span. Notall CR manifolds are embeddable as
was first shown by Nirenberg [23] for 3-dimensional CR manifolds. See also [14] and [21] for
more general examples of non-embeddable CR manifolds (e.g., of higher codimension). To
ensure embeddability one must therefore impose further (geometric or analytic) conditions
onM. For example, if the CR structure onM is real analytic, thenM is embeddable, see
[1]. According to a theorem of Kuranishi, extended by Akahori and Webster (see [28] and
references therein), every strictly pseudoconvex hypersurface-type CR manifold of dimension
≥ 7 is locally realizable.
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It turns out that a geometric condition implying embeddability (which makes no refer-
ence to the Levi form ofM) is given by the presence of a transversal group action. Historically,
1-parameter groups of CR actions were first introduced by Tanaka [25]. Baouendi, Rothschild
and Treves in [9] (see also [10]) proved that a CR manifold is embeddable if its CR structure
is invariant under a transverse Lie group action. This result holds true even more generally
for the so-called hypo-analytic structures [26], see also [13] for related results.

CR manifolds which admit a transverse abelian CR action are calledrigid. Note, how-
ever, that the class of rigid CR manifolds is very restricted. In general, CR manifolds do not
even allow any non-trivial Lie group action which preserves the real bundleHM. The aim
of this paper is to give sufficient conditions for embeddability in terms of more general group
actions that are not necessarily required to preserve the CR structure. We also show that the
presence of such group action is a necessary condition for embeddability.

In Section 2 we introduce the concept of transverse extendableR d -actions on a CR
manifold. These contain the abelian transverse actions in the sense of [9] as a special case.
This notion is inspired by Lempert’s definition of the so-called inner actions for 3-dimensional
strictly pseudoconvex CR manifolds in [19]. There a special class ofS1-actions is studied and
various (global) embedding results for CR 3-manifolds are obtained. Similar techniques were
used by Bland and Duchamp [6] to investigate deformations of CR structures. We show that
real analytic CR manifolds always admit extendable actions. The main result of this section
is that the existence of an extendable action implies local embeddability.

Section 3 is devoted to CR manifolds of hypersurface type. For these we introduce
the notion ofsemi-extendable action, which is a one-sided version of a localR-action. We
show that if a hypersurface type CR manifold admits a semi-extendable action, then it is
locally embeddable as the boundary of a complex manifold. Conversely, it is shown that non-
degenerate hypersurfaces inC n+1 admit a (local) semi-extendableR-action. This is proved
via a family of stationary disks locally attachedto the hypersurface. For strictly pseudoconvex
CR manifolds we obtain a somewhat sharper result.

Part of this paper was written while the second author was staying at Purdue University.
He would like to thank the Mathematics Department for its hospitality and Professor László
Lempert for numerous discussions on the subject treated in the paper. Part of this research
was supported by Project 20-6137900 of Swiss National Science Foundation.

2. Analytic actions on CR manifolds. Let M be a CR manifold of real dimension
2n+ d and dimCH

0,1M = n. Assume we are given a localR d -action

F : M ′ × V → M ,

whereM ′ is a neighborhood ofp ∈ M andV = Vp is an open neighborhood of 0∈ R d . To
X̂ ∈ T0 R d we assign a vector fieldX which acts onf ∈ C∞(M,R) by

Xf (p) = d

dt


t=0

f (F (p,exp tX̂)) .
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DenoteE = {X : X̂ ∈ T0 R d}. We will assume that the action is transverse, i.e.

H 1,0
p M ⊕H 0,1

p M ⊕ CEp = T C
p M(1)

for eachp ∈ M. Fors ∈ V we denote by

H 0,1(s) = F(·, s)∗(H 0,1M) ⊆ T CM(2)

the pullback ofH 0,1M by F(·, s), s ∈ V . H 0,1(s) can be viewed as a point[H 0,1(s)] in the
Grassmannian Grp = Gr(T C

p M, n) of n-planes inT C
p M. Let Gr be the bundle

Gr =
⋃
p∈M

{p} × Grp .

Consider the mapping

µ : M × V → Gr
(p, s) → [H 0,1

p (s)] .(3)

In the following definition we use the fact that Grp is a complex manifold (of dimension
n(n+ d)).

DEFINITION 1. We say that the action(Fs) is extendable at p ∈ M if there exists a
neighborhoodU ⊆ M of p ∈ M, a neighborhoodṼ of 0 ∈ C d and a smooth mapping
µ̃ : U × Ṽ → Gr such that̃µ|U×(Ṽ∩V ) = µ andµ̃(q, ·) : Ṽ → Grq is holomorphic for each
q ∈ U .

An immediate class of examples of CR manifolds that admit extendableR d -actions is
that of the so-called rigid CR manifolds in the sense of [9], [10] which admit a CR action, i.e.,
µ(p, ·) is constant.

To specify the meaning of Definition 1 in local coordinates, observe that for small values
of s ∈ V the bundleH 0,1(s) is close toH 0,1(0) = H 0,1M. There exists ad-parameter family
of complex bundle morphisms

µ(s) : H 0,1M → H 1,0M ⊕ CE
such that

H 0,1(s) = {Z̄ + µ(Z̄) : Z̄ ∈ H 0,1M} .(4)

(These expressions are defined only for smalls.) If we choose a basisZ1, . . . , Zn of H 1,0M

and denote byθ1, . . . , θn its dual basis, thenµ is given by a tensor

µ = µikθ̄i ⊗Wk ,(5)

whereW1, . . . ,Wn+d = Z1, . . . , Zn,X1, . . . , Xd andXi are the vector fields induced by
the generatorŝXi = ∂/∂si . We will refer toµ as the Beltrami tensor. Let us mention that
the tensorµ can be viewed as a generalization of the deformation tensor introduced in [6]. A
similar definition, called complex dilatation, for maps between CR manifolds is given in [15]
(see also [2]). Now we see that theR d -action(Fs) is extendable in the sense of Definition
1 if all coefficientsµik of the Beltrami tensor are real analytic ins ∈ R d and their radii of
convergence have a uniform lower bound in a neighborhood ofp.
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PROPOSITION 1. Analytic CR manifolds admit local extendable actions.

PROOF. Let (u, s) = (u1, . . . , u2n, s1, . . . , sd ) ∈ R2n+d be analytic coordinates ofM
in a neighborhood of some point ofM. In these coordinates we can write a basis ofH 0,1M

as

Z̄j = αjk
∂

∂uk
+ βjl

∂

∂sl
, j = 1, . . . , n,(6)

where summation convention is used over repeated indices and the coefficientsαjk, βjl are
real analytic complex-valued functions of(u, s) ∈ R2n+d . As HM is real 2n-dimensional,
we may assume that∂/∂s1, . . . , ∂/∂sd are transverse toHM. The matrix(αjk) has rankn
and so we may (by changing the basis) further assume that equations (6) read

Z̄j = ∂

∂uj
+ ajk

∂

∂vk
+ bjl

∂

∂sl
, j = 1, . . . , n,(7)

where we use the notationvk = un+k, k = 1, . . . n.
The localR d -action(Fs) will be generated by the vector fields∂/∂s1, . . . , ∂/∂sd . LetΣ

be the submanifoldΣ = {s = 0}, parametrized by the coordinatesu ∈ R2n. We shall prove
the extendability of the action(Fs) at a pointp = (u,0) onΣ. Our first observation is that
the matrix Ima(u,0) = Im(ajk(u,0)) is invertible. To see this we argue as follows. Since
{Zj, Z̄j }j=1,... ,n forms a system of 2n C-independent vectors, the system{Vj = (1/2i)(Zj −
Z̄j ); j = 1, . . . , n} is R-independent inHM. Suppose that the realn× n matrix Ima(u0,0)
is not invertible. Then a suitable linear combination with real coefficients{dj ; j = 1, . . . , n},
of the rows from Ima(u0,0) will vanish. This means that the vectorV := djVj can be
expressed asV = ei(∂/∂si) for some real coefficientsei, i = 1, . . . , d. On the other hand,
vectorsVj , j = 1, . . . , n, areR-independent, which implies thatV �= 0, V ∈ H(u0,0)M. This
is in contradiction with the transversality of{∂/∂s1, . . . , ∂/∂sd } andHM at the point(u0,0),
which shows that Im(ajk(u,0)) is invertible.

Directly by the definition of the action(Fs) we have

F ∗
s Z̄j (Fs(p)) = ∂

∂uj
+ ajk(u, s)

∂

∂vk
+ bjl(u, s)

∂

∂sl
.(8)

Since we consideru as fixed, we will for the rest of this proof suppress the dependence ofu

and just writeajk(s) = ajk(u, s) etc.
According to (5) the Beltrami tensorµ atp with respect to the basis

Z̄1(0), . . . , Z̄n(0),
∂

∂s1
, . . . ,

∂

∂sd
,

can be written in the form

µ = λij θ̄i ⊗ Zj(0)+ νil θ̄i ⊗ ∂

∂sl
.(9)

We have to show that the coefficientsλij , νil depend analytically ons. LetX be the bundle
spanned by∂/∂s1, . . . , ∂/∂sd , πX : T CM → HCM be the projection alongX, andπ0,1 :
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HCM → H 0,1M be the canonical projection toH 0,1M. We have

π0,1 ◦ πX(F ∗
s Z̄i(s)) = cij (s)Z̄j (0) = W̄i(s) .

By definition of the Beltrami tensor we have

W̄i(s)+ µ(W̄i(s)) = F ∗
s Z̄i(s) .

Using equations (8) and (9), this reads

∂

∂ui
+ aik(s)

∂

∂vk
+ bil(s)

∂

∂sl
= cij (s)

(
∂

∂uj
+ ajk(0)

∂

∂vk
+ bjl(0)

∂

∂sl

)

+ λjk(s)cij (s)

(
∂

∂uk
+ ākl(0)

∂

∂vl
+ b̄km(0)

∂

∂sm

)
+ νjk(s)cij (s)

∂

∂sk
.

Writing a = (aik) etc. and comparing coefficients, we get the following system of matrix
equations:

I = c(s)+ λ(s)c(s) ,

a(s) = c(s)a(0)+ λ(s)c(s)ā(0) ,

b(s) = c(s)b(0)+ λ(s)c(s)b̄(0)+ ν(s)c(s) .

From the first and second equations we getc(s)(a(0)− ā(0)) = a(s)− ā(0). Now we use
the fact that Ima(0) is invertible; hence we conclude thatc(s) is analytic ins. Fromc(0) = I

we see thatc(s) is invertible (at least for small values ofs) and henceλ(s) = c−1(s) − I is
analytic ins. From the third equation we conclude that alsoν(s) is analytic.

One can easily see that the above consideration is independent of the initial point. So we
obtain that for each fixed(u0, s0) the functionsλ(u0, s0 + s), ν(u0, s0 + s) are real analytic
in s. Moreover, the proof shows that the radii of convergence of the corresponding power
series expansions have a locally in(u0, s0)-uniform lower bound which gives that(Fs) is an
extendable action. �

REMARK. Consider the following example:M = {ρ = 0} ⊆ C2,

ρ(x1 + iy1, x2 + iy2) = x4
1 + y4

1 + x2
2 + (y2 − 1)2 − 1 .

M is an analytic hypersurface inC2. Therefore it is an analytic CR manifold which admits an
extendableR-action according to Proposition 1. We claim thatM is not rigid in the sense of
[9], since it does not admit a CR action. Indeed,M does not even admit a transverse action
preserving the real bundleHM in a neighborhood of 0. This follows from the fact thatHM is
a contact bundle away from 0, but the contact property fails at 0. We refer to the next section
for the formal definition of the contact property. An equivalent way to check the non-existence
of a transverse action preservingHM is as follows. Observe that vectorfields inHM together
with their first order commutators span the whole tangent space at a pointp ∈ M,p �= 0.
However, this property fails exactly at the point 0∈ M. This clearly contradicts the existence
of a transverseR-action preserving the bundleHM.
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We already mentioned in the Introduction that both rigid and analytic CR manifolds are
embeddable ([9], [1]). A generalization of these results is our next statement.

THEOREM 1. If a CR manifoldM has an extendable local R d -action, then it is locally
embeddable in C n+d .

PROOF. Without loss of generality we can assume (see [26] p. 302, or Lemma I.1 in [9])
that points ofM are given in local coordinates(u, s) = (u1, . . . , u2n, s1, . . . , sd ) ∈ R2n+d
such that

Xj = ∂

∂sj
, j = 1, . . . , d

induce theR d -action(Fs) which is just the usual translation with respect to coordinatess ∈
R d . LetΣ ↪→ M be the submanifoldΣ = {s = 0} which is transverse to the action of(Fs).

Choosing smooth sections̄Z1(u), . . . , Z̄n(u) ofH 0,1M|Σ , we obtain by (5) at each point
(u,0) ∈ Σ a Beltrami tensorµ(u, s) expressed with respect to the basisZ̄1(u), . . . , Z̄n(u),
X1, . . . , Xd . As the action(Fs) is extendable, each coefficientµij (u, s) of the Beltrami
tensor has an extensionµij (u, z), zi = si + iti , i = 1, . . . , d, which is holomorphic forz in
some neighborhood of 0 inC d . (To simplify the notation we will always writeC d where we
actually mean an open neighborhood of 0 inC d .)

Next we define vector fields̄Wi on the manifoldN = Σ × C d by

W̄i(u, z) = Z̄i(u)+ µ(u, z)(Z̄i(u)) .(10)

We understand the vectors̄Zi(u) andµ(u, z)(Z̄i(u)) from the right side of (10) as being
transported to the point(u, z) ∈ N .

Let us observe that for Imz = t = 0, by the definition of the Beltrami tensor, it follows
that the vectorsWi(u, s) form a basis ofH 0,1

(u,s)M. SinceM is a CR manifold, the bundle

H 0,1M satisfies the integrability condition[H 0,1M,H 0,1M] ⊆ H 0,1M. It follows that there
are smooth functionscm,lk , k, l,m = 1, . . . , n, such that

[W̄m(u, s), W̄l (u, s)] = c
m,l
k (u, s)W̄k(u, s) .(11)

Next we show that the functionscm,lk have holomorphic extensions to Imz �= 0 such that
(11) holds also for Imz �= 0. Let

(x1, . . . , x2n+2d) = (u1, . . . , u2n, s1, . . . , sd , t1, . . . , td ) ∈ R2n+2d

be real coordinates onN . Let us rewrite the vectors from (10) as

W̄i(u, z) = aij (u, z)
∂

∂xj
, i = 1, . . . , n ,

where the coefficientsaij are holomorphic inz ∈ C d and aij ≡ 0 for the indicesj =
2n+ d + 1, . . . ,2n+ 2d.

Let

Ū(u, z) = [W̄m(u, z), W̄l(u, z)]
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and write

Ū(u, z) = bj (u, z)
∂

∂xj
.

Since the derivatives∂aij (u, z)/∂xk are holomorphic inz, it follows that also the coefficients
bj are holomorphic functions inz andbj ≡ 0, j = 2n+d+1, . . . ,2n+2d. By the previous
consideration we know that forz = s ∈ R d we have

Ū(u, s) = cj (u, s)W̄j (u, s) .

WritingA = (aij ), b = (b1, . . . , b2n+d ) andc = (c1, . . . , cn), we obtain the matrix equation

b = cA .

As the vectorsW̄i areC-independent, there exists an invertiblen× n submatrixA1 of A, and
submatrixb1 of b such thatb1 = cA1, from which we obtainc = b1A

−1
1 as the required

holomorphic extensionc(u, z). We also obtain immediately the extension of (11). This is
seen as follows: The coefficients of the vector field

Ū(u, z)− cj (u, z)W̄j (u, z)

are holomorphic inz and vanish on Imz = 0. But then they must vanish for allz. Conse-
quently, (11) holds on the wholeN .

We define onN = Σ × C d the vector fieldsV̄i = ∂/∂z̄i , i = 1, . . . , d. Clearly,
[V̄i , V̄k] = 0 and

[V̄i , W̄k] = ∂

∂z̄i
µ(u, z)(Z̄k(u)) = 0 ,

since the coefficients ofµ are holomorphic inz. It follows that the bundleN̄ =
〈W̄1, . . . , W̄n, V̄1, . . . , V̄d〉C satisfies the integrability condition

[N̄ , N̄ ] ⊆ N̄ .

Moreover, it is easy to check thatN ∩ N̄ = {0}. It follows from the Newlander-Nirenberg
Theorem thatN gives rise to a complex structure on the manifoldN and thatM = Σ × R d

is CR embedded inN . �

3. CR manifolds of hypersurface type. In this section we focus on hypersurface-
type CR manifoldsM = M2n+1. Let us recall some notation that will be used throughout this
section.

The Levi form ofM (see [7], p. 156) is given by

L : H 1,0M → TM/HM

L(Z) = π((1/2i)[Z, Z̄]) ,
whereπ is the projectionπ : TM → TM/HM. Choosing a Hermitian structure onT CM

such thatH 1,0M is normal toH 0,1M, we can viewL as a Hermitian quadratic form.M is
called non-degenerate ifL is a non-degenerate form and strongly pseudoconvex ifL(Z) is
non-zero forZ �= 0. If M is non-degenerate, the bundleHM = Re(H 1,0M ⊕ H 0,1M) is a
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contact distribution onM, i.e., there exists a 1-formα onM such thatHM = kerα andα is
non-degenerate in the sense that

α ∧ dαn �= 0 .

For hypersurface-type CR manifolds we will consider semi-extendable actions rather than
extendable actions. To be more precise, let{Fs; s ∈ R} be a localR-action that is transverse,
i.e., the vector field(dFs/ds)|s=0 is transverse to the contact fieldHM. (For the sake of
simplicity we writeR meaning a neighborhood of 0 inR.) As in Definition 1 we can define
the mapping

µ : M × R → Gr .

Let for ε > 0

Bε = {|z| < ε; Im z < 0} ⊆ C

be the half disk in the lower half-plane ofC. We say that the actiong t on M is a semi-
extendable action in a neighborhoodU of some pointp ∈ M if there exists anε > 0 such
that the mapping

µ : U × (−ε, ε) → Gr

extends to a smooth map onU× B̄ε that is holomorphic onBε for each fixedq ∈ U . This def-
inition is inspired by Lempert’s definition of innerS1-actions on 3-dimensional CR manifolds
(see [19], [2]). Clearly, any extendable action in the sense of Definition 1 is a semi-extendable
action. The proof of Theorem 1 can easily be modified to a proof of

THEOREM 2. If a hypersurface-type CR manifold M admits a local semi-extendable
R-action, then it is locally realizable as the boundary of a complex manifold.

In the above statementM is not necessarily required to be non-degenerate. In the case of
hypersurface type CR manifolds that are pseudoconvex we have a more exact statement. We
first have to introduce the notion of positivity of an action. LetM be strictly pseudoconvex
and(Fs) be a transverse localR-action inducing the vector fieldS = (dFs/ds)|s=0 onM. We
call the actionpositive if for Z ∈ H 1,0M we have

1

2i
[Z, Z̄] = c(Z̄)S mod HM(12)

for c(Z̄) > 0.

THEOREM 3. If M is strictly pseudoconvex and admits a positive and semi-extendable
local R-action, then M can be locally realized as a strictly pseudoconvex hypersurface in
C n+1.

In view of the embedding results due to Kuranishi, Akahori and Webster [28], mentioned
in the Introduction, the above Theorem is significant mainly forn = 1 andn = 2. In higher
dimensions pseudoconvexity alone implies embeddability. We will, however, apply Theorem
3 to prove that (independently of the dimension) embeddability as a strictly pseudoconvex
hypersurface is equivalent to the presence of a semi-extendable action (see Theorem 4 below).
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PROOF OFTHEOREM 3. As in the proof of Theorem 1, we can consider local coordi-
nates inM and the extensionN = Σ×C with coordinates(u, z). Writing z = s+ it ∈ C, the
submanifoldΣ ofM is given byΣ = {s = 0}. The vector field of the action isS = (∂/∂s)|M
and the vector fields̄V andW̄i spanningT 0,1N are given byV̄ = ∂/∂z̄ and

W̄i(u, z) = Z̄i(u)+ µ(u, z)(Z̄i(u)), i = 1, . . . , n ,

where the Beltrami tensorµ is holomorphic inz ∈ H− = {z ∈ C; Im z < 0}. (Again, all
expressions in this proof are to be read locally.)

Denote byW̄ the bundle spanned bȳW1, . . . , W̄n. Using the same reasoning as in the
proof of Theorem 1, one can use the semi-extendability of the givenR-action to show that
W̄ ⊕ CV̄ defines a complex structure onN− = Σ × H−.

We next show thatM is pseudoconvex as seen fromN−. Pick a pointp ∈ Σ ↪→ M. We
are going to construct a smooth functionρ defined in a neighborhood ofp in N that is strictly
plurisubharmonic onN−. We first need some preparations.

Recall that the Beltrami tensor atp with respect to the basis̄Z1, . . . , Z̄n can be written
in the form

µ = λij θ̄i ⊗ Zj + νi θ̄i ⊗ S .

Sinceµ(u,0) = 0 we haveW̄i |Σ = Z̄i . The coefficientsνi are holomorphic functions in
z ∈ H−, and we denote

κ = max
1≤i≤n

 ∂∂zνi(0)
 .(13)

Next, let‖ · ‖ be the Hermitian metric onW̄(p) such thatW̄1(p), . . . , W̄n(p) form an or-
thonormal basis. By the positivity of the group action we know that forW̄ ∈ W̄ we have

1

2i
[W, W̄ ]p = c(W̄)S(p) mod W ⊕ W̄

for some numberc(W̄) > 0. Letc1 > 0 be a real number such that

c(W̄) ≥ c1‖W̄‖2 .(14)

Finally, we setA = nκc−1
1 . We defineρ by

ρ(u, z) = ρ(u1, . . . , un, s + it) = At2 + t .(15)

Clearly, we haveM = {ρ = 0} anddρ|M �= 0. We show next thatρ is strictly plurisubhar-
monic atp (and hence on some neighborhood inN−). This means that for sectionsY1, Y2 of
T 0,1N the Hermitian form∂∂̄ρ(Y1, Ȳ2) is positive definite atp. We will make repeated use
of the formula

∂∂̄ρ(Y1, Ȳ2) = Y1(Ȳ2ρ)− ∂̄ρ([Y1, Ȳ2]) ,(16)

which is easily verified (cf. Proposition 5.2 in [19]).
We have to show that∂∂̄ρ(Y, Ȳ ) > 0 for a non-zero local sectionY ∈ T 1,0N . Without

loss of generality we may assume thatY is of the form

Y = W + bV ,
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whereW = ∑
aiWi ∈ W and the coefficientsai, b are constant. We have

∂∂̄ρ(Y, Ȳ ) = ∂∂̄ρ(W, W̄ )+ |b|2∂∂̄ρ(V, V̄ )
+2Re∂∂̄ρ(bV, W̄) = (i) + (ii) + (iii) .

(17)

The term (ii) is easily calculated. PuttingY1 = Y2 = V in formula (16), we get

∂∂̄ρ(V, V̄ ) = V V̄ ρ = −1

2

∂2

∂z∂z̄
(A(z− z̄)2 + i(z− z̄)) = A .(18)

To calculate the term (i) in (17) writeW = W1 − iJW1, whereW1, JW1 are real vector
fields andJ is the complex tensor inW ⊕ W̄ . Since[W, W̄ ] = 2i[W1, JW1], the positivity
of theR-action implies that

[W1, JW1] = c(W̄)S mod W ⊕ W̄ .

We have (at the pointp)

∂̄ρ(S) = 1

2
dρ(S + iJ S) = i

2
(JS)ρ = i

2

∂

∂t
ρ = i

2
.

Note thatW andW̄ are tangent to the level setsρ = constant. Using formula (16), we arrive
at

∂∂̄ρ(W, W̄ ) = −∂̄ρ([W, W̄ ])
= −∂̄ρ(2i[W1, JW1]) = −2ic(W̄)∂̄ρ(S) = c(W̄) .

By (14) we get the estimate

∂∂̄ρ(W, W̄ ) ≥ c1

∑
|ai|2 .(19)

It remains to estimate the term (iii) in (17). Observe that

[V, W̄ ]p =
(
∂

∂z
µ

)
(W̄ ) ≡ βS mod W ⊕ W̄ ,

whereβ = ∑
āi(∂νi/∂z)(0). PuttingY1 = V andY2 = W in (16), we get

∂∂̄ρ(V, W̄ ) = −∂̄ρ([V, W̄ ]) = −β∂̄ρ(S) = − i

2
β .

From this and the definition ofκ (see (13)) we obtain the estimate

|∂∂̄ρ(bV, W̄)| ≤ κ

2
|b|

∑
|ai| .(20)

Inserting (18), (19) and (20) in (17), we obtain

∂∂̄ρ(Y, Ȳ ) ≥ c1

∑
|ai |2 + A|b|2 − κ |b|

∑
|ai |

= c1

∑
|ai|2 + n(κ2/c1)|b|2 − κ |b|

∑
|ai |

= c1

(∑
(|ai |2 + (κ2/c2

1)|b|2 − (κ/c1)|ai‖b|)
)
.

It is easy to see that the last expression is strictly positive forY �= 0.
We have shown thatM is a strictly pseudoconvex piece of the boundary of the complex

manifoldN−. By a theorem of Catlin [11] it is possible to locally extend the complex structure



TRANSVERSAL GROUP ACTIONS ON CR MANIFOLDS 517

toN = Σ ×C. In this way we obtain a local embedding ofM in C n+1. This proves Theorem
3. �

The rest of this section is devoted to proving a partial converse to Theorem 3. We have

THEOREM 4. Let M = M2n+1 be an embedded hypersurface in Cn+1, which is non-
degenerate at the point p ∈ M . ThenM admits a semi-extendable R-action in a neighborhood
of p.

A major component in the proof of this theorem is the following proposition. To formu-
late the statement let us recall that a (real)N-dimensional submanifoldS of complexN-space
C is called totally real at a pointp ∈ S if

TpCN = TpS ⊕ JTpS ,

whereJ is the complex structure ofC.
Denote by∆ the unit disk inC and byγ the subarc{eis; s ∈ (−π/2, π/2)} of ∂∆.

PROPOSITION 2. Let S ↪→ CN be a smooth manifold, totally real at p ∈ S, and let
X ∈ TpS. Then there exists a smooth family Fr, r ∈ U ⊆ RN−1, of maps Fr : ∆̄ → CN,

analytic in ∆, such that

1. F0(1) = p and (d/ds)|s=0F0(e
is) = λX for some λ > 0;

2. the family of curves {Fr(γ ), r ∈ U} smoothly foliates a neighborhood of p in S.

PROOF. The proof is done in two steps. In the first step we establish the existence of
the disc family required in the statement in a smoothness classCk,α for a fixedk ∈ N and
0< α < 1. The second step is a bootstrapping arguement yieldingC∞ regularity of foliation.

STEP 1: EXISTENCE. This step is based on a Bishop-type argument. For an intro-
duction to the Bishop equation and related machinery we refer to [7]. Our proof is modeled
after that of Pinchuk in [24].

Let us assume thatp = 0. SinceS is totally real at 0∈ S, it can locally be represented
after a biholomorphic change of variables in the form

S = {z = x + iy; y = h(x)} ,
whereh : RN → RN is a smooth function withh(0) = 0 anddh(0) = 0.

Let k ∈ N,0 < α < 1. For a functionx ∈ Ck,α(∂∆,RN) we shall consider the Hilbert
transform defined by

T x(z) = Im

{
1

2πi

∫
|ζ |=1

(
ζ + z

ζ − z

)
x(ζ )

dζ

ζ

}
.(21)

Note that the Hilbert transformT : Ck,α(∂∆,RN) → Ck,α(∂∆,RN) is a bounded linear map
and(x + iT x)(ζ ) is the restriction to∂∆ of a holomorphic map from∆ into CN .

We make use of the implicit function theorem for Banach spaceCk,α(∂∆,RN). Consider
a fixed smooth functionu : ∂∆ → R with the propertiesu|γ ≡ 0 andu|∂∆−γ̄ < 0. We set up
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the following “ansatz" for the implicit function theorem:

Φ : RN × RN × Ck,α(∂∆,RN) → Ck,α(∂∆,RN) ,
Φ(c, t, x) = x + T (h ◦ x + tu)− c .

(22)

(Heretu = (t1u, . . . , tNu).) Sinceh isC∞, it is clear thatΦ is smooth.
Clearly, we haveΦ(0,0,0) = 0. Using the fact thatdh(0) = 0, we find that

∇xΦ(0,0,0)X = X + T (dh(0)X) = X .

We hence find a family of functionsx(c, t) in Ck,α(∂∆,RN) satisfying

Φ(c, t, x(c, t)) = 0 .(23)

We setf (c, t)(ζ ) = x(c, t)(ζ )+ i(h ◦ x(c, t)(ζ )+ tu(ζ )). Since

T (Imf (c, t)) = −Ref (c, t)+ c ,

the functionf (c, t) can be extended tof (c, t) : ∆̄ → CN of classCk,α , which is holomor-
phic in∆. Moreover, forζ ∈ γ we haveu(ζ ) = 0,

Imf (c, t)(ζ ) = h(Ref (c, t)(ζ )) ,

and hencef (c, t)(γ ) ⊆ S.
The disc family(Fr )r satisfying Conditions 1 and 2 from the statement will be a sub-

family of (f (c, t))(c,t). The remaining part of the first step is devoted to the selection of this
subfamily.

Let us introduce the mappingG : RN × RN → RN × RN by

G(c, t) =
(
G1(c, t)

G2(c, t)

)
=

(
x(c, t)(eis)

(d/ds)x(c, t)(eis)

) ∣∣∣∣
s=0 .

(24)

We shall prove thatG is a local diffeomorphism in a neighborhood of the point(0,0) ∈
RN × RN . To do that we have to show thatDG(0,0) is invertible.

Let us first calculate the matricesDcG1(0,0) andDcG2(0,0). From (23) it follows that

0 = x(c, t)(eis)+ T (h(x(c, t))+ tu)(eis)− c .(25)

Differentiating (25) with respect toc and setting(c, t) = (0,0), we obtain

0 = Dcx(0,0)(e
is)+ T (dh(x(0,0))Dcx(0,0))(e

is)− I .

Sincex(0,0) = 0 anddh(0) = 0, it follows thatDcx(0,0)(eis) = I , which implies that

DcG1(0,0) = I and DcG2(0,0) = 0 .(26)

In the next step we prove thatDtG2(0,0) is invertible. We differentiate now (25) with
respect tot and set again(c, t) = (0,0). We then obtain

Dtx(0,0)(eis) = T (Iu)(eis) ,

which implies thatDtG2(0,0) = (d/ds)|s=0 T (Iu)(e
is).
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Using the fact thatu|γ ≡ 0, the derivative(d/ds)|s=0T u(e
is) can be explicitly calculated

by formula (21). The result of the calculation gives

d

ds


s=0

T u(eis) = 1

2π

∫ 3π/2

π/2

u(eiθ )

cosθ − 1
dθ .(27)

As u ≡ 0 onγ andu < 0 on∂∆− γ̄ , we get that (27) is positive. Hence

DtG2(0,0) = d

ds


s=0

T (uI)(eis)

is invertible, which together with (26) implies thatG is a local diffeomorphism at(0,0) ∈
RN × RN .

Let X ∈ T0S = RN × {0} � RN . By choosingλ > 0 small enough, we conclude that
there exists(c0, t0) in a neighborhood of(0,0) such thatG(c0, t0) = (0, λX).

LetH be the hyperplane inRN orthogonal toX and denote by

H ′ = D−1
c x(c0, t0)(1)(H) .

Consider a linear mappingA : RN−1 → RN with the property thatA(RN−1) = H ′. We claim
that for a sufficiently small neighborhoodU of 0 ∈ RN−1 the disc family(Fr)r∈U given by

Fr(z) = f (c0 + Ar, t0)(z), r ∈ U, z ∈ ∆ ,
satisfies Conditions 1 and 2 from the statement (exceptC∞ regularity).

Indeed, we can see immediately that Condition 1 is satisfied. To check Condition 2,
consider for smallε > 0 the mapping

H : U × (−ε, ε) → RN, H(r, s) = x(c0 + Ar, t0)(e
is) .

It follows that

DH(0,0) =
(
Dcx(c0, t0)(1)A
λX

)
.

By the definition ofA we see that the matrixDH(0,0) is invertible and Condition 2 follows
now easily by another application of the inverse function theorem. This concludes the first
step in the proof of Proposition 2.

In conclusion we obtain the existence of the disc family required in the statement in the
regularity classCk,α(∂∆,RN) for arbitrary, butfixed k ∈ N. This is not enough to claimC∞
regularity, since it could happen that the paremeter space for our disc family depends onk and
it shrinks to a point ifk → ∞. We deal with this difficulty in the following

STEP 2: REGULARITY. In this step we increase the regularity of the foliation ob-
tained in the first step by a bootstrapping argument. We start with some preparations. We
shall use the Hölder spacesCk,αε (∂∆,RN) obtained by changing the norm inCk,α(∂∆,RN)
to the norm that depends on the parameter 1> ε > 0 according to the formula

‖x‖k,α,ε := max
0≤j≤k {εj (‖x(j)‖0 + ‖x(j)‖α)} ,
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wherex(j) is thej -th derivative ofx,

‖x(j)‖0 = sup
ζ∈∂∆

‖xj (ζ )‖ and ‖x(j)‖α = sup
ζ1 �=ζ2

‖x(j)(ζ1)− x(j)(ζ2)‖
|ζ1 − ζ2|α .

Let us recall that according to Privalov’s theorem (see, eg., [8]) the Hilbert transform

T : C0,α(∂∆,RN) → C0,α(∂∆,RN)

is a bounded linear operator such that

‖T u‖0 + ‖T u‖α ≤ C(‖u‖0 + ‖u‖α) for u ∈ C0,α(∂∆,RN) .

Let a : ∂∆ → MN(R) be a matrix valuedCk,α function and consider the linear operator
v → Zv, Zv = T (av). Using Privalov’s theorem it follows that

Z : Ck,α(∂∆,RN) → Ck,α(∂∆,RN)

is a bounded operator; moreover,‖Z‖k,α < 1 if ‖a‖k,α is small enough. If we work in the
weighted spacesCk,αε (∂∆,RN), we have a better statement as formulated in the following

CLAIM . There exists a constant δ > 0 such that if

2‖a‖0 + ‖a‖α < δ ,

then for k ∈ N we can choose ε = ε(k, a) > 0 such that

Z : Ck,αε (∂∆,RN) → Ck,αε (∂∆,RN)

becomes a contraction.

Indeed, using Privalov’s theorem, write

‖Zv‖k,α,ε = max
0≤j≤k

εj (‖(T av)(j)‖0 + ‖(T av)(j)‖α)
= max

0≤j≤k
εj (‖T (av)(j)‖0 + ‖T (av)(j)‖α)

≤ C · max
0≤j≤k

εj (‖(av)(j)‖0 + ‖(av)(j)‖α) .
(28)

Without loss of generality we can assume thatN = 1. Using the product formula for
higher derivatives

(av)(j) =
j∑
i=0

(
j

i

)
a(i)v(j−i) ,

we can estimate the first part on the far right hand side of (28) as

‖εj (av)(j)‖0 ≤ ‖a‖0 · εj‖v(j)‖0 + ε ·
( j∑
i=1

(
j

i

)
‖a(i)‖0

)
· εj−i‖v(j−i)‖0

≤ (‖a‖0 + ε · C1(k, a)) · ‖v‖k,α,ε
(29)

for all j ≤ k.
To estimate the second part on the far right hand side of (28), we use that foru1, u2 ∈ Cα

we have
‖u1 · u2‖α ≤ ‖u1‖0 · ‖u2‖α + ‖u2‖0 · ‖u1‖α .
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Then it follows that

‖εj (av)(j)‖α = εj
∣∣∣∣
∣∣∣∣
j∑
i=0

(
j

i

)
a(i)v(j−i)

∣∣∣∣
∣∣∣∣
α

≤ εj
j∑
i=0

(
j

i

)
(‖a(i)‖0‖v(j−i)‖α + ‖a(i)‖α‖v(j−i)‖0)

≤ (‖a‖0 + ‖a‖α + ε · C2(k, a))‖v‖k,α,ε .

(30)

By a combination of (28), (29) and (30) the choices of

δ := 1

2C
and ε := 1

2C(C1(k, a)+ C2(k, a))

finish the proof of the claim.
Let us now fix a value ofk ≥ 2 and consider the family

F : U → Ck,α(∂∆,RN) , U ⊆ RN−1 ,

of discs obtained in the first part of the proof. Recall that forr ∈ U the discFr = xr comes
from the implicit function theorem related to the equation (22). We can write this equation as
Ψ (r, x) = 0, where

Ψ (r, x) = x + T (h ◦ x + t0u)− (c0 + Ar)(31)

with A : RN−1 → R2N a fixed linear mapping andu : ∂∆ → RN a given smooth function.
Let us fix a valuer ∈ U and consider the associated discxr ∈ Ck,α(∂∆,RN). To prove

thatx ′
r ∈ Ck,α(∂∆,RN) we argue as follows. We differentiate (31) and obtain

x ′
r + T (dh ◦ xr · x ′

r ) = −t0T u′ .

In other words,v = x ′
r satisfies the equation

(I + Z)v = −t0T u′ ,(32)

whereZv := T (dh ◦ xr · v). The operatorI + Z is invertible inCk,αε (∂∆,RN) if Z is a
contraction. Applying the above claim this follows provided

2‖dh ◦ xr‖0 + ‖dh ◦ xr‖α < δ .

Becausedh(0) = 0 it follows that‖dh ◦ xr‖0 is small as long as‖xr‖0 is small. Furthermore,
observe that

‖dh ◦ xr‖α ≤ 21−α‖d2h ◦ xr‖0 · ‖x ′
r‖0 .

By the continuity ofr → xr ∈ C2,α we see that both‖xr‖0 and‖x ′
r‖0 can be made

sufficiently small ifr ∈ U ′, whereU ′ ⊂ U is a fixed parameter neighborhood.
Sincet · T u′ ∈ C∞, the invertibility ofI + Z yields that

x ′
r = − (I + Z)−1 (t0T u

′) ∈ Ck,αε (∂∆,RN) ,

and soxr ∈ Ck+1,α . Iterating this reasoning, we obtain thatxr ∈ C∞ for r ∈ U ′. This proves
the smoothness of each individual discxr .



522 Z. BALOGH AND C. LEUENBERGER

Smoothness of the foliation (i.e., dependence on the parameterr ∈ U ′) follows by the
regularity of the implicit functionr → xr that is inherited from the smoothness of the mapping
Ψ : U × Ck,α(∂∆,RN) → Ck,α(∂∆,RN) for arbitraryk ∈ N. This concludes the proof of
the proposition. �

PROOF OFTHEOREM 4. Using Proposition 2, we will first construct a family of “sta-
tionary" disks attached toM along the half-circleγ . To do that we shall realizeM as a totally
real submanifold in a higher dimensional complex space (cf. [3], [4]) as follows.

For a pointz ∈ M ↪→ C n+1 letHzM be the maximal complex subspace ofTzM. Then
HzM is a subspace ofC n+1 of complex dimensionn and can hence be viewed as a point
[HzM] in the projective spaceCPn. Consider the map

ψ : M → C n+1 × CPn

z → (z, [HzM]) .
We setC = C n+1 × CPn andS = ψ(M) ⊆ C. Furthermore, denote byπ the projection

π : C → C n+1

to the first factor ofC.
According to a result of Webster [27] it follows thatS is a totally real manifold inC if M

is a strictly pseudoconvex hypersurface inC n+1. The following proposition is a more general
version of this statement.

PROPOSITION 3. LetM ↪→ C n+1 be a smooth hypersurface. ThenM is non-degenerate
at p ∈ M if and only if S is totally real at (p, [HpM]) ∈ S.

PROOF. Let us first observe that the statement is biholomorphically invariant. There-
fore, by making an appropriate biholomorphic change of variables, we can assume (cf. [7],
p. 208) that

M = {z = (x + iy,w) ∈ C × C n; y = h(x,w)} ,
whereh : R × C n → R is a smooth function with the following Taylor expansion at the
origin:

h(x,w) =
∑

qk|wk|2 +O(3), qk ∈ R, k = 1, . . . , n .(33)

M is non-degenerate at 0 if and only ifqk �= 0 for k = 1, . . . , n. We shall show that this
condition is also equivalent withS being totally real at the point(0, [H0M]).

To obtain a local parametrization ofS in a neighborhood of(0, [H0M]) consider the
defining functionρ : C n+1 → R of M given byρ(z) = y − h(x,w). ThenM = {z ∈
C n+1; ρ(z) = 0} and forz ∈ M the complex tangent spaceHzM is given by

HzM = {X ∈ C n+1; ∂ρ(z) ·X = 0} .
In the above expression∂ρ(z) denotes the vector

∂ρ(z) =
(
∂ρ

∂u
,
∂ρ

∂w1
, . . . ,

∂ρ

∂wn

)
∈ C n+1 ,
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whereu = x + iy, andA · B denotes the complex multiplication of two vectorsA =
(A1, . . . , An+1), B = (B1, . . . , Bn+1),A · B = ∑

AjBj .
From (33) we see that in a neighborhoodU of 0 ∈ C n+1 we have

∂ρ(z) = (−i/2, q1w̄1, . . . , qnw̄n)+O(2) .

This implies that forz ∈ U the point[HzM] ∈ CPn is represented by the vector

[∂ρ(z)] = (−2iq1w̄1, . . . ,−2iqnw̄n)+O(2) ∈ C n .

From this we obtain the following local parametrization ofS,

S = {φ(x,w); (x,w) ∈ V ⊆ R × C n} ,
whereV is a neighborhood of 0∈ R × C n, andφ : V → C 2n+1 is a smooth function which
has the following expansion:

φ(x,w) = (x + ih(x,w),w1, . . . , wn,−2iq1w̄1, . . . ,−2iqnw̄n)+O(2) .

Using this parametrization, we obtain that the tangent space ofS at (0, [H0M]) is given by

T(0,[H0M])S = spanR{Vj ∈ C 2n+1; j = 1, . . . ,2n+ 1} ,
where the vectorsVj are the (real) partial derivatives ofφ.

Let us explicitly compute the vectorsVj as follows:

V1 = ∂φ

∂x
(0,0) = (1,0, . . . ,0) ∈ C 2n+1 .

Denoting bywk = xk + iyk, k = 1, . . . n, we have

V1+k = ∂φ

∂xk
(0,0) = (0, . . . ,0,1,0, . . . ,0,−2iqk,0, . . . ,0) ∈ C 2n+1 ,

V1+n+k = ∂φ

∂yk
(0,0) = (0, . . . ,0, i,0, . . . ,0,−2qk,0, . . . ,0) ∈ C 2n+1 .

Using these expressions, it is straightforward to check that the complex span of{Vj ; j =
1, . . . ,2n+ 1} is the wholeC 2n+1 if and only if qk �= 0 for all k = 1, . . . , n. This concludes
the proof of the proposition. �

Proposition 3 makes it possible to apply Proposition 2 to prove the Theorem.
Let p ∈ M andP = ψ(p) ∈ S. Choose a vectorξ ∈ TpM transverse toHpM and

let X = ψ∗ξ ∈ TP S. According to Proposition 2 we can find a familyGr, r ∈ U ⊆ R2n,
of mapsGr : ∆̄ → C, analytic in∆, such thatG0(1) = P , (d/ds)|s=0G0(e

is) = X and
Gr(γ ), r ∈ R2n, smoothly foliates a neighborhood ofP in S.

Let
fr = π ◦Gr : ∆̄ → C n+1 .

Sincefr (γ ), r ∈ U ⊆ R2n, foliates a neighborhood ofp in M, for each pointq ∈ M (close
to p) we can find a uniquer(q) ∈ R2n andζq ∈ γ ⊆ ∂∆ such thatfr(q)(ζq) = q. We set

f q(ζ ) = fr(q)(ζqζ ) , ζ ∈ ∆̄ .
It is clear thatf q(1) = q and ifq ′ = f q(ζ ′) for someζ ′ ∈ ∂∆ thenf q

′
(ζ ) = f q(ζ ′ζ ).
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In this way we obtain a smooth family

F : M × ∆̄ → C n+1, F (q, ζ ) = f q(ζ ) ,

of immersed disksf q analytic in∆.
Clearly,Fs(q) = f q(eis) for small s ∈ R defines a localR-action(Fs) onM. Since

(d/ds)|s=0Fs(p) = ξ , it is transverse toHM. We have to show that(Fs) is a semi-extendable
action. The holomorphicity of the mappingGr : ∆̄ → C given by

Gr(ζ ) = (fr (ζ ), [Hfr(ζ )M])
for ζ ∈ ∂∆ close to 1 plays a crucial role in this respect. We use first the holomorphicity of the
second coordinate ofGr to construct for each discf q ann-dimensional complex subbundle
Eq of (f q)∗C n+1 as follows.

Setf = f q to simplify notation and recall thatf is the projection of a map

G = (f, f̃ ) : ∆̄ → C = C n+1 × CPn ,

which is holomorphic in∆. Using homogeneous coordinates forCPn, write

f̃ = [f̃1 : f̃2 : . . . : f̃n+1] .
We have (see Proposition 3) that forζ ∈ γ ,

Hf(ζ)M = {X ∈ C n+1; f̃ (ζ ) ·X = 0} .
Let σ(z) be the 1-form onT 0,1

f (z)C
n+1 given by

σ(z) = f̃1(z)dz1 + · · · + f̃n+1(z)dzn+1 .

Thenσ is holomorphic forz ∈ ∆ and nonvanishing at least forz close to 1. By pulling back
with f , we get the 1-formf ∗σ onf ∗T 0,1C n+1.

For values ofz close to 1 let us denote byEq(z) the kernel off ∗σ(z) in f ∗T 0,1C n+1.
Since we have the natural inclusion inf ∗T 0,1C n+1 ⊂ f ∗T CC n+1, we viewE(z) as ann-
dimensional complex subbundle off ∗T CC n+1 that is holomorphic inz ∈ ∆. Moreover, for
ζ ∈ γ we have

Eq(ζ ) = (f q)∗H 0,1
f q (ζ )M .

To complete the proof we have to show that pull-back of theH 0,1M bundle by the action
Fs , given by

[H 0,1
q (ζ )] = F ∗

ζ (q)([H 0,1
Fζ (q)

M])
in a small neighborhood of 1, has a holomorphic extension to the inside of∆. Instead of
pulling backH 0,1M by the action ofFs we will construct a frame of holomorphic sections of
f ∗T CM and represent the section ofEq(z) in this frame. This is achieved by pushing forward
a fixed frame with the actionFs as follows.

Pick a vectorY ∈ T C
q M, Y = Y1 + iY2, where bothY1 andY2 are tangent toM. Choose

curvesγi : (−ε, ε) → M such thatγi(0) = q, γ̇i(0) = Yi (i = 1,2). Let

Yi(ζ ) = d

dt


t=0

f γi(t)(ζ )
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andY (ζ ) = Y1(ζ )+ iY2(ζ ) for ζ ∈ ∆. It is clear by the definition thatY (ζ ) is holomorphic in
ζ ∈ ∆ and we can view it as a section of(f q)∗T CC n+1. (Note that here the holomorphicity
of the first component ofGr was used in an essential way.)

Choose now a basis̄Z1, . . . , Z̄n of H 0,1
q M andX ∈ TqM transverse toHqM. Let

Z̄i(ζ ), Zi(ζ ) andX(ζ ) be the holomorphic sections obtained in the way described above.
Consider a frame of holomorphic sectionsηk(ζ ) of Eq(ζ ) such that

〈η1(1), . . . , ηn(1)〉C = Eq(1) = (f q)∗HqM .

Forζ ∈ ∆̄ close to 1 the sectionηk(ζ ) is a linear combination of̄Zi(ζ ), Zi(ζ ) andX(ζ ). We
can write

ηk(ζ ) = aki(ζ )Z̄i(ζ )+ bki(ζ )Zi(ζ )+ ck(ζ )X(ζ ) ,

where the coefficientsaki, bki, ck are holomorphic inζ for ζ ∈ ∆ close to 1. This is equivalent
to say that the pull-back ofηk(ζ ) under the actionFζ can be written:

(Fζ )
∗ηk(ζ ) = aki(ζ )Z̄i + bki(ζ )Zi + ck(ζ )X ∈ T C

q M

for ζ = eis close to 1. The action(Fs) is semi-extendable if we show that the coefficients of
the Beltrami tensorµ have a holomorphic extension. This follows from the holomorphicity
of the coefficientsaki, bki, ck in the same way as in the proof of Proposition 1.

By definition this amounts to showing that the circle bundle locally given by

[H 0,1
q (ζ )] = F ∗

ζ (q)([H 0,1
Fζ (q)

M])
has a holomorphic extension to the inside of∆ in a small neighborhood of 1. To show this we
use the holomorphicity of the mappingGr : ∆̄ → C given by

Gr(ζ ) = (fr (ζ ), [Hfr(ζ )M])
for ζ ∈ ∂∆ close to 1. SinceM is an embedded hypersurface inC n+1, we have the canonical
identificationHqM � H

0,1
q M. Combining these two facts we conclude that

Eq(ζ ) = [H 0,1
Fζ (q)

M]
has a holomorphic extension to the inside of∆ in a small neighborhood of 1.

To show thatF ∗
ζ (q)Eq(ζ ) has a holomorphic extension we can work in local coordinates

following the idea in the proof of Theorem 1. �

Let us assume in the statement of Theorem 4 that the hypersurfaceM is strongly pseu-
doconvex. Combining Theorems 3 and 4, we obtain the following

COROLLARY 1. A strongly pseudoconvex CR manifold of hypersurface type is locally
embeddable if and only if admits a local semi-extendable action.

Moreover, under the assumption of strong pseudoconvexity we can even obtain a stronger
conclusion than Theorem 4. Call anR-action(Fs) onM contact if it preserves the contact
bundleHM, i.e. ,

F ∗
s HM = HM , s ∈ R .

We then have
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PROPOSITION 4. Let M = M2n+1 be an embedded hypersurface in C n+1, which is
strongly pseudoconvex at the pointp ∈ M . ThenM admits a (local ) positive, semi-extendable
contact R-action in a neighborhood of p.

PROOF. The additional conclusion we have to prove here is the contact property of the
action. This property does not seem to follow from the proof of Theorem 4. Instead of using
the proof of Theorem 4 we sketch another argument which is based on a combination of
results from [6], [17], [18].

AssumeM is a piece of a pseudoconvex hypersurface inC n+1. By a suitable biholo-
morphic change of coordinates we may assume that locallyM is a piece of the boundary∂D
of a strictly convex domainD in C n+1. Fix a point 0 in the interior ofD. Let us denote by
B the unit ball inC n+1. By the strict convexity ofD (cf. [17], [18]) there exists a mapping
F : B → D, F(0) = 0, which is called a circular representation ofD. It is shown in [19] for
n = 1 and in [6] in general that the circular representation ofD with base point 0 gives rise to
an innerS1-action on∂D in the sense of [6]. Using the circular representationF , we can push
forward the standard circle action (induced by the Hopf fibration) fromB toD. By using the
properties of the circular representationF ([18], [6]), one easily checks that we obtain this
way a semi-extendable and positive contact action onM ⊆ ∂D.

The converse of the above statement is contained in Theorem 3. �
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