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Translationally cold H2 molecules excited to non-penetrating |MJ |= 3 Rydberg states of principal quantum number in the range

21− 37 have been decelerated and trapped using time-dependent inhomogeneous electric fields. The |MJ | = 3 Rydberg states

were prepared from the X 1Σ+
g (v = 0,J = 0) ground state using a resonant three-photon excitation sequence via the B 1Σ+

u (v =

3,J = 1) and I 1Πg(v = 0,J = 2) intermediate states and circularly polarized laser radiation. The circular polarization of the

VUV radiation used for the B←X transition was generated by resonance-enhanced four-wave mixing in xenon and the degree of

circular polarization was determined to be 96%. To analyse the deceleration and trapping experiments, the Stark effect in Rydberg

states of molecular hydrogen was calculated using a matrix diagonalization procedure similar to that presented by Yamakita et

al., J. Chem. Phys., 2004, 121, 1419. Particular attention was given to the prediction of zero-field positions of low-ℓ states and

of avoided crossings between Rydberg-Stark states with different values of |MJ |. The calculated Stark maps and probabilities for

diabatic traversal of the avoided crossings were used as input to Monte-Carlo particle-trajectory simulations. These simulations

provide a quantitatively satisfactory description of the experimental data and demonstrate that particle loss caused by adiabatic

traversals of avoided crossings between adjacent |MJ | = 3 Stark states of H2 are small at principal quantum numbers beyond

n = 25. The main source of trap losses was found to be from collisional processes. Predissociation following the absorption

of blackbody radiation is estimated to be the second most important trap-loss mechanism at room temperature, and trap loss by

spontaneous emission is negligible under our experimental conditions.

1 Introduction

The desire to study molecular structure and interactions at

translational temperatures below Ekin/kB = 1 K has recently

given rise to the development of new techniques to prepare

translationally cold, quantum-state-selected samples of a range

of molecules1–3. Gas-phase molecular samples of this kind

are important in precision spectroscopy, where resolution can

be enhanced by exploiting the long interaction times that can

be achieved between velocity-controlled samples and narrow-

bandwidth laser, millimeter-wave or microwave fields. Exper-

imental sensitivity can also be improved by preparing molecules

in selected internal quantum states. Cold samples of YbF and

PbO, among other molecules, are of interest in precision spec-

troscopic studies directed toward the detection of an electric

dipole moment of the electron4,5. Precision measurements on

cold CO and HD+ samples are relevant to the determination

of the proton-to-electron mass ratio and its possible variations

with time6,7. In addition, high-resolution spectroscopic inves-

tigations of the structure of H2 and its isotopologues, includ-

ing the ground-state ionization and dissociation energies, are

of importance to fundamental studies of molecular structure

and as tests of ab initio quantum chemical calculations8–11.
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Zurich, Switzerland. Fax: +41-44-632 1538; Tel: +41-44-632-4367; E-mail:

frederic.merkt@xuv.phys.chem.ethz.ch

At sufficiently low translational temperatures, molecular

collisions and reactions are dominated by individual angu-

lar momentum partial waves12, and quantum effects such as

tunneling are expected to play an important role. For heavy

species, temperatures below 1 mK are in general necessary to

enter this quantum regime. However, for light molecules such

as H2, resonance effects have been predicted at temperatures

on the order of 100 mK, for example in the case of the pro-

totypical F+H2 reaction13, making the preparation of transla-

tionally cold H2 very desirable in this context.

Methods to produce translationally cold, quantum-state-

selected molecular samples include the association of laser-

cooled, ultra-cold alkali metal atoms generating dimers in their

rovibrational ground state14–19 at translational temperatures

on the order of Ekin/kB = 100 µK, and approaches to prepar-

ing samples of pre-existing molecules, at translational tem-

peratures between 10 mK and 1 K, either by collisional cool-

ing with an inert buffer gas20 or by deceleration of molecular

beams21–24. Molecules with a permanent electric or magnetic

dipole moment in their ground state, or a low-lying metastable

state, are in many cases suited to multistage Stark or Zeeman

deceleration21–24. Using these methods, the decelerated sam-

ples have typical translational temperatures and densities in

the ranges 10−100mK and 106−107 cm−3, respectively.

For species with no appreciable ground state electric or

magnetic dipole moment, as is the case for H2, efficient de-
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celeration and trapping can only be achieved following excita-

tion to states with more desirable properties. Rydberg states of

high principal quantum number, n, are in general the most suit-

able for this purpose because they exhibit very large electric

dipole moments, µ ≃ n2ea0, and linear Stark shifts, making

control of their translational motion feasible using inhomoge-

neous electric fields. This approach, known as Rydberg-Stark

deceleration, was first proposed by Breeden and Metcalf25 and

Wing26 with later experimental work resulting in the deflec-

tion of beams of krypton atoms27, the partial deceleration of

beams of H2
28,29 and argon30, and the reflection31 and trap-

ping32,33 of beams of hydrogen atoms. Because of the very

large electric dipole moments involved, the adiabatic deceler-

ation of atoms or molecules in pulsed supersonic beams from

speeds on the order of 600 ms−1 to zero velocity in the lab-

oratory frame can be achieved within distances of a few mil-

limeters and times of a few mircoseconds, as has been demon-

strated for both hydrogen atoms31 and hydrogen molecules34.

The decelerated samples can be loaded into three-dimensional

electrostatic traps where the effects of blackbody radiation on

their fluorescence lifetimes35 and collisions with other atomic

or molecular samples can be studied. Possibilities are fore-

seen for the magnetic trapping of paramagnetic samples af-

ter Rydberg-Stark deceleration and subsequent fluorescence

or optical pumping to their ground state or a metastable state.

Two main challenges are associated with implementing

Rydberg-Stark deceleration for nonhydrogenic atoms and

molecules. The first arises because low-angular-momentum

Rydberg states in these species are often significantly displaced

in energy from the manifold of high-angular-momentum states,

leading to large avoided crossings between states of adjacent

n-manifolds in strong electric fields. At these crossings, the

magnitude and orientation of the dipole associated with the

states involved can change significantly, making deceleration

in fields beyond these crossings infeasible. The second chal-

lenge, relevant to molecular samples, is that the lifetimes of

low-angular-momentum Rydberg states are often limited by

predissociation to less than 1 µs and thus too short for effi-

cient deceleration. However, by eliminating the low-ℓ states

from the Stark manifolds, both challenges can be overcome

simultaneously. The suppression of low-ℓ character of a Stark

state can be achieved by preparing states with a value of |MJ |
sufficiently large to exclude low-ℓ components from the Stark

states, for instance by multiphoton excitation with circularly

polarized radiation.

In this article, we present in detail the photoexcitation

scheme that we have exploited to prepare long-lived, non-

penetrating Rydberg states of para-H2 and to decelerate and

trap hydrogen molecules at low temperature34. In particular,

we describe the techniques we have developed to generate and

characterize coherent, circularly polarized laser radiation in

the vacuum-ultraviolet.

The success of Rydberg-Stark deceleration of molecules

critically depends on the ability to carry out reliable particle-

trajectory simulations, which in turn cannot be achieved with-

out a quantitative description of the Stark effect. The theoret-

ical treatment of the Stark effect in Rydberg states of para-H2

is therefore presented in Sec. 3 with a description of how cal-

culated Stark-maps are incorporated into a particle-trajectory

simulation program that includes the Landau-Zener dynamics

at avoided crossings between Stark states. The experimental

data on deceleration and electrostatic trapping of para-H2 are

compared with the results of particle-trajectory simulations in

Sec. 4 which also includes a discussion of the mechanisms by

which molecules are lost from the trap.

2 Experimental setup and procedure

Schematic diagrams of the multiphoton excitation sequence

and the experimental setup are presented in Fig. 1. The exper-

imental setup consists of two main parts: i) the laser system

with which the radiation used in the multiphoton excitation

sequence is generated and ii) a set of differentially pumped

vacuum chambers including a four-wave-mixing chamber, a

grating monochromator, a gas source chamber and a photoex-

citation, deceleration and trapping chamber, which also con-

tains a TOF tube and a microchannel-plate (MCP) detector

(see Fig. 1(b)).

The laser system was configured to generate radiation in

three different spectral regions, the vacuum ultraviolet to drive

the B(v = 3)← X(v = 0) transition of H2, the visible (VIS)

for the I(v = 0)← B(v = 3) transition, and the near infrared

(NIR) for the nℓN+
N [X+(v+ = 0)]← I(v = 0) transition (N+

and N are the quantum numbers for the total angular momen-

tum excluding spins of the ion and the Rydberg state, respec-

tively, v+ is the vibrational quantum number of the ion and

X+ is the normal designation for the ground electronic state

of the ion). The VUV radiation was generated by resonance-

enhanced sum-frequency mixing (ν̃VUV = 2ν̃UV+ ν̃2) in xenon

using two commercial tunable dye lasers pumped by the

frequency-tripled (355nm) and doubled (532nm) outputs of

a pulsed Nd:YAG laser operated at a repetition rate of 25Hz.

The sum-frequency generation process was enhanced at the

two-photon level by fixing the doubled wave number (ν̃UV =
2ν̃1) of the first dye laser at the position of the 5p56p[1/2]0←
5p6 1S0 two-photon resonance of Xe at 2ν̃UV = 80118.962cm−1.

The wave number of the second dye laser was then adjusted

such that the VUV wave number corresponded to the R(0) line

of the B(v′= 3)←X(v′′= 0) band of H2, i.e. to 94083.809cm−1.36

The two laser beams (ν̃UV and ν̃2) were overlapped using

a dichroic mirror and focussed in the center of the four-wave-

mixing chamber at the orifice of a pulsed nozzle producing

short pulses of pure xenon gas. The divergent VUV beam was

then recollimated by a torroidal grating which also served the
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Fig. 1 (color online). (a) Resonant three-photon three-colour excitation scheme to prepare nf (|MJ |= 3) Rydberg states of H2. The |MJ |= 3

p-series converging to N+ = 2 and 4, which are also accessible, are indicated by dashed arrows. (b) Optical layout for the generation of

|MJ |= 3 Rydberg states of para-H2 with three circularly polarized laser beams, prepared in the polarization stages p1, p2 and p3, which each

consist of a Glan-Taylor polarizer followed by a variable waveplate. (c) Schematic diagram of the electrode setup used to decelerate and trap

translationally cold H2 Rydberg molecules.

purpose of separating the VUV beam from the fundamental

beams and directing the VUV radiation toward the photoex-

citation region where it intersected a pulsed, skimmed super-

sonic beam of H2.

Circularly polarized VUV radiation was generated by us-

ing linearly (ν̃UV) and circularly (ν̃2) polarized radiation for

the two lasers employed in the four-wave-mixing process. The

coherent nature of the nonlinear process and the resulting ne-

cessity for the four-wave-mixing process to be an overall ∆MJ =
0 process ensure that the VUV radiation is circularly polarized

with a helicity opposite to that of the visible laser (ν̃2).

The other two steps in the excitation sequence were driven

by two additional commercial dye lasers with wave numbers

ν̃VIS and ν̃NIR. The ∆MJ = 3 nature of the desired three-photon

excitation process necessitated that all three lasers (ν̃VUV, ν̃VIS

and ν̃NIR) propagated along the same axis (see Fig. 1(c)). For

experimental convenience, the propagation direction of the

VUV laser beam was chosen to be opposite to that of the

other two laser beams (ν̃VIS and ν̃NIR). Circular polariza-

tion of the three lasers (ν̃VIS, ν̃NIR and ν̃2) was achieved using

Glan-Taylor polarizers followed by variable wave-plate com-

pensators. Because of depolarization processes taking place at

dichroic mirrors, windows and at the monochromator grating,

it was necessary to precompensate the loss of circular polar-

ization with these polarization optics. The polarization of each

of the three beams was measured and optimized using a suit-

able set of spectroscopic transitions as explained in Sec. 4.1.

The bandwidths of the lasers were 0.15cm−1 for the vis-

ible and NIR radiation and ≈ 0.8cm−1 for the VUV radia-

tion. The laser pulse energies were≈ 0.5mJ for the NIR laser,

< 1mJ for the visible laser, and ≈ 2nJ for the VUV laser (i.e.

≈ 1010 photon/pulse). The pulse lengths were about 2ns for

the VUV laser and ≈ 5−10ns for the NIR and visible lasers.

The optical layout was chosen so that the VUV laser beam

(≈ 500 µm diameter) intersected the coldest and most intense

part of the supersonic beam. The sizes of the NIR and visi-

ble lasers were chosen to be larger so as to facilitate the laser

alignment procedure.

In the experiments presented herein, pulsed supersonic

beams of pure H2 or a mixture of H2 in Kr at a mixing ra-

tio of 1 : 10 have been used. In the former (latter) case, the

velocity of the beam was 2650m/s (500m/s). The use of a

pure H2 beam was particularly useful in experiments in which

the H2 Rydberg molecules were detected at the microchan-

nel plate detector, because the high velocity and shorter flight

times (≈ 90 µs) resulted in efficient detection within the life-

time of the excited states. For the deceleration and trapping

experiments, the H2:Kr mixture was used because of its lower

initial velocity.

The six-electrode deceleration and trapping setup is de-

picted in Fig. 1(c) and has already been described in Ref.33.

Four electrodes (labeled 1-4 in Figs. 1 and 2) in a quadrupole

configuration were used for deceleration and trapping in the

y and z dimensions and confinement in the x dimension was

achieved with the remaining two electrodes (labeled 5 and 6)

placed as end caps on each side of the trap. Time-dependent

potentials were applied to electrodes 1-4 as illustrated in Fig. 2(a).

Photoexcitation took place at t = 0, at which time the field

distribution is depicted in Fig. 2(b),(ii). The field at the excita-

tion point, though weak, was spatially only weakly inhomoge-
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Fig. 2 (a) Time dependence of the potentials applied to electrodes 1,

2, 3 and 4 for deceleration and trapping experiments. Electrodes 5

and 6 were kept fixed at 0V/cm. Excitation takes place at t = 0 µs

and detection at t = 50 µs. The exponential decay of the potentials

applied to electrodes 3 and 4 have a time constant τ1/e = 3.65 µs

and an amplitude of 2.3kV. (b) Section of the trap in the plane

defined by the laser and supersonic beams, with lines of constant

electric field strength during deceleration (time t1) (i) from

100V/cm to 1000V/cm in steps of 100V/cm and before and after

deceleration (times t = 0 and t2) (ii) from 30V/cm to 300V/cm in

steps of 30V/cm indicated in (b). The VUV, VIS and IR laser beams

propagate along the y direction through two holes in electrodes 1

and 2.

neous so that well-defined Stark states could be prepared. The

time dependence of the potentials ensured that (1) the Ryd-

berg molecules were never exposed to electric fields of suffi-

cient strength to give rise to field ionization during the decel-

eration process, (2) the electric field gradient along the beam

propagation direction was maximized (see field distribution

in Fig. 2(b),(i)), and (3) the field distribution after decelera-

tion was identical to that at the time of photoexcitation and

corresponded to a quadrupolar trap (see Fig. 2(b),(ii)). Detec-

tion was achieved by applying large positive potentials to elec-

trodes 1 and 2 to field ionize the Rydberg states and extract the

H+
2 ions toward the microchannel plate detector. The time-of-

flight distribution of the H+
2 ions enabled the reconstruction of

the spatial and velocity distributions of the Rydberg molecules

at the time of the field ionization, as explained in Refs.31,33.

3 Calculations of Stark maps of H2 Rydberg

states and particle-trajectory simulations

The design, optimization and analysis of the deceleration and

trapping experiments necessitate precise information on the

Stark effect in Rydberg states of molecular hydrogen in the

form of Stark maps, which give the energies of the optically

accessible Stark states as a function of the electric field. These

maps are taken as input to the particle-trajectory simulations.

To calculate the Stark effect in Rydberg states of H2, the ma-

trix diagonalization procedure used by Yamakita et al.29 has

been implemented, which is itself an extension of an earlier

treatment by Fielding and Softley37. The quantum defect pa-

rameters and the formulas used for the calculation of the zero-

field spectra are briefly summarized in subsection 3.1. In sub-

section 3.2, the treatment of the Stark effect is presented with

particular emphasis on the |MJ |-dependence of the Stark maps.

Finally, subsection 3.3 describes how the particle-trajectory

simulations were carried out.

3.1 Quantum defects and zero-field spectra of the Ryd-

berg states of H2 below the X+ 2Σ+
g (v+ = 0,N+ = 0)

threshold

The matrix diagonalization procedure employed in this study

is performed in a Hund’s-case-(d) zero-field basis |nℓN+NMN〉
where n and ℓ are the principal and orbital angular momentum

quantum numbers of the Rydberg electron, respectively, N+

is the rotational angular momentum quantum number of the

H+
2 ion core, N the total angular momentum quantum num-

ber excluding spin, and MN the projection of N onto the laser

propagation axis of the laboratory-fixed reference frame (see

Fig. 1(c)).

The matrix diagonalization approach used here, relies on

the following assumptions: (i) The singlet-triplet interaction

in para H2 (I = 0) can be neglected and only singlet configu-

rations need to be considered, so that ~J = ~N = ~N++~ℓ (in the

following description, N and MN are therefore equivalent to

J and MJ). (ii) The sσ -dσ electronic coupling is negligible,

because this coupling only becomes significant outside the re-

gion of internuclear distances relevant for v+ = 0 levels of the

ion38, (iii) the pλ -fλ interactions (λ = σ ,π) in H2 are even

weaker than the sσ -dσ interaction, and (iv) vibrational chan-

nel interactions do not significantly perturb the spectrum in the

region of interest.

A distinction is made between penetrating low-ℓ and non-

penetrating ℓ > 3 Rydberg states because, for ℓ≤ 3, the Ryd-

berg electron strongly interacts with the H+
2 ion core. For these

states, the matrix elements were calculated using the Hund’s-

case-(b) quantum defects µℓΛ listed in Tab. 1, where Λ is the
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Table 1 Hund’s-case-(b) quantum defects µℓΛ used in the matrix

diagonalization calculations39,40.

Λ

0 1 2 3

ℓ

0 0.91900

1 0.18902 −0.07925

2 0.06700 0.04400 −0.01600

3 0.01536 0.01247 0.00410 −0.00886

projection of the orbital angular momentum onto the internu-

clear axis (Λ = λ for Rydberg states with a Σ ion core), and

transforming the quantum defect matrix from a Hund’s-case-

(b) basis to a Hund’s-case-(d) basis. For states with ℓ > 3, the

Rydberg electron density in the immediate vicinity of the ion

core is negligible and the quantum defects are zero to a very

good approximation.

The diagonal elements of Hel in the Hund’s-case-(b) basis

are given by

H
(b)
el [nℓΛN,nℓΛN] = ν̃IP−

Ry

(n−µℓΛ)2
(1)

where ν̃IP = 124417.49113cm−1 is the ionization energy41

of H2, Ry = 109707.42659cm−1 the mass-corrected Rydberg

constant for H2, and µℓΛ are the Hund’s-case-(b) quantum de-

fects, the numerical values of which are listed in Tab. 1.

Rotational channel interactions between series of a given

ℓ (∆ℓ = 0 and ℓ ≤ 3) which differ in N+ by two are included

as off-diagonal matrix elements

H
(b)
el [nℓΛN,n′ℓΛN] =− µℓΛ

ν
3/2

ℓΛ ν
′3/2

ℓΛ

, (2)

where νℓΛ = n− µℓΛ is the effective principal quantum num-

ber. The elements of the Hamiltonian matrix in Eqs. (1) and

(2) are transformed from the Hund’s-case-(b) basis to the Hund’s-

case-(d) basis using42,43

H
(d)
el [nℓN+N,n′ℓN+′N] = ∑

Λ,Λ′
A
(Nℓ)
N+Λ

H
(b)
el

[
nℓΛN,n′ℓΛN

]
A
(Nℓ)
N+′Λ′

(3)

where the elements A
(Nℓ)
N+Λ

are given by

A
(Nℓ)
N+Λ

= (−1)ℓ+Λ−N+
(

ℓ N N+

−Λ Λ 0

)√
2N++1

√
2

1+δΛ0

.

(4)

In Eq. (4), the expression in large parentheses represents a

Wigner 3 j-symbol and δΛ0 is a Kronecker delta. The rota-

tional energy of the H+
2 ion core (H

(d)
rot (nℓN

+ = 2,N) =

174.23160cm−1 and H
(d)
rot (nℓN

+= 4,N)= 575.43918cm−1)44

are included as diagonal elements of the Hamiltonian matrix

in the Hund’s-case-(d) basis so that the complete Hund’s-case-

(d) matrix under field-free condition is

H
(d)
el [nℓN+N,n′ℓN+′N]+H

(d)
rot [nℓN

+N,nℓN+N] . (5)

To validate the procedure outlined above, the calculated

zero-field energies of the |ns00〉, |nd02〉, |ns22〉, |nd20〉 and

|nd22〉 Rydberg levels of H2 (in the notation
∣∣nℓN+

N

〉
) were

compared with the positions determined experimentally by

Rottke and Welge45. Tab. 2 presents the results of this com-

parison in the range of n values relevant to the present inves-

tigation. All calculated positions lie within less than 2.0cm−1

of the experimental values. To obtain this level of agreement

over the relevant range of states, the matrix diagonalization

procedure had to include n levels from 18 to 30 for N+ = 0,

from 14 to 20 for N+ = 2 and from 10 to 14 for N+ = 4. Ad-

ditional tests revealed that a further increase of the range of n

values did not significantly change the level positions.

Table 2 Comparison between experimental45 and calculated values

for the |ns00〉, |nd02〉, |ns22〉, |nd20〉 and |nd22〉 Rydberg levels of

H2.

∣∣nℓN+
N

〉
ν̃exp. (cm−1)45 ν̃calc. (cm−1) ∆ν̃ (cm−1)

20s00 124116.10 124116.03 0.07

21s00 124144.90 124145.32 −0.42

22s00 124170.30 124170.54 −0.24

23s00 124192.10 124192.40 −0.30

24s00 124210.70 124211.49 0.79

20d02 124141.60 124142.52 −0.91

21d02 124167.60 124168.11 −0.51

22d02 124189.40 124190.29 −0.89

24d02 124225.80 124226.62 −0.82

27d02 124265.70 124266.72 −1.02

29d02 124285.10 124286.81 −1.71

30d02 124294.30 124295.39 −1.09

16s22 124110.00 124109.03 0.97

17s22 124167.60 124167.22 0.38

18s22 124215.70 124215.50 0.20

19s22 124255.80 124255.98 −0.18

16d20 124157.60 124159.23 −1.63

18d20 124248.70 124250.38 −1.68

16d22 124160.90 124162.20 −1.30

3.2 Stark effect in H2

The Hamiltonian specified in Eq. (5) describes the field-free

energy levels in a Hund’s-case-(d) basis in regions of the spec-

trum where vibrational channel interactions and s-d and p-f

mixing are negligible. In the presence of an external electric

field ~F = (0,0,F), the term ĤF = eFz must be added to the

Hamiltonian. This term couples states of different orbital an-

gular momentum quantum number according to the selection
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rule ∆ℓ=±1, ∆N = 0,±1(0 = 0) and ∆N+ = 0, resulting in

off-diagonal matrix elements of the Stark Hamiltonian37

H
(d)
F = 〈νℓNN+MN |eFz|ν ′ℓ′N′N+′M′N〉

= eF (−1)N−MN+N′+N++ℓ+1
√

(2N +1)(2N′+1)

×
(

N 1 N′

−MN 0 M′N

){
ℓ N N+

N′ ℓ′ 1

}

×〈νℓ‖r‖ν ′ℓ′〉δN+N+′ . (6)

In Eq. (6), ν = n−δℓ and the curly bracket denotes a Wigner

6 j-symbol46 and 〈. . .‖r‖ . . .〉 is a radial integral which was

calculated using the Numerov method47. The two radial wave-

functions, |νℓ〉 and |ν ′ℓ′〉, were integrated stepwise from r→
∞ inwards towards the ion core either to their inner turning

points or to the polarizability radius rα = 3.1664a0 of the H+
2

ion core48,49, whichever was encountered first. Convergence

in the evalution of the radial integrals was achieved using an

integration step size ∆r ≤ 0.01a0.

To calculate spectra, the eigenvalues Ek and the correspond-

ing eigenvectors ϕk in an electric field are needed. A Stark

state

ϕk = ∑
i

ckiφ
(d)
i (7)

can be described as a superposition of all Hund’s-case-(d)

states φ (d)
i included in the calculation, where cki is the coef-

ficient of the i-th element of the eigenvector of state ϕk. Each

Hund’s-case-(d) state has contributions from low-ℓ states. The

intensity of a transition from the intermediate I 1Πg level to a

Rydberg-Stark state ϕk is given by

|〈ϕk |µ̂|φI〉|2 =
∣∣∣∣∣∑

i

cki〈φ (d)
i |µ̂|φI〉

∣∣∣∣∣

2

(8)

where φI is the wavefunction of the I 1Πg state. Separation of

the angular momentum factors, including polarization, leads

to the line strength

S = ∑
M

∣∣∣∣∣∑
i

cki〈φ (d)
i |µ̂|φI〉

∣∣∣∣∣

2

= ∑
M

∣∣∣∣∣∑
i

cki ∑
Λ

A
(Nℓ)
N+Λ

q=+1

∑
q=−1

√
(2N +1)(2N′+1)

×
(

N′ 1 N

−M′N −r MN

)(
N′ 1 N

−Λ′ −q Λ

)

(−1)MN−Λ〈Λi

∣∣µ̂q

∣∣Λ′〉
∣∣∣
2

(9)

where r = ±1 accounts for right and left-handed circularly

polarized light and 〈Λi

∣∣µ̂q

∣∣Λ′〉 are the Hund’s-case-(b) transi-

tion moments from the I 1Πg state to the Hund’s-case-(b) com-

ponent of the Rydberg-Stark state ϕk. The Franck-Condon

factor |〈v+ = 0|v = 0〉|2 was assumed to be 1 because of the

Rydberg character of the I state. The relative magnitude of

the dipole transition moments 〈Λ = 0
∣∣µ̂q=−1

∣∣Λ = 1〉 = 1.0,

〈Λ= 1
∣∣µ̂q=0

∣∣Λ= 1〉=−1.7 and 〈Λ= 2
∣∣µ̂q=+1

∣∣Λ= 1〉= 0.2
was estimated from the relative intensities of the zero-field

spectrum. However, because of the large uncertainties of these

intensities, it was not possible to extract an unambiguous set

of relative transition moments.

Fig. 3 shows calculated (a) |MJ | = 0, (b) |MJ | = 1 and

(c) |MJ | = 3 Stark maps of molecular hydrogen in the region

around 200cm−1 below the X+ 2Σ+
g (v

+ = 0,N+ = 0) ioniza-

tion threshold up to an electric field strength F = 1000V/cm.

These maps reveal spectral structures corresponding to Ryd-

berg states converging to the N+ = 0,2 and 4 ionic levels. The

majority of the levels are linear combinations of high-ℓ states

(ℓ > 3) and are subject to the linear Stark effect characteristic

of the hydrogen atom. A quadratic Stark shift is predicted

for low-ℓ states at low fields until they join the manifolds

of the high-ℓ states at large enough electric field strengths.

Figs. 3(a-c) reveal that the low-ℓ states gradually disappear,

and the avoided crossings between adjacent manifolds occur

at progressively higher electric field strengths, with increas-

ing |MJ | value. Field-free energies of low-ℓ states determined

by Rottke and Welge45 are indicated on the left-hand side of

Fig. 3(a). The good agreement with our calculations confirms

that sσ -dσ mixing is negligible for Rydberg series converging

to the X+ 2Σ+
g (v+ = 0,N+ = 0) threshold (see also Tab. 2).

Fig. 4(a) shows the region of the |MJ |= 0 Stark map around

the n = 22 and n = 23, N+ = 0 levels on an enlarged scale. A

characteristic feature of the H2 molecule is that the p states

lie between the d states and the high-ℓ manifold at low fields,

leading to a pronounced quadratic Stark shift for the d states

up to the field where these states merge with the high-ℓ Stark

manifold. Fig. 4(b) illustrates the first few avoided cross-

ings between the n = 22 and n = 23 manifolds for different

|MJ | values in the region indicated by the box in Fig. 4(a).

These maps show that (i) the Stark shifts of the outermost

blue-shifted state of the n = 22 manifold and the outermost

red-shifted state of the n = 23 manifold decrease because the

maximal value of |k| decreases when |MJ | increases (k rep-

resents the difference between the quantum numbers n1 and

n2 used in the solution of the Schrödinger equation of the

hydrogen atom in parabolic coordinates), and (ii) the low-ℓ
states gradually disappear with increasing |MJ | value, which

leads to a rapid reduction of the size of the avoided crossings.

The minimal energetic separation at the first avoided cross-

ing between the n = 22 and n = 23 manifolds is 1.8GHz for

|MJ | = 0, 690MHz for |MJ | = 1, 100MHz for |MJ | = 2 and

60MHz for |MJ |= 3. This behavior is the consequence of the

gradual elimination of the core-penetrating low-ℓ components

of the Rydberg electron wavefunction.

In time-dependent electric fields, a reduction in the size
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Fig. 3 (color online). (a,b,c) Calculated Stark maps for H2 including all N+ = 0 (n = 15−40, shown in black), N+ = 2 (n = 12−23, shown

in red) and N+ = 4 (n = 6−16, shown in blue) states for (a) |MJ |= 0, (b) |MJ |= 1 and (c) |MJ |= 3. Zero-electric-field positions from Ref. 45

are indicated in (a) for |ns00〉 (full black circles), |nd02〉 (open black circles), |ns22〉 (full red diamonds), |nd22〉 (open red diamonds) and

|nd20〉 (open red squares) states.

of the avoided crossings increases the probability of diabatic

traversals50. As we shall demonstrate in Sec. 3.3, the prepara-

tion of |MJ | = 3 states favours diabatic traversals and enables

one to use fields larger than the field of the first crossing (this

field is known as the Inglis-Teller field and scales as n−5)51

in Rydberg-Stark deceleration experiments on H2. Increased

|MJ | values also result in prolonged lifetimes of the Rydberg-

Stark states as discussed in Sec. 4.2.

3.3 Particle trajectory simulations

The deceleration and trapping experiments on H2 Rydberg-

Stark states were guided and analyzed by numerical Monte-

Carlo (MC) particle-trajectory simulations including dynami-

cal effects at the avoided crossings between adjacent n-states

of the |MJ |= 3 Stark manifolds of H2 (see Fig. 3(c)).

Precise information on (i) the geometry of the electrode

setup, (ii) the initial position and velocity distributions of the

excited Rydberg molecules, (iii) the potentials applied to the

six electrodes as a function of time and (iv) the Stark map of

H2 were used to calculate the trajectories in the deceleration

and trapping process. The geometry of the electrode setup

was identical to that described in Ref.33 with the exception

of two additional 1.6mm-diameter holes in electrodes 1 and

2, drilled 0.7mm away from the edge in the positive z direc-

tion. These holes were needed to permit the propagation of

the laser beams in the direction parallel to the electric field

vector and to excite |MJ | = 3 Rydberg-Stark states of H2 by

three-photon laser excitation. The position and velocity dis-

tributions using the methods described in Ref.52 were used

in the MC particle-trajectory simulations with parameters in
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Fig. 4 (color online). (a) Calculated Stark map for n = 22, N+ = 0

and |MJ |= 0 Rydberg states of H2. (b) Avoided crossings between

the outermost n = 22 blue-shifted and n = 23 red-shifted Rydberg

states of H2 for |MJ |= 0, 1, 2 and 3 in the region surrounded by a

frame in (a). The Stark states are labeled with the quantum number

k which represents the difference between the two parabolic

quantum numbers n1 and n2.

the x and y dimension interchanged to account for the differ-

ent propagation directions of the laser beams. The potentials

applied during deceleration and trapping were measured di-

rectly in the experiment and the corresponding electric fields

necessary for the calculation of the gradients and slew rates

were calculated using the SIMION 6 software package53. The

Stark map used to evaluate the probabilities for diabatic or adi-

abatic traversals of the avoided crossings were calculated with

the matrix diagonalization method described in Sec. 3.2 for

N+ = 0 states and electric-field step sizes of ∆F = 0.01V/cm.

Consequently, the particle-trajectory simulations did not rely

on any adjustable parameters.

The dynamics at the crossings in a Stark map were as-

sumed to be described to sufficient accuracy by two-state Landau-

Zener theory, i.e. by

Pdiabatic = exp

{
− 2π

∣∣Vi j

∣∣2

h̄(dE/dt)

}
= exp

{
− 2π

∣∣Vi j

∣∣2

h̄(dE/dF)(dF/dt)

}

(10)

where dE/dt is the slew rate and Vi j = ∆E/2 is half the size

of the closest distance ∆E between the two states (i and j) in-

volved in the avoided crossing. The slew rate dE/dt in Eq. (10)

was calculated as a product of two terms: (i) The change of

energy resulting from the change of electric field strength,

which can directly be determined from the calculated |MJ |= 3

Stark map of H2, and (ii) the temporal change of electric field

strength resulting from the motion of the molecules in the in-

homogeneous field and the time-dependence of the applied

voltages. Numerical convergence was reached in the simu-

lations using time steps ∆t = 1ns.

The deceleration and trapping efficiencies calculated from

the MC particle-trajectory simulations were used as inputs to

determine how the density of trapped molecules varied as a

function of the laser excitation wave number. The relative sig-

nal at any spectral position was assumed to be proportional to

the excitation efficiency to the Rydberg-Stark states. In this

way, spectra were calculated that can be directly compared

with spectra recorded experimentally by monitoring the field

ionization of the H2 Rydberg molecules in the trap as a func-

tion of the laser wave number.

4 Experimental results, discussion and conclu-

sions

4.1 Generation and characterization of circularly polar-

ized VUV radiation

To quantify and optimize the degree of circular polarization of

the VUV radiation, the polarization dependence of the doubly-

resonant three-photon ionization sequence

H+
2 ← I 1Πg (v = 0,J = 1,2)

VIS← B 1Σ+
u

(
v′ = 3,J′ = 1

)

VUV← X 1Σ+
g

(
v′′ = 0,J′′ = 0

)
(11)

was exploited, in particular the fact that the two-photon tran-

sition to the I (v = 0,J = 1) level from the rovibronic ground

state is forbidden when the VUV and visible lasers are both

circularly polarized with the same helicity. Indeed, in this

case, |MJ | = 2 levels of the I state are produced, which pre-

cludes excitation of J < 2 levels.
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Fig. 5(a) displays two measurements of the I← B transi-

tion recorded after excitation of the B (J′ = 1,M′J = 1) inter-

mediate level using circularly polarized VUV radiation. The

visible radiation was circularly polarized with either the same

helicity as that of the VUV radiation (top panel) or the op-

posite helicity (bottom panel). As expected, the intensity of

the transition to the I (v = 0,J = 1) state is almost negligible

in the former case but strong in the latter. To quantify the

degree of circular polarization, each spectrum was first calcu-

lated assuming pure circular polarization of both lasers using

the following expression for the intensities of the individual

transitions

IJ←J′ ∝

∣∣∣∣
√

2J+1
√

2J′+1

(
J′ = 1 1 J

−M′J =−1 −r MJ

)

×
(

J′ = 1 1 J

−Λ′ = 0 −q =−1 Λ = 1

)

× (−1)MJ−Λ 〈Λ =±1
∣∣µq

∣∣Λ′ = 0〉
∣∣∣
2

, (12)

with r = 1 and r = −1 depending on whether the helicity of

the polarization of the laser is chosen to be equal, or opposite

to that of the VUV laser, respectively. The values of q = ±1

are given by the perpendicular nature of the Π(Λ =±1)←
Σ(Λ = 0) transition.

The calculated spectra are displayed in Fig. 5(b). Experi-

mentally, the polarizations of the lasers were adjusted to min-

imize the intensity of the J = 1← J′ = 1 transition. It turned

out to be impossible to completely supress the intensity of this

transition (see Fig. 5(a), where the transition is marked by an

asterisk). To quantify the degree of circular polarization, the

measured spectrum (S in Eq. (13)) was reconstructed as a lin-

ear combination of the two spectra S�� and S�	 displayed in

Fig. 5(b) according to

S = a ·S��+b ·S�	 , (13)

where a and b are adjustable coefficients. The purity of polar-

ization46 of the two-photon excitation

C =
a−b

a+b
(14)

was established to be 96± 2% by reconstructing the experi-

mental spectra as a sum of the spectra displayed in Fig. 5(b).

The reconstructed spectra are depicted in Fig. 5(c) and repro-

duce the experimental spectra quantitatively.

4.2 Deceleration and trapping of H2 in |MJ |= 3, n = 21−
35 Rydberg states

The series of spectra of |MJ | = 3 Rydberg states of molecu-

lar hydrogen displayed in Fig. 6 illustrate the main character-

istics of the deceleration and trapping experiments. The left-
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Fig. 5 (a) Experimentally observed polarization dependence of the

intensity of the transitions from the X1Σ+
g (v′′ = 0,J′′ = 0) ground

state to the I1Πg (v = 0,J = 1,2) states via the intermediate

B 1Σ+
u (v′ = 3,J′ = 1) state. The upper (lower) trace is for the case

of two circularly polarized photons having the same (opposite)

helicity. The I1Πg (v = 0,J = 1)← B 1Σ+
u (v′ = 3,J′ = 1)←

X1Σ+
g (v′′ = 0,J′′ = 0) transition marked by an asterisk in the upper

trace should be absent and its residual intensity results from an

imperfection in the polarizations of the laser beams. (b) Calculations

of the spectra assuming that the two lasers are perfectly circularly

polarized with the same (upper trace) and opposite (lower trace)

helicity. (c) Reconstruction of the experimental spectrum as a linear

combination of the two spectra displayed in (b).

and right-hand sides of the figure contain experimental spectra

and spectra calculated using the procedure described in Sec. 3,

respectively.

The bottom trace (labelled (i)) represents a spectrum ob-

tained by monitoring the H+
2 ions produced by photoexcita-

tion to nf |MJ |= 3 Rydberg states of H2 under field-free con-

ditions followed by their pulsed field ionization after a de-

lay of 3 µs. The spectrum consists of three series, the first

and most extended one, with principal quantum number in the

range 21− 30, converging to the N+ = 0 ionization thresh-

old, the second, with n in the range 16−20, converging to the

N+ = 2 threshold, and the third, with only the n = 12 mem-

ber in the wave number range of the figure, converging to the

N+ = 4 threshold. The calculated spectrum, which was gener-

ated from a stick spectrum by convolution with a gaussian line

shape function of 0.8cm−1 full width at half maximum, accu-

rately reproduces all line positions and gives a qualitatively

satisfactory description of the relative intensities.

The second trace (labelled (ii) in Fig. 6) was recorded by

carrying out the excitation in the presence of an electric field of

56V/cm generated by applying constant potentials of +20V

(−20V) to the electrodes 1 and 4 (2 and 3) (see Fig. 2(b) for
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Fig. 6 (color online). (a,i) Experimentally recorded field-free spectrum of ℓ= 3, |MJ |= 3 Rydberg states of H2. (ii) |MJ |= 3 Stark spectrum

recorded in an electric field of strength 56V/cm, with pulsed-field ionization (PFI) at an ionization time tion = 3 µs. (iii) Stark spectrum of

long-lived |MJ |= 3 states recorded by measuring the signal when the neutral molecules impinge on the MCP detector after photoexcitation in

a field of 56V/cm at tion = 90 µs. (iv) Low-field-seeking |MJ |= 3 Rydberg-Stark states recorded by PFI following excitation in the same

electric field of 56V/cm and deceleration and trapping for a time of 50 µs. The field-free states are labeled nℓN+
J , and their field-free positions

are indicated by vertical dotted lines. (b,i) and (b,ii) display simulations of the recorded spectra by matrix diagonalization (see Sec. 3.2).

(iii) Simulation of the neutral H2 molecules with the same parameters used for (b,ii) but reduced lifetimes for the N+ = 2 and N+ = 4 states.

(iv) Convolution of the simulated spectrum (b,ii) with trajectory simulations for each state
∣∣n,k,N+ = 0, |MJ |= 3

〉
including Landau-Zener

dynamics at the crossings of adjacent manifolds.

the definition of the electrode labels), under otherwise iden-

tical conditions. The electric field leads to an n-dependent

broadening of the resonances and to an overlap of adjacent

Stark manifolds beyond the n = 31, N+ = 0 Rydberg state.

The calculations reproduce the observed Stark broadening well,

but underestimate the intensities on the high-wave-number side

of the spectrum.

The third spectrum (trace (iii) in Fig. 6) was also recorded

following excitation in a 56V/cm field but using a different de-

tection method. Instead of monitoring the pulsed-field-ionization

signal, the molecules in a beam of pure H2 were allowed to fly

for ≈ 90 µs and ionize at the MCP detector. The main con-

sequence of this late detection is a reduction of the intensities

of the Rydberg series converging to the N+ = 2 and 4 thresh-

olds. These states have indeed lower principal quantum num-

bers and are subject to a reduced Stark effect. A comparison of

the relative intensities of the different series in traces (ii) and

(iii) of Fig. 6(a) enabled us to make rough estimates of the life-

times of the short-lived N+ = 2 and 4 states which were both

determined to be less than 30 µs. Values of 30 µs and 20 µs

were used in the particle-trajectory simulations, respectively.

The top spectrum in Fig. 6 was obtained following decel-

eration and trapping using the voltage sequence depicted in

Fig. 2(a) with a deceleration voltage of 1.7kV, after photoex-

citation in a field of 56V/cm. To ensure that only trapped

molecules contributed to the spectrum, the Rydberg states were

detected by pulsed field ionization after a delay time of 50 µs,

long enough for non-trapped molecules to have left the region

of the trap. In addition, a temporal gate was placed on the

H+
2 time-of-flight trace at the time corresponding to H+

2 ions

formed at the centre of the trap.

The fact that all lines observed in this spectrum are located

on the high-energy side of the zero-field resonances clearly

indicates that only H2 molecules in low-field-seeking Stark

states are trapped. The main reason for the observation of

trapped molecules over a wide range of n-values between n =
21 and 37 is that the magnitude of the electric dipole mo-

ment of the Stark states, which determines which states can

be trapped, is equal to 3
2

nk in atomic units. The lowest Ryd-

berg states fulfilling the trapping conditions have k ≈ n. As n

increases, the k value of the trapped Rydberg molecules gradu-

ally decreases. The highest n values at which trapping can still
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be observed is limited by the onset of field ionization during

deceleration.

Stark states of identical dipole moments also have identi-

cal Stark shifts to first approximation, which explains why the

shift of all lines observed in the top spectrum of Fig. 6(a) rel-

ative to the respective field-free positions (∼ 1.5cm−1) does

not depend on the value of n. These conclusions are fully

supported by the results of the particle-trajectory simulations,

which capture the main features of the experimental observa-

tions. The particle-trajectory simulations further indicate that,

at all values of n beyond 21, parts of the deceleration process

take place at fields beyond the Inglis-Teller field, and that the

probability of diabatic traversals of the avoided crossings in

the Stark map are close to unity. This point will be discussed

in more detail in subsection 4.3.

4.3 Stark-state-resolved deceleration and trapping of H2

molecules

The conditions under which the spectra displayed in Fig. 6

were recorded, while ideally suited to characterize the main

features of the deceleration and trapping process over a broad

range of n-values, do not allow for the resolution of individual

Stark states.

To derive more information on the behaviour of individual

Stark states, deceleration and trapping experiments were also

carried out following excitation in a field of 278V/cm, which

is large enough to resolve the Stark states of the n = 22 man-

ifold of the N+ = 0 series under our experimental conditions.

The results of these experiments are presented in Fig. 7(a)

where they are compared with the corresponding calculated

spectra in Fig. 7(b).

When excitation is carried out under field-free conditions

and the Rydberg states are detected by pulsed-field ionization

after a delay of 3 µs, only one transition is observed, to the

22f, |MJ |= 3 state (see lowest trace of Fig. 6(a)). At a field of

278V/cm, all 19 observable Stark states with k values between

−18 and +18 are resolved (see trace (i) of Fig. 7(a)). Because

of the inhomogeneity of the electric-field distribution and the

(small) variation in the direction of the electric field with the

position within the excitation volume, the calculations of rel-

ative excitation efficiencies using Eq. (9) turned out to be un-

reliable. Consequently, we chose to use relative excitation

efficiencies determined experimentally by field ionization of

the Rydberg states 3 µs after photoexcitation to normalize the

particle-trajectory simulations, as depicted in Fig. 7(a,i).

Traces (ii) and (iii) in Fig. 7(a) were recorded by monitor-

ing the pulsed-field-ionization signal of H2 Rydberg molecules

in the trap 50 µs after photoexcitation. When carrying out

the deceleration with a deceleration voltage of Vdecel = 1.7kV

molecules excited to the four outermost blue-shifted Stark

states (k = 12− 18) can be trapped efficiently (see trace (ii)).

Increasing Vdecel to 2.3kV enables one to generate stronger

gradients and thus to also efficiently trap molecules in Rydberg-

Stark states with k = 10 (see trace (iii)), the dipole moment of

which is too small for efficient trapping with Vdecel = 1.7kV.

The experimental intensity distributions are fully accounted

for by the particle-trajectory simulations (see Fig. 7(b)), from

which we conclude that they capture all essential aspects of the

deceleration and trapping process, including the dynamics at

avoided crossings. The simulations indicate that the molecules

are decelerated from 500m/s to zero velocity in ≈ 10 µs and

that the velocity distribution of the H2 molecules in the trap af-

ter 50 µs roughly corresponds to a temperature of ∼ 150mK.

A question of central importance in view of the applica-

tion of Rydberg-Stark deceleration to molecules is whether

the avoided crossings between the Stark states are traversed

diabatically or adiabatically during the deceleration process.

The good agreement between the experimental and calculated

spectra presented in Fig. 7 enable us to provide a detailed an-

swer to this question from the calculations. The range of maxi-

mal field strengths experienced by the H2 molecules contribut-

ing to the calculated signal in Fig. 7(b) are indicated as bold

lines in the Stark maps presented in Fig. 7(c). These bold lines

enable one to conclude that molecules in k = 10 and 12 Stark

states traverse at most two avoided crossings during the decel-

eration process, once when the field increases along the trajec-

tory and once when it decreases, and that those in k = 14−18

Stark states traverse up to eight such crossings. When the de-

celeration voltage increases to 2.3kV, the number of avoided

crossings traversed by the molecules increases significantly to

up to 4, 10, 14, 14, 16 and 16 for Stark states with k = 8, 10,

12, 14, 16 and 18, respectively.

When Vdecel is initially switched on, dF/dt is large (typi-

cally 108 V/(cm s)) and more than 99.9% of the avoided cross-

ings are traversed diabatically, except the last one which is

traversed when the field approaches its maximal value. The

probability of diabatic traversal of this crossing is reduced, to

70% in some cases, with large variations across the ensemble

of decelerated molecules caused by the strong dependence of

the slew rate during the traversal of the last crossing on the

individual trajectories. During the exponential decrease of the

voltage (see Fig. 2(a)), dF/dt takes the opposite sign and most

crossings are traversed in the initial phase of the exponential

decay, where |dF/dt| is large. Therefore the probability of di-

abatic traversal of these crossings increases again to beyond

95%.

An analysis of a large number of particle trajectories at

n = 22 leads to the conclusion that in the experiment carried

out with Vdecel = 1.7kV, 97% of the molecules do not traverse

any crossing during the deceleration process. Of the remain-

ing 3%, 33% are finally trapped. In the experiments carried

out with Vdecel = 2.3kV, the percentage of molecules that do

not traverse any crossings reduces to 82%. Of the remain-
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Fig. 7 (a),(i) n = 22, |MJ |= 3 Stark manifold recorded in an electric field of 278V/cm with detection at tion = 3 µs. (ii,iii) Spectrum of the

electrostatically trapped low-field-seeking k = 10−18, n = 22, |MJ |= 3 Stark states of H2 detected at tion = 50 µs with pulsed potentials of

1.7kV (ii) and 2.3kV (iii) applied for deceleration. (b),(ii) and (iii) Calculated spectra obtained by convolution of stick spectra with intensities

proportional to the number of trapped H2 Rydberg molecules according to a particle-trajectory simulation after deceleration with potentials of

1.7kV (ii) and 2.3kV (iii), respectively. (c) Calculated |MJ |= 3 Stark manifolds in the vicinity of n = 22. The solid bars indicate the range of

maximum electric field strength an ensemble of trapped H2 Rydberg molecules experience during deceleration for pulsed potentials of

1.7kV (ii) and 2.3kV (iii).

ing 18%, 22% are finally trapped. We thus conclude that at

n = 22 adiabatic traversals of the avoided crossings lead to at

most 2% and 14% particle loss for Vdecel values of 1.7kV and

2.3kV, respectively.

As n increases, a much larger fraction of the molecules tra-

verse avoided crossings during the deceleration. For instance

at n = 30, all particles traverse many crossings during the de-

celeration process with Vdecel = 1.7kV. However, the large in-

crease in the number of traversed crossings does not lead to

significant particle losses. The reason for this behaviour is

that the probability of adiabatic traversals of the crossings de-

creases faster with n than the number of crossings increases.

Indeed, the magnitude of the minimal energy separation be-

tween two Stark states at an avoided crossing scales as n−4

and the slew rate for blue-shifted Stark states scales as nk.54

When considering the magnitude of the avoided crossings, as

calculated with the method described in Sec. 3, we observe

that the n−4 scaling only strictly applies for crossings between

states having similar values of |nk|, i.e. similar dipole mo-

ments. Our calculation also indicates that the magnitude of

the avoided crossing between the most blue-shifted state and

the most red-shifted state of the next Stark manifold depends

even more strongly on n.

When the probability of diabatic traversal approaches unity,

the exponential function in Eq. (10) can be approximated by

the first members of a Taylor series as55

Pdiabatic ≈ 1− 2π
∣∣Vi j

∣∣2

h̄(dE/dF)(dF/dt)
(15)

Padiabatic ≈ 2π
∣∣Vi j

∣∣2

h̄(dE/dF)(dF/dt)
. (16)

Because the states that are trapped in our experiments have

similar dipole moments, nk and dE/dF in Eqs. (15) and (16)

are independent of n, so that the probability of adiabatic traver-

sals of the avoided crossings scales as n−8. At n = 30, our

particle-trajectory simulations indicate that the particle loss

during deceleration resulting from adiabatic traversal of the

avoided crossings is at most 5%.
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Fig. 8 Trap loss of initially prepared n = 33, k = 23, |MJ |= 3

Rydberg-Stark states of H2 for nozzle stagnation pressures of

1.75bar (full circles) and 4bar (open circles). For comparison the

dotted and dashed lines indicate the expected decay by fluorescence

and blackbody-radiation induced predissociation, respectively.

4.4 Trap-loss processes

Typical measurements of trap losses carried out following ex-

citation, deceleration and trapping of n = 33, k = 23 Stark

states of H2 are presented in Fig. 8. These measurements

were performed by monitoring the total field-ionization signal

of the H2 molecules in the trap as a function of the time de-

lay between photoexcitation and pulsed-field ionization. The

full and open circles correspond to sets of data collected when

operating the pulsed valve at stagnation pressures of 1.75bar

and 4bar, respectively, under otherwise identical conditions.

These two data sets indicate trap decay times τ1/e of 40 µs and

20 µs, respectively. The dotted line describes the decay one

would expect if fluorescence to lower n levels were the only

decay process. The calculated fluorescence lifetime τfl(n =
33) = 640 µs is significantly longer than in our previous study

of atomic hydrogen (τfl(n = 33) = 330 µs)35, because fluores-

cence is only possible to levels with |MJ |= 2−4 which must

have n≥ 3. In the hydrogen atom experiment, the main contri-

bution to the fluorescence rate was indeed spontaneous emis-

sion to the n = 1 ground state because of the ν3 dependence of

the Einstein A coefficient for spontaneous emission. We con-

clude that spontaneous emission is not a significant trap-loss

mechanism in the present experiments.

The second radiative process contributing to trap decay is

related to blackbody-radiation-induced transitions. Although

the overall depopulation rate of the initially prepared Stark

state caused by blackbody-radiation-induced transitions is ex-

pected to be almost identical to that of 15400s−1 determined

in our previous study of H atoms, the effects of these transi-

tions on the trap losses are qualitatively different. In H, the

dominant loss was found to be ionization by blackbody ra-

diation, which accounts for ≈ 8% of the total depopulation

rate at room temperature, leading to a trap-loss time constant

of 1.4ms. In H2, one must also consider the possibility that

blackbody-radiation-induced transitions take place to |MJ |= 2

Rydberg states which can decay by predissociation. Assuming

that about one third of the blackbody-radiation-induced tran-

sitions are ∆MJ = −1 transitions leads to the conclusion that

33% of the blackbody-radiation-induced depopulation rate re-

sults in trap loss, leading to a trap decay time of ≈ 130 µs

displayed as dashed line in Fig. 8.

The observed trap loss rate is faster than the expected fluo-

rescence and blackbody-radiation-induced losses just discussed.

The fact that the trap-loss rate increases with increasing noz-

zle stagnation pressure further indicates that collisional losses

are the main source of trap losses under our experimental con-

ditions, with a possible minor contribution of slow predissoci-

ation of the |MJ |= 3 levels.

Collisional losses can occur either through dipole-dipole

interaction between Rydberg molecules or by interaction of

the Rydberg molecules with atoms and molecules either in the

background gas or in the trailing edge of the gas pulse. The H2

Rydberg molecule density of 106− 107 cm−3 estimated from

the magnitude of the PFI signal lies on the lower end of the

density range where losses from Rydberg-Rydberg collisions

are expected to become significant56. In order to disentangle

all decay processes, experiments are planned in a device which

can be cooled to 4K and can be used to trap the H2 Rydberg

molecules off axis.
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