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Abstract—In this paper, we propose a trellis-search based

soft-input soft-output detection algorithm and its very large scale
integration (VLSI) architecture for iterative multiple-input mul-

tiple-output (MIMO) receivers. We construct a trellis diagram to

represent the search space of a transmitted MIMO signal. With
the trellis model, we evenly distribute the workload of candidates

searching among multiple trellis nodes for parallel processing. The

search complexity is significantly reduced because the number of
candidates is greatly limited at each trellis node. By leveraging the

trellis structure, we develop an approximate Log-MAP algorithm

by using a small list of largest exponential terms to compute
the LLR (log-likelihood ratio) values. The trellis-search based

detector has a fixed-complexity and is very suitable for parallel

VLSI implementation. As a case study, we have designed and

synthesized a trellis-search based soft-input soft-output MIMO

detector for a 4 4 16-QAM system using a 1.08 V TSMC 65 nm

technology. The detector can achieve a maximum throughput of

1.7 Gb/s with a core area of 1.58 mm .

Index Terms—ASIC, MIMO algorithm, soft-input soft-output
MIMO detection, trellis-search algorithm, VLSI.

I. INTRODUCTION

W IRELESS systems are adopting multiple-antenna con-

figurations with spatial multiplexing technique to sup-

port parallel streams of wireless data. As an example, the Ver-

tical Bell Laboratories Layered Space-Time (V-BLAST) system

has been shown to achieve very high spectral efficiency [1].

One bottleneck in suchmultiple-input, multiple-output (MIMO)

communication systems is the need to process a large amount of

data received at one end of a digital communication channel to

detect a noisy signal transmitted simultaneously by a number of

transmit antennas.

The optimal soft-input soft-output MIMO detector is based

on the log maximum a posteriori probability (Log-MAP) al-

gorithm, which is too computationally intensive to be imple-

mented in a practical MIMO receiver, because the Log-MAP

algorithm requires calculating two log-sums of exponential

terms, where is the constellation size (i.e., the number of pos-

sible symbols of a modulation alphabet of a transmitted signal),

and is the number of the transmit antennas. A brute-force
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implementation of an optimal Log-MAP algorithm consumes

enormous computing power, which makes it impractical to be

employed in multiple antenna systems with higher-order mod-

ulation schemes.

There are two main approaches to MIMO detection prob-

lems: the depth-first tree-search algorithms such as sphere de-

tection [2]–[8], and the breadth-first tree-search algorithms such

as K-best detection [9]–[13]. There are many hardware imple-

mentations of the sphere detectors and theK-best detectors, such

as [14]–[21], [8], [22]–[26]. To support iterative MIMO detec-

tion, several tree-search based soft-input soft-output detection

algorithms are developed by researchers [27]–[30]. However,

there are some drawbacks to using the tree-search based de-

tectors. For the depth-first sphere detection, the number of vis-

ited nodes is large in the low SNR (signal-to-noise) regime,

while the number of visited nodes is small in the high SNR

regime. As a result, the depth-first sphere detector has a vari-

able throughput which is undesirable in systems with strict la-

tency requirements. In the K-best detection, the number of vis-

ited nodes is fixed independent of SNR. However, a large K

value is required to achieve good performance. The main chal-

lenge for implementing the K-best detector is to sort a large

number of candidates. In addition, the candidate list generated

by a sphere detector or a K-best detector does not guarantee that

the bit-level soft information, or the log likelihood ratio (LLR),

can be found for every data bit, which will lead to some perfor-

mance degradation.

In this paper, we propose a trellis-search based detection al-

gorithm for iterative MIMO detection. We use an unconstrained

trellis structure as an alternative to the tree structure to represent

the search space of a MIMO signal. We propose a trellis-based

approximate Log-MAP algorithm as a replacement of the typ-

ically used Max-Log algorithm for iterative MIMO detection.

We search the trellis to find a number of most likely paths for

each trellis node and compute a log-sum of a number of expo-

nential terms corresponding to a hypothesized transmitted bit

value. Near-optimal performance can be achieved by choosing

an appropriate number of surviving paths in the trellis search

process. The trellis-based detection algorithm is a very data-

parallel algorithm because the searching operations at multiple

trellis nodes can be performed simultaneously. The local search

complexity at each trellis node is kept very low to reduce the

overall processing time.Moreover, the trellis-based detector can

support iterative MIMO detection by utilizing the a priori infor-

mation from the outer channel decoder.

The rest of the paper is organized as follows. Section II

summarizes the MIMO system model. Section III introduces

the trellis-search based iterative MIMO detection algorithm.

1053-587X/$31.00 © 2012 IEEE
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Section IV shows the simulation results. Section V presents the

proposed VLSI architecture. Section VI summarizes the VLSI

implementation results and the architecture comparison with

state-of-the-art solutions. Finally, Section VII concludes the

paper.

II. SYSTEM MODEL

In this section, we review the system model for MIMO

communication systems. We consider a spatial-multiplexing

MIMO system with transmit antennas and receive

antennas . The MIMO transmission can be modeled

as

(1)

where is an complex matrix and is assumed to

be known perfectly at the receiver, is an transmit

symbol vector, is an re-

ceived vector, , and is a vector of

independent zero-mean complex Gaussian noise entries with

variance per real component. A real bit-level vector

is mapped to the complex symbol

as , where the th bit of is denoted as

is the number of bits per constellation point, and is the con-

stellation size .

The optimal log maximum a posteriori probability

(Log-MAP) detector is to compute the log-likelihood ratio

(LLR) value for the a posteriori probability (APP) of each

transmitted bit. The LLR value for each bit is computed

as [5]

(2)

where is the a priori LLR for bit . In an iterative

MIMO receiver, the a priori LLR will be provided by

a channel decoder.

III. TRELLIS-SEARCH BASED ITERATIVE MIMO

DETECTION ALGORITHM

The LLR computation in (2) requires calculations of two log-

sums of exponential terms. The brute-force implementa-

tion of (2) is too complex. As a balanced tradeoff between com-

plexity and performance, we propose to use a reduced number

of exponential terms to approximate the original Log-MAP

algorithm:

(3)

where the exponential terms used in each log-sum computa-

tion are preferably the largest exponential terms. Based on the

QR decomposition of the channel matrix , (3) can

be written as

(4)

where the distance is defined as

(5)

In the equation above, , and denotes the th

element of a vector.

In order to implement (4), we must find minimum distances

for each hypothesized transmitted data bit, i.e.,

and . To realize this goal, we propose a trellis-search

algorithm to find the minimum distances.

A. Proposed Trellis Model for Iterative MIMO Detection

We introduced a trellis model for noniterative MIMO detec-

tion in [31] and [32], where we assume there is no a priori in-

formation available to the detector. The suboptimal Max-Log

approximation algorithm was used in [31] and [32] to compute

the LLRs. In this new work, we extend the trellis model in-

troduced in our earlier work [31] and [32] to support iterative

MIMO detection. The a priori information is incorporated into

the path metrics computation to support iterative MIMO detec-

tion. We propose a more reliable LLR generation algorithm by

replacing theMax-Log algorithmwith themulti-term Log-MAP

algorithm. We use the trellis model to find the minimum dis-

tances to compute the LLRs as shown in (4). The performance

of the proposed algorithm is very close to that of the optimal

Log-MAP algorithm while still maintaining low implementa-

tion complexity.

The search space of a MIMO signal can be represented with a

compact trellis diagram. As an example, Fig. 1 shows the trellis

diagram for a 4 4 4-QAM system. The trellis has stages
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Fig. 1. A trellis diagram for a 4 4 4-QAM system. The trellis has stages
corresponding to number of transmit antennas, and each stage contains
different nodes corresponding to number of constellation points.

corresponding to transmit antennas, and each stage con-

tains different nodes corresponding to symbols of a com-

plex constellation of the transmitted signal. In other words, the

trellis is formed of columns representing the number of transmit

antennas and rows representing values of a number of sym-

bols with nodes at intersections. Each trellis node is physically

mapped to a transmit symbol that belongs to a known modu-

lation alphabet of the constellation symbols. Thus, any path

through the trellis represents a possible vector of transmitted

symbols. Because of the upper triangular property of the matrix

, the stages of the trellis are labeled in descending order. The

trellis is fully connected, so there are number of different

paths from the root node to the sink node. The nodes in stage

are denoted as , where .

To compute the distance metric in (5) using the trellis model,

we define a weight function for each edge be-

tween node in stage and node in stage as

(6)

where is the partial symbol

vector, is the complex-valued QAM symbol

is the number of bits per constellation point, and

is the a priori information for data bit provided by the

outer channel decoder. In the first iteration, is not

available and is set to 0. Note that the weight function not only

depends on nodes and , but also depends on all

the nodes prior to node . In other words, depending on

howwe traverse the trellis, the weight function will get different

values. We further define a path weight as the sum of the edge

weights along the path. Then, the distance metric as defined in

(5) can be considered as a path weight, which can be computed

recursively by adding up the edge weights along the path from

the root node to the sink node. If we define a (partial) path metric

as the sum of the edge weights along this (partial) path, the

path weight is then computed recursively as

(7)

where and are the path weights associated with

nodes and , respectively, and is the

edge weight between node and node .

B. Per Trellis-Node Shortest Paths Problem

In the trellis diagram, each trellis node maps to a com-

plex-valued symbol such that each path from the root node

to the sink node maps to a symbol vector . With the trellis

model, we transform the MIMO detection problem into a per-

node shortest paths problem, which is defined as follows. For

each node in the trellis diagram, find a list of most likely

paths from the root node to the sink node over the node .

The most likely paths refer to the paths with the shortest

distances or the lowest path weights. For each node, we only

keep the most likely paths and will discard all the other paths

to reduce the complexity.

We use a layered detection method, where a layer refers

to a transmit antenna . The detection is performed layer by

layer. In the trellis model, a layer corresponds to a stage in

the trellis. In each stage of the trellis, there are nodes,

where each node corresponds to a constellation point. For each

node in stage , we must find

shortest paths through the trellis, which are denoted as

. Then, altogether candidates in each

stage of the stages of the trellis are used to compute the

LLRs for data bits transmitted by antenna as follows:

(8)

With the trellis model, the detection problem now becomes a

trellis-search problem. To detect a layer , we need to search for

shortest paths for each node in each stage of the trellis di-

agram. The maximum theoretical value of the number is ,

where for the first stage, second stage, and

etc., of the trellis. Practically, however, the number should be

kept small to reduce the complexity. The number determines

the detection performance: a larger leads to better error per-

formance. We will show later that even with a small (such

as for ), the trellis-based detector can achieve

good detection performance. To implement this algorithm, an

exhaustive trellis search approach would be very expensive. To

reduce the search complexity, we next introduce a low-com-

plexity trellis-search algorithm.

C. Trellis-Search Algorithm for Iterative MIMO Detection

In order to reduce the search complexity, we propose a greedy

trellis-search algorithm that approximately finds the shortest

paths for each node in the trellis. In this search process, the

trellis is first pruned by removing the unlikely paths. We refer

to this pruning process as the “path reduction” process. In the
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Fig. 2. Flow of the path reduction algorithm, where each node evaluates its
incoming paths and selects the best paths.

Fig. 3. Path reduction example for a 4 4 4-QAM trellis, where in-
coming paths are kept at each node.

path reduction process, the trellis is scanned from left to right,

where each node retains the most likely incoming paths using

the local information it has so far. After the trellis is pruned, a

second process, called the “path extension” process, is applied

to extend the uncompleted paths so that each node will have

full paths through the trellis.

1) Path Reduction: Fig. 2 illustrates a flow graph demon-

strating a path reduction process. The path reduction process

is configured to prune paths for each trellis node to a smaller

number of surviving paths. The stages (columns) of the trellis

are labeled in descending order, starting from stage and

ending with stage 0. Note that Fig. 2 illustrates only three suc-

cessive stages, , and among the stages. As

an example, we use a case to explain the algo-

rithm. In Fig. 2, each node receives incoming

paths from nodes in the previous stage of the trellis and, then, the

paths (the ones with the least cumulative path weights)

are selected from the candidates. Next, the survivors are

expanded to the right so that each node will have the best

outgoing paths forwarded to the next stage of the trellis. This

process repeats until the end of the trellis. Fig. 3 illustrates a di-

agram of the trellis after the path reduction process. This figure

Fig. 4. Flow of the path extension algorithm for extending one node ,
where -best outgoing paths are selected from this node to each of the following
stages .

demonstrates a 4 4 4-QAM trellis after applying the path re-

duction procedure, where each node keeps only best in-

coming paths, the ones with the least cumulative path weights.

The path reduction process can effectively prune the trellis by

keeping only -best incoming paths at each trellis node. As a re-

sult, each trellis node in the last stage of the trellis has shortest

paths through the trellis. However, other than the trellis nodes in

the last stage, the path reduction process can not guarantee that

every trellis node will have shortest paths through the trellis.

For example, in Fig. 3, node 3 in stage 2 shows no outgoing

paths because these paths were dropped as incoming paths by

the respective trellis nodes in the next stage. These paths will

be added as path extensions as described next.

2) Path Extension: An objective of the trellis-based detec-

tion algorithm is to find shortest paths for every node in the

trellis. To achieve this goal, a path extension process is em-

ployed after the path reduction process to fill in the missing

paths for each trellis node. The goal is to extend the uncompleted

paths so that each node will have shortest paths through the

trellis.

The path extension is performed stage by stage (no path ex-

tension is required for the last stage), and node by node. Fig. 4

is a flow graph demonstrating the path extension process. The

path extension process is being demonstrated with respect to a

node in a stage (i.e., the highlighted node in the figure).

Note that all of the nodes in the same stage can be extended in

parallel and independently.

As shown in Fig. 4, for a trellis node (i.e., for the

constellation point in stage ), the path extension process

first retrieves the outgoing path metrics computed

in the path reduction step (at stage ), and then an extension

process in stage is used to select the best outgoing

paths (e.g., with minimal distance to the nodes in the next

stage) from candidates. Next, each of the

surviving paths is extended for the next stage of the trellis

(stage ). Among the extended paths, only the best

paths are retained. This process repeats until the trellis

has been completely traversed. As a result, the shortest paths

are obtained for node .
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Fig. 5. Path extension example for nodes in stage 2, where full paths
are extended from each node to the end of the trellis.
(a) Path reduction process. (b) Path extension process.

Fig. 4 shows a path extension process for one trellis node. In

fact, all the nodes in stage are extended as necessary so that

each node can find shortest paths through the trellis. Gener-

ally, as shown in Fig. 4, to detect a symbol transmitted by an-

tenna , the entire search process can be expressed as

stages of path reductions followed by stages of path exten-

sions. In other words, the path reduction process is first per-

formed until stage of the trellis and next the path extension

procedure is performed until the end of the trellis (stage 0). Note

that the path extension process is to find the -best outgoing

paths extending from a particular node.

To illustrate the flow of the path extension process, we use

the same trellis example to show the path extension process for

extending the nodes in stage 2. Fig. 5(a) illustrates the trellis

after two stages of path reduction, where shortest paths

are obtained for each node in stage 2. After the path reduction

process, each node in stage 2 has incoming paths. The

objective is to find full paths through each node because the

previous stage was pruned to paths. As shown in Fig. 5(b),

after the path extension process, every node in stage 2 has suc-

cessfully obtained shortest paths through the trellis.

3) LLR Computation: The most important feature of the

trellis-based detection algorithm is that it will always guarantee

that the bit LLR can be generated for every transmitted bit. For

example, after the path reduction and the path extension pro-

cesses are employed, every node has successfully found

shortest paths or minimum distances denoted as

. The LLR for data bit transmitted by

antenna is then computed as follows:

(9)

We can separate the computation of (9) into two steps. A symbol

reliability metric is first computed for each node as

follows:

(10)

where the two-input is defined as

(11)

Moreover, the -input for , etc., can be

recursively computed based on the Jacobian algorithm. Then,

the bit LLR is computed based on the symbol reliabilities :

(12)

It should be noted that the nonlinear function

can be approximated by a lookup table to reduce

the hardware complexity. For example, in our hardware imple-

mentation, we used the following eight-entry lookup table to

implement the nonlinear function .

The data value in the lookup table is represented with a 6-bit

fixed-point format.

IV. SIMULATION RESULTS

To evaluate the performance of the trellis-search based

MIMO detection algorithm, we performed floating-point simu-

lations for the 4 4 16-QAMMIMO system, where the channel

matrices are assumed to have independent random Gaussian

distributions. A length 2304, rate 1/2 WiMAX low-density

parity-check (LDPC) code is used as an outer channel code.

A. Noniterative MIMO Detection Performance

We first show the noniterative, or “one-shot”, detection

performance with no outer iterations performed between the

MIMO detector and the LDPC decoder. The simulation results

are shown in Fig. 6 with the performance of several MIMO de-

tection algorithms including the trellis-search based detection

algorithm for several values of , where is the number of

surviving paths at each trellis node. For comparison, simulation

results are also plotted for the optimal full Log-MAP algorithm,

and for the K-best tree-search based Log-MAP algorithm,

where . In the K-best algorithm, path metrics

are used to compute the log-sums to calculate LLRs. To relate

the trellis-based detection algorithm to the K-best detection

algorithm, the total number of the survivors kept at each stage

of the trellis is whereas the total number of the survivors

kept at each level of the tree in the K-best algorithm is .

From Fig. 6, one can observe that the trellis-based detector

with the surviving path number slightly outperforms the

K-best detector with . The trellis-based detector with

clearly outperforms the K-best detector with .

The trellis-based detector with performs close to the

optimal full Log-MAP algorithm.

B. Iterative MIMO Detection Performance

By exchanging soft information between the MIMO detector

and the channel decoder, an iterative receiver can signifi-

cantly improve the performance compared to a noniterative
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Fig. 6. The performance of the trellis-search based detector with different
values.

receiver. In this subsection, we compare the performance of

our trellis-search based iterative detector with three K-best

tree-search based iterative detectors, and an optimal full

Log-MAP iterative detector. Two flavors of the K-best detec-

tors are used in the simulation: the K-best list detector and the

K-best iterative detector. For the case of the K-best list detector,

the detection is performed only once and a list of candidates

( of them) is generated and recorded, and, then, in each outer

iteration, the LLR values are computed based on the candidate

list and the a priori LLR values from the channel decoder.

For the case of the K-best iterative detector, the detection is

re-performed for each outer iteration by taking into account

the a priori information from the channel decoder, which is

somewhat similar to the proposed trellis-search detector. In

the trellis-search based detection algorithm, the number of

the survivors at each node is chosen to be 2, 3, and 4, i.e.,

.

In the simulation, the LDPC inner iteration number is 15, and

the number of the outer iterations between the MIMO detector

and the LDPC decoder is 4 for all the cases. As can be seen from

Fig. 7, the trellis-based iterative detector with outper-

forms the K-best list detector with a large value .

The trellis-based iterative detector with also outper-

forms the K-best iterative detector with , but it performs

worse than the K-best iterative detector with . However,

the trellis-based iterative detector with outperforms the

K-best iterative detector with , and it performs close to

the optimal Log-MAP iterative detector.

The main advantage of the trellis-search based detector is the

low sorting cost compared to the K-best detector. In [32], we

have given a detailed analysis and comparison of the sorting

complexity and the partial Euclidean distance (PED) computa-

tion complexity for the trellis-based detector and the tree-search

K-best detector.

Fig. 7. The performance of the trellis-search based iterative detector with dif-
ferent values, four outer iterations.

Fig. 8. Top level block diagram of the trellis-based iterative MIMO detector.

V. VLSI ARCHITECTURE

In this section, we describe a high-speed VLSI architecture

for the proposed trellis-search based soft-input soft-output

MIMO detector. As a case study, we introduce a detector

architecture with the surviving path number for the 4 4

16-QAM system. In our earlier work [32], we have described

a “systolic” array detector architecture and a folded detector

architecture for the noniterative MIMO detection. In this work,

we have significantly modified the design and extended it for

the iterative MIMO detection. The major improvements are

as follows: 1) a new path metric calculation method by incor-

porating the a priori information, 2) a new LLR computation

method based on the proposed multi-term Log-MAP approx-

imation algorithm [cf. (12)], and 3) a new recursive detector

architecture and scheduling.

A. Top Level Architecture

Fig. 8 shows the top level block diagram for the proposed

MIMO detector. The detector consists of six main functional

blocks: the path reduction unit (PRU), the path extension

unit (PEU), the LLR calculation unit (LCU), the preprocessing

unit (PPU), the path metric buffer (PM Buffer), and the candi-

date buffer (Cand Buffer). The PPU is used to precompute the

initial path metrics and some constellation-dependent constant

values that will be used by the PRU and the PEU. The PRU
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Fig. 9. Block diagram of the path reduction unit (PRU).

Fig. 10. Block diagram of the path calculation unit (PCU).

and the PEU are employed to implement the path reduction

algorithm (cf. Fig. 2) and the path extension algorithm (cf.

Fig. 4), respectively. The shortest path metrics found by the

PRU and the PEU are stored in the Cand Buffer, which will

then be used by the LCU to generate the LLR for each data bit

based on (12). These blocks will be discussed in more detail in

the following subsections.

B. Path Reduction Unit (PRU)

Fig. 9 shows the block diagram of PRU, which implements

the path reduction algorithm (cf. Fig. 2). The PRU employs

path calculation units (PCUs) and 16 2 minimum

finder units (MFUs) to simultaneously process all the nodes

in a trellis stage. This is a recursive architecture by reusing

the hardware for processing nodes in different trellis stages. In

Fig. 9, PCU is used to compute the extended path met-

rics from node to all the nodes in the next stage .

The extended path metrics are denoted as , where

is the surviving path index , is the

current node index, and is the node index in the next stage

. Next, the extended path metrics are gath-

ered and sent to MFUs. In Fig. 9, MFU-A is used to select

the best incoming paths to node , where the surviving

path metrics are denoted as , where .

Then, these surviving paths are fed back to PCU so that it can

continue the processing for the next trellis stage. This operation

is repeated until the trellis is completely traversed. MFU-B is

used to select the best outgoing paths, denoted as ,

from node to any nodes in stage . These best out-

going paths selected by MFU-B will be stored into the path

metric buffer (PM Buffer), which will be used later in the path

extension process.

1) Path Calculation Unit (PCU): Each PCU in Fig. 9 is

used to compute path metrics in parallel. Fig. 10

shows the block diagram of PCU which employs par-

tial Euclidean distance calculation units (PEDCUs). For a given

input path metric, or partial Euclidean distance, , one PEDCU

needs to compute extended PEDs in parallel, denoted as

. Based on the trellis structure, we

first compute edge weights , and, then,

are computed as

(13)

The edge weight is computed based on (6):

(14)

where a temporary variable is defined as

(15)

We know that will be a real value if using a particular

QR decomposition algorithm, e.g., Gram–Schmidt QR decom-

position [33]. Then, (14) can be re-expressed as

(16)

Fig. 11 shows the hardware architecture for the PEDCU,

which computes PEDs in parallel. Note that variables

and are precomputed in

the preprocessing unit (PPU). The constant multiplication of

“ ” can be implemented using a shift and add module.

C. Min Finder Unit (MFU)

The min finder unit (MFU) is used to select the best

path metrics from candidates. This type of (32,2)

sorting can be done quickly by using a comparison tree. Note

that the sorting cost of the trellis-based detector is much lower

compared with the regular K-best detector which typically re-

quires a larger sorting operation.

D. Path Extension Unit (PEU)

The PEU implements the path extension algorithm (cf.

Fig. 4). As we discussed in Section III-C-2, a path extension

process is employed after the path reduction process to fill in

the missing paths for each node so that every node will have

shortest paths through the trellis.

The PEU has a very similar architecture to the PRU. Fig. 12

shows the block diagram of PEU, which employs PCUs

and MFUs so that it can simultaneously extend nodes

in a certain trellis stage. The PEU has a recursive architecture.

In each iteration, PCU calculates the extended path can-

didates based on the input path metrics, and then, the MFU

selects the best paths from these extended path candi-

dates. The initial input path metrics are retrieved from the PM

Buffer, and, then, the PEU performs the path extension opera-

tion recursively.
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Fig. 11. Block diagram of the partial Euclidean distance calculation unit (PEDCU).

Fig. 12. Block diagram of the path extension unit (PEU).

Fig. 13. Detection timeline for the 4 4 MIMO system.

To illustrate how to employ the PRU and PEU to perform

MIMO detection, we show a detection timeline in Fig. 13 for

the 4 4 MIMO system. First, we precompute the initial path

metrics in the PPU

for all 16 nodes in trellis stage 3. Note that the trellis stages are

labeled in descending order as shown in Fig. 1. Next, the path

reduction (PR) operation is performed for three times, i.e., PR

from stage 3 to stage 2 , PR from stage 2 to stage 1

, and PR from stage 1 to stage 0 .

After the path reduction is completed, every node in the last

stage, i.e., stage 0, has full paths through the trellis, which can

be used to compute the LLR values for data bits transmitted by

antenna 0 based on (12). However, for other nodes, path exten-

sion would be required as necessary to fill in the uncompleted

paths. For example, as shown in Fig. 13, for nodes in stage 3,

two steps of the path extension are required, i.e., PE from stage 2

to stage 1 , and PE from stage 1 to stage 0 .

Fig. 14. Block diagram of LLR computation unit (LCU).

TABLE I
QUANTIZATION TABLE FOR

While for nodes in stage 2, one step of the path extension is

required, i.e., . For nodes in the last but one stage, i.e.,

stage 1, no path extension is needed because we can directly

retrieve the path metrics from the PM Buffer (these paths were

already computed by the PRU). Note that the path reduction op-

erations and the path extension operations can be overlapped to

increase the throughput. In this example, assuming each step

of the path reduction operation or the path extension opera-

tion takes cycles, we can start the path reduction for the next

MIMO symbol as early as .

E. LLR Calculation Unit (LCU)

The LCU is used to compute the LLR values for each trans-

mitted bit based on (12). Fig. 14 shows the block diagram of
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TABLE II
VLSI IMPLEMENTATION RESULTS AND COMPARISON FOR 4 4 DETECTORS

LCU. In Fig. 14, we first compute a symbol reliability for

each constellation point based on (10). Next, the bit LLR value

is computed using these symbol reliability values

based on (12). The function in Fig. 14 is implemented by a

linear maximum (max) function with a correction lookup-table

(LUT) based on (11) and Table I. Note that the input path met-

rics are retrieved from the candidate buffer (cf. Fig. 8),

which is used to store the best path metrics for each trellis

node.

VI. VLSI IMPLEMENTATION RESULTS AND

ARCHITECTURE COMPARISON

As a case study, we have developed a trellis-search based

iterative MIMO detector ASIC module for a 4 4 16-QAM

MIMO system. The fixed-point design parameters are summa-

rized as follows. Each element in the matrix is scaled by

, and this scaled is represented with 11 bits

signed data S2.9 (two integer bits with nine fractional bits). The

received signal is represented with 11 bits signed data S5.6.

The path metrics (PMs) are rounded to 13 bits between com-

putational blocks. The LLR values are represented with 7 bit

signed data S5.2. With this configuration, the fixed-point simu-

lation result shows about 0.1–0.2 dB performance degradation

compared to a floating-point detector.

The proposed detector has a pipelined architecture, where the

pipeline stages for the PRU and PEU are . To maximize

the throughput, we can feed four back-to-back MIMO symbols

in four consecutive cycles, e.g., at into the

pipeline to fully utilize the hardware. As shown in Fig. 13, the

processing times for the path reduction process and the path

extension process are both cycles, i.e., the iteration

bound is 12 cycles. Thus, we can feed another four back-to-back

MIMO symbols into the pipeline at ,

and so forth. Furthermore, we can overlap the path reduction

process with the path extension process to hide the processing

delay. As a result, the maximum throughput of the detector is

.

We have described the proposed detector with Verilog HDL

and we have synthesized the design for a 1.08 V TSMC 65 nm

CMOS technology using Synopsys Design Compiler. With a

320 MHz clock frequency, the proposed detector can achieve

a maximum throughput of 1.7 Gb/s. Table II summaries the

VLSI implementation results, and it also provides a compar-

ison of the trellis-search based iterative MIMO detector with

a state-of-the-art iterative sphere MIMO detector from [30], a

noniterative K-best MIMO detector from [11] (we note that no

VLSI implementation of an iterative K-best detector was re-

ported in the open literature to the best of our knowledge), and

a linear MMSE-PIC based iterative MIMO detector from [34].

In the table, the error-correction code decoder area is not in-

cluded in the analysis. The sphere detector in [30] has a vari-

able throughput, which will change with the SNR level. For

example, in [30], the average number of visited nodes for the

4 4 16-QAM system (with 4 iterations) varies from 120 (at

14 dB SNR) to 470 (at 11 dB SNR). In the architecture in [34], a

high-throughput flexible detector is proposed based on the linear

MMSE-PIC algorithm.

From Table II, one can observe that the proposed detector can

achieve a very high data throughput (1.7 Gb/s) while still main-

taining a low area requirement (1.58 mm ). The throughput-to-

area ratio (measured with ) of the trellis-search based

iterative detector is higher than the tree-search based iterative

sphere detector from [30], and is comparable to the nonitera-

tive K-best detector from [11]. As expected, the trellis-search

based detector consumes more area than the linear MMSE-PIC

detector.

In order to develop an iterative detection and decoding

system, a high throughput error-correction code decoder

would be required as well as some intermediate buffers in

between the detector and the decoder. Nowadays, multi-Gb/s

decoders, such as LDPC decoders, are feasible with rea-

sonable complexity [35], [36]. Thus, it is very important to

develop a high speed detector module to meet the overall

throughput requirement of the iterative detection and decoding

system. Our proposed detector provides a viable solution for

the high-throughput iterative MIMO detection problem as it

achieves both high throughput performance and good error

performance.
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VII. CONCLUSION

In this paper, we presented a trellis-search based iterative

MIMO detector which can achieve a higher throughput than the

traditional tree-search based detectors. The proposed detector

employs a path reduction operation in a MIMO trellis where

a predefined number of candidates are retained at each trellis

node, and a path extension operation where the trellis is ex-

tended to fill in the missing paths. The proposed detection al-

gorithm guarantees that a fixed number of path metrics can be

found with respect to each hypothesized value of a transmitted

bit. As a result, the LLR can be more accurately generated.

The advantageous detection performance of the trellis-based de-

tector can be achieved with a small number of paths through the

trellis. The trellis-based detector has low complexity and low

latency. As the next generation wireless systems are targeting

multiple Gb/s data rate, the proposed detector provides a fea-

sible solution for realizing such a high data rate system.
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