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## THE MAP AND RELATED DECODING

ALGORITHMS

In a coded communication system with equiprobable signaling, MLD minimizes the word error probability and delivers the most likely codeword associated with the corresponding received sequence. This decoding has two drawbacks. First, minimization of the word error probability is not equivalent to minimization of the bit error probability. Therefore, MLD becomes suboptimum with respect to the bit error probability. Second, MLD delivers a hard-decision estimate of the received sequence, so that information is lost between the input and output of the ML decoder. This information is important in coded schemes where the decoded sequence is further processed, such as concatenated coding schemes, multi-stage and iterative decoding schemes.

In this chapter, we first present a decoding algorithm which both minimizes bit error probability, and provides the corresponding soft information at the output of the decoder. This algorithm is referred to as the MAP (maximum aposterior probability) decoding algorithm [1]. Unfortunately, the trellis-based implementation of the MAP algorithm is much more complex than that of the
trellis-based MLD algorithms presented in the previous chapters. Consequently, suboptimum versions of the MAP algorithm with reduced decoding complexity must be considered for many practical applications. In Section 13.2, we present a near-optimum modification of the MAP algorithm, referred to as the Max-Log-MAP (or SOVA) decoding algorithm [34, 39, 40]. This near-optimum algorithm performs within only few tenths of a dB of the optimum MAP decoding algorithm while reduces decoding complexity drastically. Finally, the minimization of the bit error probability in trellis-based MLD is discussed in the last section.

### 13.1 THE MAP DECODING ALGORITHM

Consider a binary ( $N, K$ ) linear block code $C$. Let $u=\left(u_{1}, u_{2}, \ldots, u_{N}\right)$ be a codeword in $C$. Define $P(A \mid B)$ as the conditional probability of the event $A$ given the occurrence of the event $B$. The MAP decoding algorithm evaluates the most likely bit value $u_{i}$ at a given bit position $i$ based on the received sequence $r=\left(r_{1}, r_{2}, \ldots, r_{N}\right)$. It first computes the log-likelihood ratio

$$
\begin{equation*}
L_{i} \triangleq \log \frac{P\left(u_{i}=1 \mid r\right)}{P\left(u_{i}=0 \mid r\right)} \tag{13.1}
\end{equation*}
$$

for $1 \leq i \leq N$, and then compares this value to a zero-threshold to decode $u_{i}$ as

$$
u_{i}= \begin{cases}1 & \text { for } L_{i}>0  \tag{13.2}\\ 0 & \text { for } L_{i} \leq 0\end{cases}
$$

The value $L_{i}$ represents the soft information associated with the decision on $\boldsymbol{u}_{i}$. It can be used for further processing of the sequence $u$ delivered by the MAP decoder.

In the $N$-section trellis diagram for the code, let $B_{i}(C)$ denote the set of all branches $\left(\sigma_{i-1}, \sigma_{i}\right)$ that connect the states in the state space $\Sigma_{i-1}(C)$ at time- $(i-1)$ and the states in the state space $\Sigma_{i}(C)$ at time $-i$ for $1 \leq i \leq N$. Let $B_{i}^{0}(C)$ and $B_{i}^{1}(C)$ denote the two disjoint subsets of $B_{i}(C)$ that correspond to the output code bits $u_{i}=0$ and $u_{i}=1$, respectively, given by (3.3). Clearly

$$
\begin{equation*}
B_{i}(C)=B_{i}^{0}(C) \cup B_{i}^{1}(C) \tag{13.3}
\end{equation*}
$$

for $1 \leq i \leq N$. For $\left(\sigma^{\prime}, \sigma\right) \in B_{i}(C)$, we define the joint probability

$$
\begin{equation*}
\lambda_{i}\left(\sigma^{\prime}, \sigma\right) \triangleq P\left(\sigma_{i-1}=\sigma^{\prime} ; \sigma_{i}=\sigma ; r\right) \tag{13.4}
\end{equation*}
$$

for $1 \leq i \leq N$. Then

$$
\begin{align*}
& P\left(u_{i}=0 ; r\right)=\sum_{\left(\sigma^{\prime}, \sigma\right) \in B_{i}^{0}(C)} \lambda_{i}\left(\sigma^{\prime}, \sigma\right)  \tag{13.5}\\
& P\left(u_{i}=1 ; r\right)=\sum_{\left(\sigma^{\prime}, \sigma\right) \in B_{i}^{1}(C)} \lambda_{i}\left(\sigma^{\prime}, \sigma\right) \tag{13.6}
\end{align*}
$$

The MAP decoding algorithm computes the probabilities $\lambda_{i}\left(\sigma^{\prime}, \sigma\right)$ which are then used to evaluate $P\left(u_{i}=0 \mid r\right)$ and $P\left(u_{i}=1 \mid r\right)$ in (13.1) from (13.5) and (13.6).

For $1 \leq i \leq N, 1 \leq l \leq m \leq N$, and $r_{l}^{m} \triangleq\left(r_{l}, r_{l+1}, \ldots, r_{m}\right)$, we define the probabilities

$$
\begin{align*}
\alpha_{i}(\sigma) & \triangleq P\left(\sigma_{i}=\sigma ; r_{1}^{i}\right)  \tag{13.7}\\
\beta_{i}(\sigma) & \triangleq P\left(r_{i+1}^{N} \mid \sigma_{i}=\sigma\right)  \tag{13.8}\\
\gamma_{i}\left(\sigma^{\prime}, \sigma\right) & \triangleq P\left(\sigma_{i}=\sigma ; r_{i} \mid \sigma_{i-1}=\sigma^{\prime}\right) \\
& =P\left(r_{i} \mid\left(\sigma_{i-1}, \sigma_{i}\right)=\left(\sigma^{\prime}, \sigma\right)\right) P\left(\sigma_{i}=\sigma \mid \sigma_{i-1}=\sigma^{\prime}\right) \tag{13.9}
\end{align*}
$$

Then, for a memoryless channel,

$$
\begin{equation*}
\lambda_{i}\left(\sigma^{\prime}, \sigma\right)=\alpha_{i-1}\left(\sigma^{\prime}\right) \gamma_{i}\left(\sigma^{\prime}, c\right) \beta_{i}(\sigma) \tag{13.10}
\end{equation*}
$$

for $1 \leq i \leq N$, which shows that the values $\lambda_{i}\left(\sigma^{\prime}, \sigma\right)$ can be evaluated by computing all values $\alpha_{i}(\sigma), \beta_{i}(\sigma)$ and $\gamma_{i}\left(\sigma^{\prime}, \sigma\right)$. Fiased on the total probability theorem, we can express $\alpha_{i}(\sigma)$, for $1 \leq i \leq N$, as follows:

$$
\begin{align*}
\alpha_{i}(\sigma) & =\sum_{\sigma^{\prime} \in \Sigma_{i-1}(C)} P\left(\sigma_{i-1}=\sigma^{\prime} ; \sigma_{i}=\sigma_{;} r_{1}^{i-1} ; r_{i}\right) \\
& =\sum_{\sigma^{\prime} \in \Sigma_{--1}(C)} \alpha_{i-1}\left(\sigma^{\prime}\right) \gamma_{i}\left(\sigma^{\prime}, \sigma\right) \tag{13.11}
\end{align*}
$$

Similarly, for $1 \leq i<N$,

$$
\begin{align*}
\beta_{i}(\sigma) & =\sum_{\sigma^{\prime} \in \Sigma_{i+1}(C)} P\left(r_{i+1} ; r_{i+2}^{N} ; \sigma_{i+1}=\sigma^{\prime} \mid \sigma_{i}=\sigma\right) \\
& =\sum_{\sigma^{\prime} \in \Sigma_{i+1}(C)} \beta_{i+1}\left(\sigma^{\prime}\right) \gamma_{i+1}\left(\cdot, \sigma^{\prime}\right) \tag{13.12}
\end{align*}
$$

From (13.11), we see that the probabilities $\alpha_{i}(\sigma)$ with $1 \leq i \leq N$ can be computed recursively from the initial state $\sigma_{0}$ to the final state $\sigma_{f}$ of the $N$ section trellis for code $C$, once $\gamma_{i}\left(\sigma^{\prime}, \sigma\right)$ 's are computed. This is called the forward recursion. From (13.12), we see that the probabilities $\beta_{i}(\sigma)$ with $1 \leq i \leq N$ can be computed recursively in backward direction from the final state $\sigma_{f}$ to the initial state $\sigma_{0}$ of the $N$-section trellis of $C$. This is called the backward recursion.

For the AWGN channel with BPSK transmission, we have

$$
\begin{equation*}
P\left(r_{i} \mid \sigma_{i-1}=\sigma^{\prime} ; \sigma_{i}=\sigma\right)=\left(\pi N_{0}\right)^{-1 / 2} \exp \left(-\left(r_{i}-c_{i}\right)^{2} / N_{0}\right) \delta_{i}\left(\sigma^{\prime}, \sigma\right) \tag{13.13}
\end{equation*}
$$

where

$$
\delta_{i}\left(\sigma^{\prime}, \sigma\right)= \begin{cases}1 & \text { if }\left(\sigma^{\prime}, \sigma\right) \in B_{i}(C)  \tag{13.14}\\ 0 & \text { if }\left(\sigma^{\prime}, \sigma\right) \notin B_{i}(C)\end{cases}
$$

For $\delta_{i}\left(\sigma^{\prime}, \sigma\right)=1, c_{i}=2 u_{i}-1$ is the transmitted signal corresponding to the label $u_{i}$ of the branch $\left(\sigma^{\prime}, \sigma\right)$. Based on (13.13), $\gamma_{i}\left(\sigma^{\prime}, \sigma\right)$ is proportional to the value

$$
\begin{equation*}
w_{i}\left(\sigma^{\prime}, \sigma\right)=\exp \left(-\left(r_{i}-c_{i}\right)^{2} / N_{0}\right) \delta_{i}\left(\sigma^{\prime}, \sigma\right) P\left(\sigma_{i}=\sigma \mid \sigma_{i-1}=\sigma^{\prime}\right) \tag{13.15}
\end{equation*}
$$

Note that in many applications such as MAP trellis-based decoding of linear codes, the a-priori probability of each information bit is the same, so that all states $\sigma \in \Sigma_{i}(C)$ are equiprobable. Consequently, $P\left(\sigma_{i}=\sigma \mid \sigma_{i-1}=\sigma^{\prime}\right)$ becomes a constant that can be discarded in the definition of $w_{i}\left(\sigma^{\prime}, \sigma\right)$. However, this is not true in general. For example, in iterative or multi-stage decoding schemes $P\left(\sigma_{i}=\sigma \mid \sigma_{i-1}=\sigma^{\prime}\right)$ has to be evaluated after the first iteration, or after the first decoding stage. Since in (13.1), we are interested only in the ratio between $P\left(u_{i}=1 \mid r\right)$ and $P\left(u_{i}=0 \mid r\right), \lambda_{i}\left(\sigma^{\prime}, \sigma\right)$ can be scaled by any value without modifying the decision on $u_{j}$. Based on these definitions, $\alpha_{i}(\sigma)$ can be computed recursively based on (13.11) using the trellis diagram from the initial state $\sigma_{0}$ to the final state $\sigma_{f}$ as follows:
(1) Assume that $\alpha_{i-1}\left(\sigma^{\prime}\right)$ has been computed for all states $\sigma^{\prime} \in \Sigma_{i-1}(C)$.
(2) In the $i$-th section of the trellis diagram, associate the weight $w_{i}\left(\sigma^{\prime}, \sigma\right)$ with each branch $\left(\sigma^{\prime}, \sigma\right) \in B_{i}(C)$.
(3) For each state $\sigma \in \Sigma_{i}(C)$, evaluate and store the weighted sum

$$
\begin{equation*}
\alpha_{i}(\sigma)=\sum_{\sigma^{\prime} \in \Sigma_{i-1}(C): \delta_{i}\left(\sigma^{\prime}, \sigma\right)=1} w_{i}\left(\sigma^{\prime}, \sigma\right) \alpha_{i-1}\left(\sigma^{\prime}\right) \tag{13.16}
\end{equation*}
$$

The initial conditions for this recursion are $\alpha_{0}\left(\sigma_{0}\right)=1$ and $\alpha_{0}(\sigma)=0$ for $\sigma \neq \sigma_{0}$.

Similarly, $\boldsymbol{\beta}_{\mathrm{i}}(\sigma)$ can be computed recursively based on (13.12) using the trellis diagram from the final state $\sigma_{f}$ to the initial state $\sigma_{0}$ as follows:
(1) Assume that $\beta_{i+1}\left(\sigma^{\prime}\right)$ has been computed for all states $\sigma^{\prime} \in \Sigma_{i+1}(C)$.
(2) In the $(i+1)$-th section of the trellis diagram, associate the weight $w_{i+1}\left(\sigma, \sigma^{\prime}\right)$ with each branch $\left(\sigma, \sigma^{\prime}\right) \in B_{i+1}(C)$.
(3) For each state $\sigma \in \Sigma_{i}(C)$, evaluate and store the weighted sum

$$
\begin{equation*}
\beta_{i}(\sigma)=\sum_{\sigma^{\prime} \in \Sigma_{1+1}(C): i_{1+1}\left(\sigma, \sigma^{\prime}\right)=1} w_{i+1}\left(\sigma, \sigma^{\prime}\right) \beta_{i+1}\left(\sigma^{\prime}\right) \tag{13.17}
\end{equation*}
$$

The corresponding initial conditions are $\beta_{N}\left(\sigma_{f}\right)=1$ and $\beta_{N}(\sigma)=0$ for $\sigma \neq \sigma_{f}$.
The MAP decoding algorithm requires one for vard recursion from $\sigma_{0}$ to $\sigma_{f}$, and one backward recursion from $\sigma_{f}$ to $\sigma_{0}$ to evaluate all values $\alpha_{i}(\sigma)$ and $\beta_{i}(\sigma)$ associated with all states $\sigma_{i} \in \Sigma_{i}(C)$, for $1 \leq i \leq N$. These two recursions are independent of each other. Therefore, the forward and backward recursions can be executed simultaneously in both directions along the trellis of the code $C$. This bidirectional decoding reduces the decoding delay. Once all values of $\alpha_{i}(\sigma)$ and $\beta_{i}(\sigma)$ for $1 \leq i \leq N$ have been deterr ined, the values $L_{i}$ in (13.1) can be computed from (13.5), (13.6), (13.9) and '13.10).

### 13.2 THE SOVA DECODING ALGORITHM

The MAP decoding algorithm presented in the previous section requires a large number of computations and a large storage to compute and store the probabilities $\alpha_{i}(\sigma), \beta_{i}(\sigma)$ and $\gamma_{i}\left(\sigma^{\prime}, \sigma\right)$ for all the stat $s \sigma$ and state pairs $\left(\sigma^{\prime}, \sigma\right)$ in the trellis for the code to be decoded. For a long code with large trellis, the implementation of the MAP decoder is practical $y$ impossible. Also, the MAP
decoding algorithm computes probability values, which require much more complicated real value operations than the real additions performed by trellis-based MLD algorithms, such as the Viterbi decoding and RMLD algorithms.

In this section, we present an algorithm for which the optimum bit error performance associated with the MAP algorithm is traded with a significant reduction in decoding complexity. This algorithm is known as the Max-LogMAP algorithm or soft-output Viterbi algorithm (SOVA), as it performs the same operations as the Viterbi algorithm, with additional real additions and storages.

For BPSK transmission, (13.1) can be rewritten as

$$
\begin{equation*}
L_{\mathrm{i}}=\log \left[\left(\sum_{c: c_{i}=1} P(c \mid r)\right) /\left(\sum_{c: c_{i}=-1} P(c \mid r)\right)\right], \tag{13.18}
\end{equation*}
$$

for $1 \leq i \leq N$ and $c_{i}=2 u_{i}-1$. Based on the approximation

$$
\begin{equation*}
\log \left(\sum_{j=1}^{N} \delta_{j}\right) \approx \log \left(\max _{j \in\{1,2 \ldots \ldots, N\}}\left\{\delta_{j}\right\}\right), \tag{13.19}
\end{equation*}
$$

we obtain from (13.18)

$$
\begin{equation*}
L_{i} \approx \log \left(\max _{c: c}=1=1\right. \tag{13.20}
\end{equation*}
$$

For each code bit $u_{i}$, the Max-Log-MAP algorithm [40] approximates the corresponding log-likelihood ratio $L_{i}$ based on (13.20).

For the AWGN channel with BPSK transmission, we have

$$
\begin{align*}
P(c \mid r) & =P(\boldsymbol{r} \mid c) P(c) / P(r) \\
& =\left(\pi N_{0}\right)^{-N / 2} e^{-\sum_{j=1}^{*}\left(r_{j}-c,\right)^{2} / N_{0}} P(c) / P(r) . \tag{13.21}
\end{align*}
$$

If $c^{1}=\left(c_{1}^{1}, c_{2}^{1}, \ldots, c_{2 j-1}^{1}, c_{2 j}^{1}, \ldots\right)$ and $c^{0}=\left(c_{1}^{0}, c_{2}^{0}, \ldots, c_{2 j-1}^{0}, c_{2 j}^{0}, \ldots\right)$ represent the codewords corresponding to the first term and the second term of (13.20), respectively, it follows from (13.21) that for equiprobable signaling, the approximation of $L_{i}$ given in (13.20) is proportional to the value

$$
\begin{equation*}
r_{i}+\sum_{j: j \neq i, c_{j}^{j} \neq c_{j}^{1}} c_{j}^{1} r_{j} . \tag{13.22}
\end{equation*}
$$

We observe that one of the terms in (13.20) corre 3ponds to the MLD solution, while the other term corresponds to the most likely codeword which differs from the MLD solution in $u_{i}$. Consequently, in Max-Log-MAP or SOVA decoding, the hard-decision codeword corresponding to (13.20) is the MLD codeword and (13.22) is proportional to the difference of squared Euclidean distances (SED) $\left\|\boldsymbol{r}-\boldsymbol{c}^{1}\right\|^{2}-\left\|\boldsymbol{r}-\boldsymbol{c}^{0}\right\|^{2}$. For any two codewords $\boldsymbol{c}$ and $\boldsymbol{c}^{\prime}$, we define $\left|\|r-c\|^{2}-\left\|r-c^{\prime}\right\|^{2}\right|$ as the reliability difference between $c$ and $c^{\prime}$.

For simplicity, we consider the trellis diagram of a rate- $1 / 2$ antipodal convolutional code $C$. Hence, the two branches that merge into each state have different branch labels, as described in Figure 10.1. Also, we assume that the trellis diagram for the code $C$ is terminated so that $N$ encoded bits are transmitted. Generalization of the derived results to other trellis diagrams is straightforward, after proper modification of the notations. At each state $\sigma_{i-1}$ of the state space $\Sigma_{i-1}(C)$ at time- $(i-1)$, the SOVA stores the cumulative correlation metric value $M\left(\sigma_{i-1}\right)$ and the corresfonding decoded sequence

$$
\begin{equation*}
\hat{\boldsymbol{c}}\left(\sigma_{i-1}\right)=\left(\hat{c}_{1}\left(\sigma_{i-1}\right), \dot{c}_{2}\left(\sigma_{i-1}\right), \ldots, \hat{c}_{2(i-1)-1}\left(\sigma_{i-1}\right), \hat{c}_{2(i-1)}\left(\sigma_{i-1}\right)\right), \tag{13.23}
\end{equation*}
$$

as for the Viterbi algorithm. In addition, it also stores the reliability measures

$$
\begin{equation*}
\hat{L}\left(\sigma_{i-1}\right)=\left(\hat{L}_{1}\left(\sigma_{i-1}\right), \hat{L}_{2}\left(\sigma_{i-1}\right), \ldots, \hat{L}_{2(i-1)-1}\left(\sigma_{i-1}\right), \hat{L}_{2(i-1)}\left(\sigma_{i-1}\right)\right) \tag{13.24}
\end{equation*}
$$

associated with the corresponding decision $\dot{\boldsymbol{c}}\left(\sigma_{i-1}\right)$.
At the decoding time- $i$, for each state $\sigma_{i}$ in the state space $\Sigma_{i}(C)$, the SOVA first evaluates the two cumulative correlation metric candidates $M\left(\sigma_{i-1}^{1}, \sigma_{i}\right)$ and $M\left(\sigma_{i-1}^{2}, \sigma_{i}\right)$ corresponding to the two paths terminating in state $\sigma_{i}$ with transitions from states $\sigma_{i-1}^{1}$ and $\sigma_{i-1}^{2}$, respectively As for the Viterbialgorithm, the SOVA selects the cumulative correlation met-ic

$$
\begin{equation*}
M\left(\sigma_{i}\right)=\max _{l \in\{1,2\}}\left\{M\left(\sigma_{i-1}^{l}, \sigma_{i}\right)\right\} \tag{13.25}
\end{equation*}
$$

and updates the corresponding pair ( $\left.\hat{c}_{2 i-1}\left(\sigma_{i}\right), \dot{c}_{2 i}\left(\sigma_{i}\right)\right)$ in the surviving path $\hat{\boldsymbol{c}}\left(\sigma_{i}\right)$ at state $\sigma_{i}$. Next, $\hat{L}\left(\sigma_{i}\right)$ has to be updated To this end, we define

$$
\begin{equation*}
\Delta_{i} \triangleq \max _{l \in\{1,2\}}\left\{M\left(\sigma_{i-1}^{l}, \sigma_{i}\right)\right\}-\min _{l \in\{1,2\}}\left\{M\left(\sigma_{i-1}^{l}, \sigma_{i}\right)\right\} \tag{13.26}
\end{equation*}
$$

Based on (13.22) and the fact that the code considered is antipodal, we set

$$
\begin{equation*}
\hat{L}_{2 i-1}\left(\sigma_{i}\right)=\hat{L}_{2 i}\left(\sigma_{i}\right)=\Delta_{i} \tag{13.27}
\end{equation*}
$$



Figure 13.1. Trellis description with respect to reliability values associated with bit-j at state $\sigma_{i+1}$.
since $\Delta_{i}$ represents the reliability difference between the two most likely codesequences terminating at state $\sigma_{i}$ with different values for both $\hat{c}_{2 i-1}$ and $\dot{c}_{2 i}$. The remaining values $\hat{L}_{j}\left(\sigma_{i}\right)$ for $j=1, \ldots, 2(i-1)$ of the surviving $\hat{L}\left(\sigma_{i}\right)$ at state $\sigma_{i}$ have to be updated.

In the following, we simplify the above notations and define

$$
\begin{equation*}
\hat{L}\left(\sigma_{i-1}^{l}\right)=\left(\hat{L}_{1}^{l}, \hat{L}_{2}^{l}, \ldots, \hat{L}_{2(i-1)-1}^{l}, \hat{L}_{2(i-1)}^{l}\right) \tag{13.28}
\end{equation*}
$$

for $l=1,2$, as the two sets of reliability measures corresponding to the two candidate paths merging into state $\sigma_{i}$ with transitions from states $\sigma_{i-1}^{1}$ and $\sigma_{i-1}^{2}$, respectively. We refer to these two paths as path-1 and path-2, and without loss of generality assume that path-1 is the surviving path. Similarly, for $l=1,2$,

$$
\begin{equation*}
\hat{\mathbf{u}}\left(\sigma_{i-1}^{l}\right)=\left(\hat{c}_{1}^{l}, \hat{c}_{2}^{l}, \ldots, \hat{c}_{2(i-1)-1}^{l}, \hat{c}_{2(i-1)}^{l}\right) \tag{13.29}
\end{equation*}
$$

represent the two sets of decisions corresponding to path-1 and path-2, respectively.

First, we consider the case $\hat{c}_{j}^{1} \neq \hat{c}_{j}^{2}$, for some $j \in\{1, \ldots, 2(i-1)\}$, and recall that path-1 and path-2 have a reliability difference equal to $\Delta_{i}$. Also,
$\hat{L}_{j}^{1}$ represents the reliability difference between path-1 and a code-sequence represented by a path-m merging with path-1 between the decoding steps $j$ and ( $i-1$ ), with $\dot{c}_{j}^{m} \neq \hat{c}_{j}^{1}$, as shown in Figure 13.1. On the other hand, $\hat{L}_{j}^{2}$ represents the reliability difference between path-2 and a code-sequence represented by a path-n merging with path- 2 between the decoding steps $j$ and ( $i-1$ ), with $\hat{c}_{j}^{n}=\hat{c}_{j}^{1}$. Hence, $\hat{L}_{j}^{2}$ does not need to be considered to update $\hat{L}_{j}\left(\sigma_{i}\right)$ in $\hat{L}\left(\sigma_{i}\right)$. Since no additional reliability information is available at state $\sigma_{i}$, we update

$$
\begin{equation*}
\hat{L}_{j}\left(\sigma_{i}\right)=\min \left\{\Delta_{i}, \hat{L}_{j}^{1}\right\} \tag{13.30}
\end{equation*}
$$

Next, we consider the case $\dot{c}_{j}^{1}=\hat{c}_{j}^{2}$, for some $j \in\{1, \ldots, 2(i-1)\}$, so that path-2 is no longer considered to update $\hat{L}_{j}\left(\sigma_{i}\right.$ in $\hat{L}\left(\sigma_{i}\right)$. However, path-n previously defined now satisfies $\hat{c}_{j}^{n} \neq \dot{c}_{j}^{1}$. Since the reliability difference between path -1 and path $-n$ is $\Delta_{i}+\hat{L}_{j}^{2}$ (i.e. the reliability difference between path- 1 and path-2 plus the reliability difference between path-2 and path-n), we obtain

$$
\begin{equation*}
\hat{L}_{j}\left(\sigma_{i}\right)=\min \left\{\Delta_{i}+\hat{L}_{j}^{2}, \hat{L}_{j}^{1}\right\} . \tag{13.31}
\end{equation*}
$$

The first version of SOVA that is equivalent to the above development was introduced by Battail in 1987 [3]. This algorithm was later reformulated in conjunction with the MAP algorithm in $[9,61]$ and fcrmally shown to be equivalent to the Max-Log-MAP decoding algorithm in [34]. Consequently, the Max-LogMAP or SOVA decoding algorithm can be summarized as follows.
For each state $\sigma_{i}$ of the state space $\Sigma_{i}(C)$ :
Step 1: Perform the Viterbi decoding algoritlım to determine the survivor metric $M\left(\sigma_{\mathrm{i}}\right)$ and the corresponding code-sequence $\hat{\boldsymbol{c}}\left(\sigma_{\mathrm{i}}\right)$.

Step 2: For $j \in\{1, \ldots, 2(i-1)\}$, set $\hat{L}_{j}\left(\sigma_{i}\right)$ in $\hat{L}\left(\sigma_{i}\right)$ either to the value $\min \left\{\Delta_{i}, \hat{L}_{j}^{1}\right\}$ if $\hat{c}_{j}^{1} \neq \dot{c}_{j}^{2}$, or to the value $\min \left\{\Delta_{i}+\dot{L}_{j}^{2}, \dot{L}_{j}^{1}\right\}$ if $\hat{c}_{j}^{1}=\hat{c}_{j}^{2}$.

Step 3: Set $\hat{L}_{2 i-1}\left(\sigma_{i}\right)$ and $\hat{L}_{2 i}\left(\sigma_{i}\right)$ in $\hat{L}\left(\sigma_{i}\right)$ to the value $\Delta_{i}$.
In [39], a simplified version of SOVA is presented. It is proposed to update $\hat{L}_{j}\left(\sigma_{i}\right)$, for $j=1,2, \ldots, 2(i-1)$, only when $c_{j}^{1} \neq c_{j}^{2}$. Hence (13.30) remains
unchange while (13.31) simply becomes:

$$
\begin{equation*}
\hat{L}_{j}\left(\sigma_{i}\right)=\hat{L}_{\dot{1}}^{1} \tag{13.32}
\end{equation*}
$$

Consequently, the values $\hat{L}_{j}^{2}$ are no longer needed in the updating rule, so that this simplified version of SOVA is easier to implement. At the BER $10^{-4}$, its performance degradation with respect to the MAP decoding algorithm is about $0.6-0.7 \mathrm{~dB}$ coding gain loss, against $0.3-0.4 \mathrm{~dB}$ loss for the Max-Log-MAP decoding algorithm.

### 13.3 BIT ERROR PROBABILITY OF MLD

In many practical applications, soft output information is not needed and only the binary decoded codeword is delivered by the decoder. However, it is still desirable to minimize the bit error probability rather than the word error probability. In such cases, the SOVA has no advantage over MLD since both algorithms deliver the same binary decoded sequence. Although the MAP decoding algorithm minimizes the decoding bit error probability, no significant improvement is observed over the bit error probability associated with MLD if properly implemented. Consequently, MLD remains to be the practical solution due to its much lower computational cost and implementation flexibility. However, when a word is in error, different mappings between the information sequences and the code sequences may result in a different number of bits in error, and hence a different average bit error probability.

As described in Chapter 3, the trellis diagram for an ( $N, K$ ) linear block code is constructed from its TOGM. A trellis-based ML decoder simply finds the most likely path and its corresponding codeword among the $2^{K}$ possible paths that represent all the codewords generated by the TOGM. Therefore, a trellis-based decoder can be viewed as a device which searches for the most likely codeword out of the set of the $2^{K}$ codewords generated by the TOGM, independent of the mapping between information sequences and codewords. It follows that the mapping between information sequences and the $2^{K}$ codewords generated by the TOGM, or equivalently the encoder, can be modified without modifying the trellis-based determination of the most likely codeword. The corresponding information sequence is then retrieved from the knowledge of the mapping used by the encoder. Consequently, a trellis-based ML decoder
can be viewed as the cascade of two elements: (1) a trellis search device which delivers the most likely codeword of the code generated by the TOGM; and (2) an inverse mapper which retrieves the information sequence from the delivered codeword. Although all mappings produce the same word error probability, different mappings may produce different bit error probabilities.

Different mappings can be obtained from the TOGM by applying elementary row additions and row permutations to this matrix. Let $G_{t}$ denote the TOGM of the code considered, and let $G_{m}$ denote the new matrix. If $G_{m}$ is used for encoding, then the inverse mapper is represented by the right inverse of $G_{m}$. Since this mapping is bijective (or equivalently, $G_{m}$ has full-rank $K$ ) and thus invertible, the right inverse of $G_{m}$ is guaranteed to exist. In [33], it is shown that for many good codes, the best strategy is to have the $K$ columns of the $K \times K$ identity matrix $I_{K}$ in $G_{m}$ (in reduced schelon form). Based on the particular structure of the TOGM $G_{t}$, this is readily realized in $K$ steps of Gaussian elimination as follows: For $1 \leq i \leq K$, assume that $G_{m n}(i-1)$ is the matrix obtained at step- $(i-1)$, with $G_{m}(0)=G_{t}$ and $G_{m}(K)=G_{m}$. Let $c^{i}=\left(c_{1}^{i}, c_{2}^{2}, \ldots, c_{K}^{i}\right)^{T}$ denote the column of $G_{m}(i-1)$ that contains the leading ' 1 ' of the $i$-th row of $G_{m}(i-1)$. Then $c_{i}^{i}=1$ and $c_{i+1}^{i}=c_{i+2}^{i}=\cdots=c_{K}^{i}=0$. For $1 \leq j \leq i-1$, add row $-i$ to row $-j$ in $G_{m}(i-1)$ if $c_{j}^{i}=1$. This results in matrix $G_{m}(i)$. For $i=K, G_{m}(K)=G_{m}$ contains the $K$ columns of $I_{K}$ with the same order of appearance. This matrix is :aid to be in reduced echelon form (REF), and is referred to as the REF matrix.

Now we perform the encoding based on $G_{m}$ in REF instead of the TOGM $G_{t}$. Since both matrices generate the same $2^{K}$ codewords, any trellis-based decoder using the trellis diagram constructed from the J'OGM $G_{t}$ can still be used to deliver the most likely codeword. From the kn ,wledge of this codeword and the fact that $G_{m}$ in REF was used for encoding, the corresponding information sequence is easily recovered by taking only the positions which correspond to the columns of $I_{K}$. Note that this strategy is intuit:vely correct since whenever a code sequence delivered by the decoder is in errcr, the best strategy to recover the information bits is simply to determine the $m$ independently. Otherwise, errors propagate.

Example 13.1 In Example 3.1, the TOGM of the (8,4) RM code is given by

$$
G_{t}=\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right] .
$$

After adding rows 2 and 3 to row- 1 , we obtain

$$
G_{m}=\left[\begin{array}{llllllll}
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right]
$$

We can readily verify that $G_{t}$ and $G_{m}$ generate the same 16 codewords, so that there is a one-to-one correspondence between the codewords generated by $G_{m}$ and the paths in the trellis diagram constructed from $G_{t}$. Once the trellis-based decoder delivers the most likely codeword $\hat{u}=\left(\hat{u}_{1}, \hat{u}_{2}, \ldots, \hat{u}_{8}\right)$, the corresponding information sequence $\hat{a}=\left(\hat{a}_{1}, \hat{a}_{2}, \hat{a}_{3}, \hat{a}_{4}\right)$ is retrieved by identifying

$$
\begin{aligned}
\dot{a}_{1} & =\dot{u}_{1}, \\
\hat{a}_{2} & =\dot{u}_{2}, \\
\dot{a}_{3} & =\hat{u}_{3}, \\
\hat{a}_{4} & =\dot{u}_{8} .
\end{aligned}
$$

Figure 13.2 depicts the bit error probabilities for the $(32,26)$ RM code with encoding based on the TOGM and the REF matrix, respectively. The corresponding union bounds obtained in [33] are also shown in this figure. We see that there is a gap in error performance of about 1.0 dB and 0.2 dB at the BERs $10^{-1.5}$ and $10^{-6}$, respectively. Similar results have been observed for other good block codes [33, 71]. The situation is different for good convolutional codes of short to medium constraint lengths, for which the feedforward non-systematic realizations outperform their equivalent feedback systematic realizations [80]. This can be explained by the fact that for short to medium constraint length convolutional codes in feedforward form, the bit error probability is dominated by error events of the same structures. Due to the small number of such structures, an efficient mapping that minimizes the bit error probability can be


Figure 13.2. The bit error probabilities for the $(32,26)$ RM code.
devised. This is no longer possible when the error performance is dominated by numerous unstructured error events, such as for long constraint length good convolutional codes or good block codes.

Based on these results, we may conclude: (1) although modest, the difference in bit error performance between encoding with the TOGM and the REF is of the same order as the difference in bit error performances between MLD and some sub-optimum low-complexity decoding methods; (2) the overall error performance of a conventional concatenated scheme with a RS outer code performing algebraic decoding is subject to these differences; and most importantly (3) the gain is free, since only the encoding circuit and the retrieving of the information sequence have to be modified. Furthermore this approach can be used for trellis-based MAP or SOVA decodings if a likelihood measure associated with each bit of the decoded information sequence, rather than each bit of the decoded codeword is needed, as in [34, 39, 40].

This approach can be generalized to any soft decision decoding method. In general, a particular decoding algorithm is based on a particular structure of the code considered. For example, majority-logic-decoding of RM codes is based on the generator matrices of these codes in their original form (presented in Section 2.5), or trellis-based decoding of linear codes is based on the TOGM of the code considered. Two cases are possible depending on whether the decoder delivers a codeword as in trellis-based decoding or directly an information sequence as in majority-logic-decoding of RM codes. In the first case, the procedure previously described is generalized in a straightforward way, while in the second case, the row additions performed to obtain $G_{m}$ from the generator matrix corresponding to the decoding method considered are applied to the delivered information sequence by the inverse mapper [33].

## APPENDIX A A Trellis Construction Procedure

To decode a linear block code with a trellis-based decoding algorithm, the code trellis must be constructed to be used effectively in the decoding process. Therefore, the construction must meet a number of basic requirements. In the implementation of a trellis-based decoder, every state in the code trellis is labeled. The label of a state is used as the index to the memory where the state metric and the survivor into the state are stored. For efficient indexing, the sequence required to label a state must be as short as possible. Furthermore, the labels of two states at two boundary locations of a trellis section must provide complete information regarding the adjacency of the two states and the label of the composite branch connecting the two states, if they are adjacent, in a simple way. In general, a composite branch label appears many times in a section (see (6.13)). In order to compute the branch metrics efficiently, all the distinct composite branch labels in a trellis section must be generated systematically without duplication and stored ir: a block of memory. Then, for each pair of adjacent states, the index to the memory storing the composite branch label (or composite branch metric) between the two adjacent states must be derived readily from the labels of the two states. To achieve this, we must derive a condition that two composite branches have the same label, and partition the parallel components in a trellis section into blocks such that the parallel components in a block have the :ame set of composite branch labels (see Section 6.4). The composite branch label sets for two different
blocks are disjoint. This localizes the composite branch metric computation. We can compute the composite branch metrics for each representative parallel component in a block independently. In this appendix, we present an efficient procedure for constructing a sectionalized trellis for a linear block code that meets all the above requirements. The construction makes use of the parallel structure of a trellis section presented in Section 6.4.

## A. 1 A BRIEF REVIEW OF THE TRELLIS ORIENTED GENERATOR MATRIX FOR A BINARY LINEAR BLOCK CODE

We first give a brief review of the trellis oriented generator matrix (TOGM) for a binary linear block code introduced in Section 3.4. Let $G$ be a binary $K \times N$ generator matrix of a binary $(N, K)$ linear code $C$. For $1 \leq i \leq K$, let $\mathrm{ld}(i)$ and $\operatorname{tr}(i)$ denote the column numbers of the leading ' 1 ' and the trailing ' 1 ' of the $i$-th row of $G$, respectively. $G$ is called a TOGM if and only if for $1 \leq i<i^{\prime} \leq K$,

$$
\begin{align*}
& \operatorname{ld}(i)<\operatorname{ld}\left(i^{\prime}\right)  \tag{A.1}\\
& \operatorname{tr}(i) \neq \operatorname{tr}\left(i^{\prime}\right) \tag{A.2}
\end{align*}
$$

Let $M$ be a matrix with $r$ rows. Hereafter, for a submatrix $M^{\prime}$ of $M$ consisting of a subset of the rows in $M$, the order of rows in $M^{\prime}$ is assumed to be the same as in $M$. For a submatrix $M^{\prime}$ of $M$ consisting of the $i_{1}$-th row, the $i_{2}$-th row, $\ldots$, the $i_{p}$, th row of $M$, let us call the set $\left\{i_{1}, i_{2}, \ldots, i_{p}\right\}$ as the row number set of $M^{\prime}$ (as a submatrix of $M$ ). $M$ is said to be partitioned into the submatrices $M_{1}, M_{2}, \ldots, M_{\mu}$ if each row of $M$ is contained in exactly one submatrix $M_{i}$ with $1 \leq i \leq \mu$.

In Section 3.4, a TOGM $G$ of $C$ is partitioned into three submatrices, $G_{h}^{p}$, $G_{h}^{f}$, and $G_{h}^{s}$ (also shown in Figure 6.3), for $0 \leq h \leq N$. The row number sets of $G_{h}^{p}, G_{h}^{f}$, and $G_{h}^{s}$ are $\{i: \operatorname{tr}(i) \leq h\},\{i: h<\operatorname{ld}(i)\},\{i: \operatorname{ld}(i) \leq h<\operatorname{tr}(i)\}$, respectively. $G_{h}^{p}$ and $G_{h}^{f}$ generate the past and future codes at time- $h, C_{0, h}$ and $C_{h, N}$, respectively (see Section 3.7). That is,

$$
\begin{align*}
& C_{0, h}=\Gamma\left(G_{h}^{p}\right)  \tag{A.3}\\
& C_{h, N}=\Gamma\left(G_{h}^{f}\right) \tag{A.4}
\end{align*}
$$

where for a matrix $M, \Gamma(M)$ denotes the linear space generated by $M$.

Since from (A.1) $\operatorname{ld}(i)<\operatorname{ld}\left(i^{\prime}\right)$ for $1 \leq i<i^{\prime} \leq K$, the order of information bits corresponds to the order of rows in $G$, and therefore, the row number sets of $G_{h}^{p}, G_{h}^{f}$ and $G_{h}^{f}$ as submatrices of $G$ correspond to $A_{h}^{p}, A_{h}^{A}$ and $A_{h}^{f}$ (refer to Section 3.4), respectively. In this appendix, we put the TOGM in reverse direction such that for $1 \leq i<i^{\prime} \leq K$,

$$
\begin{align*}
& \operatorname{ld}(i) \neq \operatorname{ld}\left(i^{\prime}\right)  \tag{A.5}\\
& \operatorname{tr}(i)>\operatorname{tr}\left(i^{\prime}\right) \tag{A.6}
\end{align*}
$$

Using a TOGM in reverse order, we can store the states (or state metrics) at the left end of a parallel component in consecutive memory cells using a simple addressing method. This method is very useful for designing IC decoder. It also reduces the actual computation time for a software decoder, since (the metrics of) the states at the left ends are accessed consecutively and computers have cache memories.

For a binary $m$-tuple $u=\left(u_{1}, u_{2}, \ldots, u_{m}\right)$ and a set $I=\left\{i_{1}, i_{2}, \ldots, i_{p}\right\}$ of $p$ positive integers with $1 \leq i_{1}<i_{2}<\cdots<i_{p} \leq m_{\text {, }}$, define

$$
\begin{equation*}
p_{J}(u) \triangleq\left(u_{i_{1}}, u_{i_{2}}, \ldots, u_{i_{p}}\right) \tag{A.7}
\end{equation*}
$$

For convenience, for $I=\emptyset, p_{J}(u) \triangleq \epsilon$ (the null sequence). For a set $U$ of $m$-tuples, define

$$
\begin{equation*}
p_{I}(U) \triangleq\left\{p_{I}(u): u \in U\right\} \tag{A.8}
\end{equation*}
$$

For $I=\left\{h+1, h+2, \ldots, h^{\prime}\right\}, p_{I}$ is denoted by $p_{h, h^{\prime}}$.
Then, for a partition $\left\{M_{1}, M_{2}, \ldots, M_{1}\right\}$ of $M$ with $r$ rows and $v \in\{0,1\}^{r}$, it follows from the definition of a row number set and (A.7) that

$$
\begin{equation*}
v M=p_{I_{1}}(v) M_{1}+p_{I_{2}}(v) M_{2}+\cdots+p_{I_{\mu}}(v) M_{\mu} \tag{A.9}
\end{equation*}
$$

where $I_{i}$ denotes the row number set of $M_{i}$ for $1 \leq i \leq \mu$. If $M_{i}$ is further partitioned into submatrices $M_{i_{1}}, M_{i_{2}}, \ldots$, then

$$
\begin{equation*}
p_{I_{1}}(v) M_{i}=p_{I_{i_{1}}}\left(p_{I_{i}}(v)\right) M_{i_{1}}+p_{I_{i_{2}}}\left(p_{I_{i}}(v)\right) M_{i_{2}}+\cdots \tag{A.10}
\end{equation*}
$$

where $I_{i_{1}}, I_{i_{2}}, \ldots$, denote the row number sets of $M_{i_{1}}, M_{i_{2}}, \ldots$ as submatrices of $M_{i}$.

In the construction of the trellis section from time-h to time- $h^{\prime}$, the submatrix $G_{h}^{\prime}$ of $G$ takes a key role. Let $I_{h}$ denote the row number set of $G_{h}^{\prime}$ as a submatrix $G$. Then, $\rho_{h}=\left|I_{h}\right|$, and the following property of state labeling by the state defining information set (Section 4.1) holds.

The Key Property of State Labeling: Let $L\left(\sigma_{0}, \sigma_{h}, \sigma_{f}\right) \triangleq L\left(\sigma_{0}, \sigma_{h}\right) \circ$ $L\left(\sigma_{h}, \sigma_{f}\right)$ be the set of paths in a code trellis for $C$ that connects the initial state $\sigma_{0}$ to the final state $\sigma_{f}$ through the state $\sigma_{h}$ at time- $h$. There is a one-to-one mapping $l$ from $\Sigma_{h}(C)$ to $\{0,1\}^{\rho_{n}}$ with $0<h<N$ such that for $\sigma_{h} \in \Sigma_{h}(C)$ and $a \in\{0,1\}^{K}$,

$$
\begin{equation*}
a G \in L\left(\sigma_{0}, \sigma_{h}, \sigma_{f}\right) \tag{A.11}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
p_{I_{h}}(a)=l\left(\sigma_{h}\right) \tag{A.12}
\end{equation*}
$$

$\Delta \Delta$
Here, $l\left(\sigma_{h}\right) \in\{0,1\}^{\rho_{h}}$ is called the label of state $\sigma_{h}$. This state labeling is simply the state labeling by the state defining information set given in Section 4.1. We can readily see that

$$
\begin{equation*}
L\left(\sigma_{0}, \sigma_{h}, \sigma_{f}\right)=l\left(\sigma_{h}\right) G_{h}^{s} \oplus C_{0, h} \oplus C_{h, N} \tag{A.13}
\end{equation*}
$$

Note that if $\rho_{h}=0, G_{h}^{s}$ is the empty matrix and $l\left(\sigma_{h}\right)=\epsilon$. For convenience, we define the product of $\epsilon$ and the empty matrix as the zero vector.

## A. 2 STATE LABELING BY THE STATE DEFINING INFORMATION SET AND COMPOSITE BRANCH LABEL

For $\sigma_{h} \in \Sigma_{h}(C)$ and $\sigma_{h^{\prime}} \in \Sigma_{h^{\prime}}(C)$ with $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right) \neq \emptyset$, the composite branch label $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)$ can be expressed in terms of the labels of $\sigma_{h}$ and $\sigma_{h^{\prime}}$. Since

$$
\begin{aligned}
L\left(\sigma_{0}, \sigma_{h}, \sigma_{h^{\prime}}, \sigma_{f}\right) & \triangleq L\left(\sigma_{0}, \sigma_{h}\right) \circ L\left(\sigma_{h}, \sigma_{h^{\prime}}\right) \circ L\left(\sigma_{h^{\prime}}, \sigma_{f}\right) \\
& =L\left(\sigma_{0}, \sigma_{h}, \sigma_{f}\right) \cap L\left(\sigma_{0}, \sigma_{h^{\prime}}, \sigma_{f}\right)
\end{aligned}
$$

it follows from the key property of state labeling that for $a \in\{0,1\}^{K}$,

$$
\begin{equation*}
a G \in L\left(\sigma_{0}, \sigma_{h}, \sigma_{h^{\prime}}, \sigma_{f}\right) \tag{A.14}
\end{equation*}
$$

if and only if

$$
\begin{align*}
& p_{I_{h}}(a)=l\left(\sigma_{h}\right)  \tag{A.15}\\
& p_{I_{h^{\prime}}}(a)=l\left(\sigma_{h^{\prime}}\right) \tag{A.16}
\end{align*}
$$

Define $I_{h, h^{\prime}}$ and $\rho_{h, h^{\prime}}$ as follows:

$$
\begin{align*}
I_{h, h^{\prime}} & =I_{h} \cap I_{h^{\prime}}  \tag{A.17}\\
\rho_{h, h^{\prime}} & =\left|I_{h, h^{\prime}}\right| \tag{A.18}
\end{align*}
$$

Then $I_{h, h^{\prime}}=\left\{i: \operatorname{ld}(i) \leq h<h^{\prime}<\operatorname{tr}(i)\right\}$ is the row number set of the submatrix of $G$ which consists of those rows in both $G_{h}^{s}$ and $G_{h^{\prime}}^{p}$. Let $G_{h, h^{\prime}}^{s, s}$ denote this submatrix. Let $G_{h, h^{\prime}}^{s, p}, G_{h, h^{\prime}}^{f, \text {, }}$ and $G_{h, h^{\prime}}^{f, p}$ denote the submatrices of $G$ whose row number sets as submatrices of $G$ are $I_{h} \backslash I_{h, h^{\prime}}=\left\{i: \operatorname{ld}(i) \leq h<\operatorname{tr}(i) \leq h^{\prime}\right\}$, $I_{h^{\prime}} \backslash I_{h, h^{\prime}}=\left\{i: h<\operatorname{ld}(i) \leq h^{\prime}<\operatorname{tr}(i)\right\}$ and $\left\{i: h<\operatorname{ld}(i) \leq \operatorname{tr}(i) \leq h^{\prime}\right\}$, respectively. Then,

$$
\begin{equation*}
C_{h, h^{\prime}}=\Gamma\left(G_{h, h^{\prime}}^{f, p}\right) \tag{A.19}
\end{equation*}
$$

and $G$ is partitioned into $G_{h}^{p}, G_{h, h^{\prime}}^{s,}, G_{h, h^{\prime},}^{s, p} G_{h, h^{\prime}}^{f, s}, G_{h, h^{\prime}}^{f, p}$ and $G_{h^{\prime}}^{f}$ (see Figure 6.3). From (A.3), (A.4), (A.9) and (A.19), we have that for $a \in\{0,1\}^{K}, a G \in C$ can be expressed as

$$
\begin{equation*}
a G=p_{I_{h, \Lambda^{\prime}}}(a) G_{h, h^{\prime}}^{s, s}+p_{I_{h} \backslash I_{h, \Lambda^{\prime}}}(a) G_{h, h^{\prime}}^{s, p}+p_{I_{,} \backslash I_{h, \Lambda^{\prime}}}(a) G_{h, h^{\prime}}^{f, s}+u \tag{A.20}
\end{equation*}
$$

where $u \in C_{0, h} \oplus C_{h, h^{\prime}} \oplus C_{h^{\prime}, N}$.
Since $h$ and $h^{\prime}$ are fixed hereafter, we abbreviate $p_{h, h^{\prime}}\left(G_{h, h^{\prime}}^{x, y}\right)$ as $G^{x, y}$ where $x \in\{s, f\}$ and $y \in\{s, p\}$. If $a G \in L\left(\sigma_{0}, \sigma_{h}, \sigma_{h^{\prime}}, \sigma_{f}\right)$, then $p_{h, h^{\prime}}(a G)=$ $a p_{h, h^{\prime}}(G) \in L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)$. Since $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)$ is a coset in $p_{h, h^{\prime}}(C) / C_{h, h^{\prime}}^{\mathrm{tr}}$ (see (3.18)), it follows from (A.20) that

$$
\begin{equation*}
L\left(\sigma_{h,}, \sigma_{h^{\prime}}\right)=p_{I_{h, h^{\prime}}}(a) G^{s, s}+p_{I_{h} \backslash I_{h, \Lambda^{\prime}}}(a) G^{s, p}+p_{r_{h^{\prime}} \backslash I_{h, h^{\prime}}}(a) G^{f, s}+C_{h, h^{\prime}}^{\mathrm{tr}} \tag{A.21}
\end{equation*}
$$

In the following, we will derive a relation betw sen $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)$ and the labels of states $\sigma_{h}$ and $\sigma_{h^{\prime}}, l\left(\sigma_{h}\right)$ and $l\left(\sigma_{h^{\prime}}\right)$. Lemma A. 1 zives a simple relation between $I_{h, h^{\prime}}$ and $I_{h}$.

Lemma A. $1 I_{h, h^{\prime}}$ consists of the smallest $\rho_{h, h}$ integers in $I_{h}$.

Proof: For $i \in I_{h, h^{\prime}}$, we have that $h^{\prime}<\operatorname{tr}(i)$. For $i^{\prime} \in I_{h} \backslash I_{h, h^{\prime}}$, we have that $\operatorname{tr}\left(i^{\prime}\right) \leq h^{\prime}$. Hence, $\operatorname{tr}\left(i^{\prime}\right)<\operatorname{tr}(i)$. From (A.6), we have $i<i^{\prime}$.
$\Delta \Delta$
In general, there is no such a simple relation between $I_{h, h^{\prime}}$ and $I_{h^{\prime}}$.
Let $I_{h^{\prime}}=\left\{i_{1}, i_{2}, \ldots, i_{\rho_{h^{\prime}}}\right\}$ with $1 \leq i_{1}<i_{2}<\cdots<i_{\rho_{h^{\prime}}}$, be the row number set of $G_{h^{\prime}}^{s}$, and let $I_{h, h^{\prime}}=\left\{i_{j_{1}}, i_{j_{2}}, \ldots, i_{\rho_{\rho_{h, h^{\prime}}}}\right\}$ with $1 \leq j_{1}<j_{2} \cdots<j_{\rho_{h}, h^{\prime}} \leq$ $\rho_{h^{\prime}}$ be the row number set of $G_{h, h^{\prime},}^{s, 2}$. By definition, the $\rho$-th row of $G_{h,}^{\prime}$ is the $i_{\rho}$-th row of $G$ for $1 \leq \rho \leq \rho_{h^{\prime}}$ and the $\mu$-th row of $G_{h, h^{\prime}}^{s, \text { i }}$ is the $i_{j_{\mu}}$-th row of $G$ for $1 \leq \mu \leq \rho_{h, h^{\prime}}$. Hence, the $\mu$-th row of $G_{h, h^{\prime}}^{s, s}$ is the $j_{\mu}$-th row of $G_{h^{\prime}}^{\prime}$. That is, the row number set of $G_{h^{\prime}, h^{\prime}}^{\mu, 4}$ a submatrix of $G_{h^{\prime}}$, denoted $J_{h^{\prime}}$, is $J_{h^{\prime}}=\left\{j_{1}, j_{2}, \ldots, j_{\rho_{h, h^{\prime}}}\right\}$, and $J_{h^{\prime}} \triangleq\left\{1,2, \ldots, \rho_{h^{\prime}}\right\} \backslash J_{h^{\prime}}$ is the row number set of $G_{h, h^{\prime}}^{f,}$.

Suppose (A.14) holds. Then, from (A.15), (A.16) and Lemma A.1,

$$
\begin{align*}
& p_{I_{h, h^{\prime}}}(a)=p_{0 . \rho_{h_{h} h^{\prime}}}\left(l\left(\sigma_{h}\right)\right)=p_{J_{h^{\prime}}}\left(l\left(\sigma_{h^{\prime}}\right)\right),  \tag{A.22}\\
& p_{I_{h} \backslash I_{h, h^{\prime}}}(a)=p_{\rho_{h_{h}, h^{\prime}}, p_{h}}\left(l\left(\sigma_{h}\right)\right),  \tag{A.23}\\
& \left.p_{I_{h^{\prime}} \backslash I_{h, h^{\prime}}}(a)=p_{J_{h^{\prime}}} l\left(\sigma_{h^{\prime}}\right)\right) . \tag{A.24}
\end{align*}
$$

For simplicity, define

$$
\begin{align*}
l^{(s)}\left(\sigma_{h}\right) & \triangleq p_{0, p_{h} h^{\prime}}\left(l\left(\sigma_{h}\right)\right),  \tag{A.25}\\
l^{(p)}\left(\sigma_{h}\right) & \triangleq p_{\rho_{h h^{\prime}}, p_{h}}\left(l\left(\sigma_{h}\right)\right),  \tag{A.26}\\
l^{(s)}\left(\sigma_{h^{\prime}}\right) & \left.\triangleq p_{J_{h^{\prime}}}\left(l\left(\sigma_{h^{\prime}}\right)\right)\right),  \tag{A.27}\\
l^{(f)}\left(\sigma_{h^{\prime}}\right) & \left.\triangleq p_{j_{h^{\prime}}}\left(l\left(\sigma_{h^{\prime}}\right)\right)\right) . \tag{A.28}
\end{align*}
$$

From (A.25) and (A.26), the label $l\left(\sigma_{h}\right)$ of the state $\sigma_{h}$ with $l^{(s)}\left(\sigma_{h}\right)=\alpha$ and $l^{(p)}\left(\sigma_{h}\right)=\beta$ is given by

$$
\begin{equation*}
l\left(\sigma_{h}\right)=\alpha \circ \beta . \tag{A.29}
\end{equation*}
$$

The label $l\left(\sigma_{h^{\prime}}\right)$ of the state $\sigma_{h^{\prime}}$ with $l^{(s)}\left(\sigma_{h}\right)=\alpha$ and $l^{(f)}\left(\sigma_{h^{\prime}}\right)=\gamma$ can be easily obtained from $\alpha$ and $\gamma$ using (A.27) and (A.28).

By summarizing (A.14) to (A.16), (A.22) to (A.26) and (A.28), a condition for the adjacency between two states at time-h and time- $h^{\prime}$, and the composite branch label between them (shown in Section 6.3) are given in Theorem A.1.

Theorem A. 1 For $\sigma_{h} \in \Sigma_{h}(C)$ and $\sigma_{h^{\prime}} \in \Sigma_{h^{\prime}}(C)$ with $0 \leq h<h^{\prime} \leq N$, $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right) \neq \emptyset$ if and only if

$$
l^{(0)}\left(\sigma_{h}\right)=l^{(0)}\left(\sigma_{h^{\prime}}\right)
$$

Also if $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right) \neq \emptyset$, then $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)$ is given by

$$
\begin{equation*}
L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)=l^{(s)}\left(\sigma_{h}\right) G^{s, s}+l^{(p)}\left(\sigma_{h}\right) G^{s, p}+l^{(\rho)}\left(\sigma_{h^{\prime}}\right) G^{f, \varphi}+C_{h, h^{\prime \prime}}^{\mathrm{tr}} \tag{A.30}
\end{equation*}
$$

$\Delta \Delta$
We call $l^{(s)}\left(\sigma_{h}\right)$ (or $l^{(s)}\left(\sigma_{h^{\prime}}\right)$ ) the first label part of $\sigma_{h}$ (or $\sigma_{h^{\prime}}$ ) and $l^{(p)}\left(\sigma_{h}\right)$ (or $l^{(f)}\left(\sigma_{h^{\prime}}\right)$ ) the second label part of $\sigma_{h}$ (or $\sigma_{h^{\prime}}$ ). Now we partition $\Sigma_{h}(C)$ and $\Sigma_{h^{\prime}}(C)$ into $2^{\rho_{h}, n^{\prime}}$ blocks of the same size, respectively, in such a way that two states are in the same block if and only if they have the same first label part. For $\alpha \in\{0,1\}^{\rho_{h, h^{\prime}}}$, a block, denoted $\Sigma_{h^{\prime}}^{a}$, (or $\Sigma_{h^{\prime}}^{\boldsymbol{a}}$ ) in the above partition of $\Sigma_{h}(C)$ (or $\Sigma_{h^{\prime}}(C)$ ) is defined as

$$
\begin{align*}
\Sigma_{h}^{\alpha} \triangleq\left\{\sigma_{h} \in \Sigma_{h}(C): l^{(s)}\left(\sigma_{h}\right)=\alpha\right\}  \tag{A.31}\\
\Sigma_{h^{\prime}}^{\alpha} \triangleq\left\{\sigma_{h^{\prime}} \in \Sigma_{h^{\prime}}(C): l^{(s)}\left(\sigma_{h^{\prime}}\right)=\alpha\right\} . \tag{A.32}
\end{align*}
$$

The blocks $\Sigma_{h}^{\alpha}$ and $\Sigma_{h^{\prime}}^{\alpha}$ correspond to $S_{L}\left(a_{h}\right)$ and $S_{R}\left(a_{h}\right)$ in Section 6.4, respectively. That is, for any $\alpha \in\{0,1\}^{\rho_{n, h^{\prime}}}$, a sutgraph which consists of the set of state at time- $h, \Sigma_{h}^{\boldsymbol{a}}$, the set of states at time $-h^{\prime}, \Sigma_{h^{\prime}}^{\boldsymbol{\alpha}}$, and all the composite branches between them form a parallel component. This parallel component is denoted $\Lambda_{\mathbf{\alpha}}$. The total number of parallel comp onents in a trellis section from time-h to time- $h^{\prime}$ is given by $2^{\rho_{A}, h^{\prime}}$.

Since all states in $\Sigma_{h}^{\alpha} \cup \Sigma_{h^{\prime}}^{\alpha}$ have the same first label part $\alpha$, there is a one-to-one mapping, denoted $s_{h, \alpha}$, from the set of the second label parts of the states in $\Sigma_{h}^{a}$, denoted $L_{h}$, to $\Sigma_{h}^{a}$, and there is a one-to-one mapping, denoted $s_{h^{\prime}, a}$, from the set of the second label parts of the states in $\Sigma_{h^{\prime}}^{\mathbf{o}}$, denoted $L_{h^{\prime}}$,
 the inverse mappings of $l^{(p)}$ and $l^{(f)}$, respectively.

## A. 3 TRELLIS CONSTRUCTION

Now consider how to construct a trellis section. When we use a trellis diagram for decoding, we have to store the state metrit: for each state. Therefore, we
must assign memory for each state. For a state $\sigma$, we use the label $l(\sigma)$ as the index of the allocated memory, because: (1) $l(\sigma)$ is the shortest possible label for $\sigma$ and is easy to obtain, and (2) as shown in Theorem A.1, the complete information on $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)$ is provided in a very simple way by $l^{(\alpha)}\left(\sigma_{h}\right), l^{(p)}\left(\sigma_{h}\right)$, $l^{(s)}\left(\sigma_{h^{\prime}}\right)$ and $l^{(f)}\left(\sigma_{h^{\prime}}\right)$ which can be readily derived from $l\left(\sigma_{h}\right)$ and $l\left(\sigma_{h^{\prime}}\right)$ by (A.25) to (A.28).

If instead we use the state labeling by parity-check matrix for the states at time-h, the label length becomes $N-K$. Since $\rho_{h} \leq \min \{N, N-K\}$ (see (5.4)), if $\rho_{h}<N-K$, a linear mapping from $\{0,1\}^{N-K}$ to $\{0,1\}^{\rho_{h}}$ which depends on $h$ in general is necessary to obtain the index of the memory.

The next problem is how to generate branch metrics of adjacent state pairs and give access to them. The set of composite branch labels of the section from time- $h$ to time- $h^{\prime}$, denoted $L_{h, h^{\prime}}$, is the set of the following cosets (see (3.18)):

$$
\begin{equation*}
L_{h, h^{\prime}}=p_{h, h^{\prime}}(C) / C_{h, h^{\prime}}^{\mathrm{tr}} \tag{A.33}
\end{equation*}
$$

It follows from (A.30) that

$$
\begin{gather*}
L_{h, h^{\prime}}=\left\{\alpha G^{\mathrm{s}, \mathrm{y}}+\beta G^{s . p}+\gamma G^{f, s}+C_{h, h^{\prime}}^{\mathrm{tr}}: \alpha \in\{0,1\}^{\rho_{h, h^{\prime}}}\right. \\
\beta \in\{0,1\}^{\left.\rho_{h}-\rho_{h, h^{\prime}}, \gamma \in\{0,1\}^{\rho_{h^{\prime}}-\rho_{h, h^{\prime}}}\right\}} . \tag{A.34}
\end{gather*}
$$

Each composite branch label appears

$$
2^{K-k\left(C_{0, h}\right)-k\left(C_{h^{\prime}, .,}\right)-k\left(p_{h, h^{\prime}}(C)\right)}
$$

times in the trellis section (see (6.13)).
Next we consider how to generate all the composite branch labels in $L_{h, h^{\prime}}$ given by (A.34) without duplication. Suppose we choose submatrices $G_{1}^{\text {s,s }}$ of $G^{s, s}, G_{1}^{s, p}$ of $G^{s, p}$ and $G_{1}^{f, s}$ of $G^{f, s}$ such that the rows in $G_{1}^{s, s}, G_{1}^{s, p}, G_{1}^{f, s}$ and $G^{f, p}$ are linearly independent and

$$
\begin{gather*}
L_{h, h^{\prime}}=\left\{\alpha_{1} G^{s, s}+\beta_{1} G^{s, p^{\prime}}+\gamma_{1} G^{f_{1, s}}+C_{h, h^{\prime}}^{\mathrm{tr}}: \alpha_{1} \in\{0,1\}^{r_{0 \cdot \infty}}\right. \\
\left.\beta_{1} \in\{0,1\}^{r_{\bullet \cdot p}, \gamma_{1}} \in\{0,1\}^{r_{l \cdot 0}}\right\} \tag{A.35}
\end{gather*}
$$

where $r_{s, s}, r_{s, p}$ and $r_{f, s}$ denote the numbers of rows of $G_{1}^{s, s}, G_{1}^{n, p}$ and $G_{1}^{f, s}$, respectively. If we generate composite branch labels by using the right-hand side of (A.35) and store $\alpha_{1} G^{s . s}+\beta_{1} G^{s, p}+\gamma_{1} G^{f, s}+C_{h, h^{\prime}}^{\mathrm{tr}}$ into a memory indexed
with $\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right)$, then the duplication can be avoided. The next requirement is that the index ( $\alpha_{1}, \beta_{1}, \gamma_{1}$ ) can be readily obtained from $\alpha, \beta$ and $\gamma$. To provide a good solution of the above problem, we first analyze the linear dependency of rows in $p_{h, h^{\prime}}(G)$.

For a TOGM $G, p_{h, h^{\prime}}(G)$ consists of the disjoint submatrices $G^{s, 4}, G^{\mathrm{s}, \mathrm{p}}$, $G^{f, s}, G^{f, p}$ and the all zero submatrices $p_{h, h^{\prime}}\left(G_{k}^{p}\right)$ and $p_{h, h^{\prime}}\left(G_{h^{\prime}}^{f}\right)$.
Lemma A. 2 In $p_{h, h^{\prime}}(G)$ : (1) the rows in submatrices $G^{f, 4}$ and $G^{f, p}$ are linearly independent; and (2) the rows in submatrices $G^{\mathbf{a , p}}$ and $G^{f, p}$ are linearly independent.
Proof: If the $i$-th row of $G$ is in $G^{f, s}$ or $G^{f, p}$, then

$$
\begin{equation*}
h<\operatorname{ld}(i) \leq h^{\prime} \tag{A.36}
\end{equation*}
$$

Similarly, if the $i$-th row of $G$ is in $G^{s, p}$ or $G^{f, p}$, then

$$
\begin{equation*}
h<\operatorname{tr}(i) \leq h^{\prime} \tag{A.37}
\end{equation*}
$$

Hence, (1) and (2) of the lemma follow from (A.1) and (A.2), respectively.

For two binary $r \times m$ matrices $M$ and $M^{\prime}$ and a binary linear block code $C_{0}$ of length $m$, we write

$$
M \equiv M^{\prime} \quad\left(\bmod C_{0}\right)
$$

if and only if every row in the matrix $M-M^{\prime}$ is in $C_{0}$, where "-" denotes the component-wise subtraction.

Partition $G^{f, s}$ into two submatrices $G_{0}^{f, s}$ and $G_{1}^{f, s}$ (see Figure A.1) by partitioning the rows of $G^{f, s}$ in such a way that
(1) the rows in $G_{1}^{f, s}, G^{s, p}$ and $G^{f, p}$ are linearly independent, and
(2) each row of $G_{0}^{f, s}$ is a linear combination of rows in $G_{1}^{f, s}, G^{s, p}$ and $G^{f, p}$. Let $\nu_{1}$ denote the number of rows of $G_{1}^{f . s}$, and define $\nu_{0} \triangleq \rho_{h^{\prime}}-\rho_{h, h^{\prime}}-\nu_{1}$, which is the number of rows of $G_{0}^{f, s}$.

Let $e_{1}, e_{1}, \ldots, e_{\nu_{0}}$ be the first to the last rous of $G_{0}^{f, s}$. From conditions (1) and (2) of the partitioning of $G^{f, s}$, there are unique $v_{i}^{(1)} \in\{0,1\}^{\nu_{1}}, v_{i}^{(2)} \in$ $\{0,1\}^{\rho_{h}-\rho_{h, h^{\prime}}}$ and $u_{i} \in C_{h, h^{\prime}}^{\operatorname{tr}}$, such that

$$
e_{i}=v_{i}^{(1)} G_{1}^{f, s}+v_{i}^{(2)} G^{s, p}+u_{i}, \quad \text { for } 1 \leq i \leq \nu_{0}
$$

Time $\qquad$


Figure A.1. Further partitioning of the TOGM $G$.
Let $E^{(1)}$ denote the $\nu_{0} \times \nu_{1}$ matrix whose $i$-th row is $v_{i}^{(1)}$ and $E^{(2)}$ denote the $\nu_{0} \times\left(\rho_{h}-\rho_{h, h^{\prime}}\right)$ matrix whose $i$-th row is $v_{i}^{(2)}$. Then, we have

$$
\begin{equation*}
G_{0}^{f, s} \equiv E^{(1)} G_{1}^{f, s}+E^{(2)} G^{s, p} \quad\left(\bmod C_{h, h^{\prime}}^{\mathrm{tr}}\right) \tag{A.38}
\end{equation*}
$$

$G_{0}^{f, s}, G_{1}^{f, s}, E^{(1)}$ and $E^{(2)}$ can be efficiently derived by using standard row operations.

Next, partition $G^{s, s}$ into two submatrices $G_{0}^{s, s}$ and $G_{1}^{s, s}$ (see Figure A.1) by partitioning the rows of $G^{s, s}$ in such a way that:
(1) the rows in $G_{1}^{s, s}, G_{1}^{f, s}, G^{s, p}$ and $G^{f, p}$ are linearly independent; and
(2) each row of $G_{0}^{s, s}$ is a linear combination of rows in $G_{1}^{s, s}, G_{1}^{f, s}, G^{s, p}$ and $G^{f, p}$.

Let $\lambda_{1}$ denote the number of rows of $G_{1}^{a, 0}$, and define $\lambda_{0} \triangleq \rho_{h, h^{\prime}}-\lambda_{1}$, which is the number of rows of $G_{0}^{a, 8}$. In a similar way as the derivation of (A.38), we can find a unique $\lambda_{0} \times \lambda_{1}$ matrix $F^{(1)}$, a unique $\lambda_{0} \times \nu_{1}$ matrix $F^{(2)}$ and a unique $\lambda_{0} \times\left(\rho_{h}-\rho_{h, h^{\prime}}\right)$ matrix $F^{(3)}$ such that

$$
\begin{equation*}
G_{0}^{s, s} \equiv F^{(1)} G_{1}^{\mathrm{s}, 4}+F^{(2)} G_{1}^{f, s}+F^{(3)} G^{s, p} \quad\left(\bmod C_{h, h^{\prime}}^{\mathrm{tr}}\right) . \tag{A.39}
\end{equation*}
$$

Let $R$ and $Q$ denote the row number sets of $G_{1}^{f, s}$ and $G_{1}^{s, s}$, respectively. Define $R \triangleq\left\{1,2, \ldots, \rho_{h^{\prime}}-\rho_{h, h^{\prime}}\right\} \backslash R$ and $Q \triangleq\left\{1,2, \ldots, \rho_{h, h^{\prime}}\right\} \backslash Q$. Then, from (A.9)

$$
\begin{align*}
& \alpha G^{s, s}=p_{\S}(\alpha) G_{0}^{s, s}+p_{Q}(\alpha) G_{1}^{s, s}, \quad \text { for } \alpha \in\{0,1\}^{\rho_{\Lambda, n^{\prime}}},  \tag{A.40}\\
& \gamma G^{f, s}=p_{R}(\gamma) G_{0}^{f, s}+p_{R}(\gamma) G_{1}^{f, s}, \quad \text { for } \gamma \in\{0,1\}^{\rho_{A^{\prime}}-\rho_{h, \alpha^{\prime}}} . \tag{A.41}
\end{align*}
$$

It follows from (A.38) to (A.41) that for $\alpha \in\{0,1\}^{\rho_{n \cdot A^{\prime}}}, \beta \in\{0,1\}^{\rho_{n}-\rho_{n, h^{\prime}}}$ and $\gamma \in\{0,1\}^{\rho_{n^{\prime}}-\rho_{n, A^{\prime}}}$,

$$
\begin{align*}
\alpha G^{s, s} & +\beta G^{s, p}+\gamma G^{f, g}+C_{h, h^{\prime}}^{\mathrm{tr}} \\
=( & \left(p_{Q}(\alpha)+p_{\dot{Q}}(\alpha) F^{(1)}\right) G_{1}^{s, s} \\
& +\left(p_{\dot{Q}}(\alpha) F^{(3)}+p_{\hat{R}}(\gamma) E^{(2)}+\beta\right) G^{s, p} \\
& +\left(p_{\dot{Q}}(\alpha) F^{(2)}+p_{R}(\gamma)+p_{\bar{R}}(\gamma) E^{(1)}\right) G_{1}^{f, g}+C_{h, h^{\prime}}^{\mathrm{tr}} \tag{A.42}
\end{align*}
$$

Define

$$
\begin{align*}
f^{(1)}(\alpha) & \triangleq p_{Q}(\alpha)+p_{\Phi}(\alpha) F^{(1)}  \tag{A.43}\\
f^{(2)}(\alpha, \beta, \gamma) & \triangleq p_{\bar{Q}}(\alpha) F^{(3)}+p_{R}(\gamma) E^{(2)}+\beta  \tag{A.44}\\
f^{(3)}(\alpha, \gamma) & \triangleq p_{\bar{Q}}(\alpha) F^{(2)}+p_{R}(\gamma)+p_{R}(\gamma) E^{(1)} . \tag{A.45}
\end{align*}
$$

When $\alpha, \beta$ and $\gamma$ run over $\{0,1\}^{\rho_{h, h^{\prime}}},\{0,1\}^{\rho_{h}-\rho_{h, h^{\prime}}}$ and $\{0,1\}^{\rho_{h^{\prime}}-\rho_{h, h^{\prime}}}$, respectively, $f^{(1)}(\alpha) f^{(2)}(\alpha, \beta, \gamma)$ and $f^{(3)}(\alpha, \gamma) r 1 \mathrm{n}$ over $\{0,1\}^{\lambda_{1}},\{0,1\}^{\rho_{h}-\rho_{h, h^{\prime}}}$ and $\{0,1\}^{\nu_{1}}$, respectively. Hence, the set $L_{h, h^{\prime}}$ of all composite branch labels is given by

$$
\begin{align*}
L_{h, h^{\prime}}= & \left\{\alpha_{1} G_{1}^{s, s}+\beta_{1} G^{s, p}+\gamma_{1} G_{1}^{f, s}+C_{h, h^{\prime}}^{\mathrm{tr}}:\right. \\
& \alpha_{1} \in\{0,1\}^{\lambda_{1}}, \beta_{1} \in\{0,1\}^{\left.\rho_{n} \cdot o_{n, h^{\prime}}, \gamma_{1} \in\{0,1\}^{\nu_{1}}\right\}} . \tag{A.46}
\end{align*}
$$

Since the rows in $G_{1}^{s, s}, G^{s, p}, G_{1}^{f, s}$ and $G^{f, p}$ are linearly independent, for $\left(\alpha_{1}, \beta_{1}, \gamma_{1}\right) \neq\left(\alpha_{1}^{\prime}, \beta_{1}^{\prime}, \gamma_{1}^{\prime}\right)$, the cosets $\alpha_{1} G_{1}^{s, s}+\beta_{1} G^{s, p}+\gamma_{1} G_{1}^{f, s}+C_{h, h^{\prime}}^{\mathrm{tr}}$ and
$\alpha_{1}^{\prime} G_{1}^{s, s}+\beta_{1}^{\prime} G^{s, p}+\gamma_{1}^{\prime} G_{1}^{f, s}+C_{h, h^{\prime}}^{\mathrm{tr}}$ are disjoint. Consequently, the set of composite branch labels of a parallel component $\Lambda_{\alpha}$ with $\alpha \in\{0,1\}^{\rho_{n}, h^{\prime}}$, denoted $L_{a}$, is given by

$$
\begin{align*}
L_{\mathbf{a}} \triangleq & \left\{\alpha_{1} G_{1}^{s, s}+\beta_{1} G^{s, p}+\gamma_{1} G_{1}^{f, s}+C_{h, h^{\prime}}^{\mathrm{tr}}:\right. \\
& \beta_{1} \in\{0,1\}^{\left.\rho_{n}-\rho_{n, h^{\prime}}, \gamma_{1} \in\{0,1\}^{\nu_{1}}\right\},} \tag{A.47}
\end{align*}
$$

where $\alpha_{1}=f^{(1)}(\alpha)=p_{Q}(\alpha)+p_{Q}(\alpha) F^{(1)}$.
Theorem A. 2 Let $Q$ denote the row number sets of $G_{1}^{s, 3}$, and define $\bar{Q}$ $\left\{1,2, \ldots, \rho_{h, h^{\prime}}\right\} \backslash Q$. Two parallel components $\Lambda_{\alpha}$ and $\Lambda_{\alpha^{\prime}}$ with $\alpha$ and $\alpha^{\prime}$ in $\{0,1\}^{\rho_{h, h^{\prime}}}$ are isomorphic up to composite branch labels, if and only if

$$
\begin{equation*}
p_{Q}\left(\alpha+\alpha^{\prime}\right)=\left(p_{Q}\left(\alpha+\alpha^{\prime}\right)\right) F^{(1)} \tag{A.48}
\end{equation*}
$$

where $F^{(1)}$ is defined in (A.39). If (A.48) does not hold, $L_{\alpha}$ and $L_{\alpha^{\prime}}$ are disjoint.
Proof: (1) The only-if part: If $\alpha_{1} \triangleq p_{Q}(\alpha)+p_{Q}(\alpha) F^{(1)} \neq \alpha_{1}^{\prime} \triangleq p_{Q}\left(\alpha^{\prime}\right)+$ $p_{\bar{Q}}\left(\alpha^{\prime}\right) F^{(1)}$, then $L_{\alpha}$ and $L_{\alpha^{\prime}}$ are mutually disjoint from (A.47).
(2) The if part: Suppose that (A.48) holds, that is, $\alpha_{1}=\alpha_{1}^{\prime}$. Let $l_{\alpha+\alpha^{\prime}}$ denote the binary $\left(\rho_{h^{\prime}}-\rho_{h . h^{\prime}}\right)$-tuple such that

$$
\begin{align*}
& p_{R}\left(l_{\alpha+\alpha^{\prime}}\right)=p_{\dot{Q}}\left(\alpha+\alpha^{\prime}\right) F^{(2)},  \tag{A.49}\\
& p_{\dot{R}}\left(l_{\alpha+\alpha^{\prime}}\right)=0 . \tag{A.50}
\end{align*}
$$

For any given state pair $\left(\sigma_{h}, \sigma_{h^{\prime}}\right) \in \Sigma_{h}^{\alpha} \times \Sigma_{h^{\prime}}^{\alpha}$, define $\left(\sigma_{h}^{\prime}, \sigma_{h^{\prime}}^{\prime}\right) \in \Sigma_{h}^{a^{\prime}} \times \Sigma_{h^{\prime}}^{\alpha^{\prime}}$ as

$$
\begin{gather*}
l^{(p)}\left(\sigma_{h}^{\prime}\right)=l^{(p)}\left(\sigma_{h}\right)+p_{Q^{\prime}}\left(\alpha+\alpha^{\prime}\right) F^{(3)}, \\
\text { i.e., } \sigma_{h}^{\prime}=s_{h, a^{\prime}}\left(l^{(p)}\left(\sigma_{h}\right)+p_{\bar{Q}}\left(\alpha+\alpha^{\prime}\right) F^{(3)}\right),  \tag{A.51}\\
l^{(f)}\left(\sigma_{h^{\prime}}^{\prime}\right)=l^{(f)}\left(\sigma_{h^{\prime}}\right)+l_{\alpha+\alpha^{\prime}}, \\
\text { i.e, } \sigma_{h^{\prime}}^{\prime}=s_{h^{\prime}, \alpha^{\prime}}\left(l^{(f)}\left(\sigma_{h^{\prime}}\right)+l_{\alpha+\alpha^{\prime}}\right) . \tag{A.52}
\end{gather*}
$$

Then, $f^{(1)}(\alpha)=f^{(1)}\left(\alpha^{\prime}\right), f^{(2)}\left(\alpha, l^{(p)}\left(\sigma_{h}\right), l^{(f)}\left(\sigma_{h^{\prime}}\right)\right)=f^{(2)}\left(\alpha^{\prime}, l^{(p)}\left(\sigma_{h}^{\prime}\right)\right.$, $\left.l^{(f)}\left(\sigma_{h^{\prime}}^{\prime}\right)\right)$ and $f^{(3)}\left(\alpha, l^{(f)}\left(\sigma_{h^{\prime}}\right)\right)=f^{(3)}\left(\alpha^{\prime}, l^{(f)}\left(\sigma_{h^{\prime}}^{\prime}\right)\right)$. Hence, it follows from (A.30), and (A.42) to (A.45) that

$$
L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)=L\left(\sigma_{h}^{\prime}, \sigma_{h^{\prime}}^{\prime}\right)
$$

Note that when $\sigma_{h}$ runs over $\Sigma_{h}^{\alpha}, l^{(p)}\left(\sigma_{h}\right)$ runs cver $L_{h}=\{0,1\}^{\rho_{h}-\rho_{h, h^{\prime}}}$ and therefore, $s_{h, \alpha^{\prime}}\left(l^{(p)}\left(\sigma_{h}\right)+p_{Q}\left(\alpha+\alpha^{\prime}\right) F^{(3)}\right)$ defines a permutation of $\Sigma_{h}^{a^{\prime}}$. Similarly, $s_{h^{\prime}, \alpha^{\prime}}\left(l^{(f)}\left(\sigma_{h^{\prime}}\right)+l_{\alpha+\alpha^{\prime}}\right)$ defines a permutation of $\Sigma_{h^{\prime}}^{\alpha^{\prime}}$.

Corollary A. 1 The block of the isomorphic parallel components containing $\Lambda_{\boldsymbol{\alpha}}$ is given by

$$
\begin{equation*}
\left\{\Lambda_{\alpha+\alpha^{\prime}}: p_{Q}\left(\alpha^{\prime}\right)=p_{Q}\left(\alpha^{\prime}\right) F^{(1)}, p_{Q}\left(\alpha^{\prime}\right) \in\{0,1\}^{\lambda_{0}}\right\} \tag{A.53}
\end{equation*}
$$

Each block of the partition consists of $2^{\lambda_{0}}$ identical parallel components, where $\lambda_{0}$ is the number of rows of $G_{0}^{, 3, s}$.

It is shown in [44] that $\lambda_{0}$ is equal to $\lambda_{h, h^{\prime}}(C)$ defined by (6.36).
Example A. 1 Consider the $\mathrm{RM}_{3,0}$ code which is a $(64,42)$ code. The second section of the 8 -section minimal trellis diagram $T(\{0,8,16, \ldots, 64\})$ for this code consists of 16 parallel components, and they are partitioned into two blocks. Each block of the partition consists of $2^{3}$ identical parallel components, Each parallel components has 8 states at time 3 and 64 states at time 16 . Hence, there are $2^{13}=16 \times 8 \times 64$ composite branches in this trellis section. However, there are only $2^{10}=2 \times 8 \times 64$ different composite branch labels.

## A. 4 AN EFFICIENT TRELLIS CONSTRUCTION PROCEDURE

In this section, an efficient procedure for constructing the trellis section from time- $h$ to time $-h^{\prime}$ is presented. First, we present a subprocedure, denoted GenerateCBL ( $\alpha$ ), that generates the set of composite branch labels for a representative parallel component $\Lambda_{\mathbf{a}}$ in a block. From Corollary A.1, we can choose the parallel component $\Lambda_{\alpha}$ with $p_{\dot{Q}}(\alpha)=0$ as the representative (in (A.53), for any $\alpha, \Lambda_{\alpha+\alpha^{\prime}}$ with $p_{\bar{Q}}\left(\boldsymbol{\alpha}^{\prime}\right)=p_{Q}(\alpha)$ is such one). Let $\alpha_{1} \triangleq p_{Q}(\boldsymbol{\alpha})$. Then, the subprocedure, GenerateCBL $\left(\alpha_{1}\right)$, genel ates the set of the composite branch labels of the parallel component $\Lambda_{\mathbf{a}}$, denoted $L_{\boldsymbol{\alpha}_{\mathbf{1}}}$ :

$$
\begin{aligned}
& L_{a_{1}}=\left\{\alpha_{1} G_{1}^{s, s}+\gamma_{1} G_{1}^{f, s}+\beta G^{s, p}+C_{h, h^{\prime}}^{\mathrm{tr}}:\right. \\
&\left.\left.\gamma_{1} \in\{0,1\}^{\nu_{1}}, \beta \in 0,1\right\}^{\rho_{h}-\rho_{h, h^{\prime}}}\right\}
\end{aligned}
$$

and stores each composite branch label $\alpha_{1} G_{1}^{\mathrm{e}, \mathrm{A}}+\gamma_{1} G_{1}^{f, s}+\beta G^{a, p}+C_{h, h^{\prime},}^{\mathrm{tr}}$, in the memory at the index $\alpha_{1} \circ \gamma_{1} \circ \beta$. This makes it possible to store the composite branch labels in the parallel component at consecutive memory locations.

It follows from (A.42) that for $\sigma_{h} \in \Sigma_{h}^{a}$ and $\sigma_{h^{\prime}} \in \Sigma_{h^{\prime}}^{\alpha}$ with $l^{(a)}\left(\sigma_{h}\right)=\alpha$, $l^{(p)}\left(\sigma_{h}\right)=\beta$ and $l^{(f)}\left(\sigma_{h^{\prime}}\right)=\gamma$, the composite branch label, $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)=$ $\alpha G^{s, 4}+\gamma G^{f, s}+\beta G^{s, p}+C_{h, h^{\prime}}^{\mathrm{tr}}$ (or the maximum metric of $L\left(\sigma_{h}, \sigma_{h^{\prime}}\right)$ ) is stored in the memory with the following index:

$$
\begin{align*}
\operatorname{indx}(\alpha, \beta, \gamma) \triangleq & \left(p_{Q}(\alpha)+p_{Q}(\alpha) F^{(1)}\right) \circ\left(p_{Q}(\alpha) F^{(2)}+p_{R}(\gamma)+p_{R}(\gamma) E^{(1)}\right) \\
& \circ\left(p_{Q}(\alpha) F^{(3)}+p_{R}(\gamma) E^{(2)}+\beta\right) \tag{A.54}
\end{align*}
$$

## [Trellis Construction Procedure Using Isomorphic Parallel Components]

For every $\alpha_{1} \in\{0,1\}^{\lambda_{1}}\{$
Construct $L_{\boldsymbol{\alpha}_{1}}$, by executing GenerateCBL( $\left.\boldsymbol{\alpha}_{1}\right)$.
(* Construct isomorphic parallel components. *)
For every $\alpha_{0} \in\{0,1\}^{\lambda_{0}}\{$
Let $\alpha$ be an element in $\{0,1\}^{\rho_{h, h^{\prime}}}$ such that

$$
p_{Q}(\alpha)=\alpha_{1}+\alpha_{0} F^{(1)}, \quad \text { and } \quad p_{Q}(\alpha)=\alpha_{0}
$$

Construct $\Lambda_{\boldsymbol{a}}$ by executing Construct $\Lambda(\boldsymbol{\alpha})$ subprocedure stated below.

## \}

\}

$$
\Delta \Delta
$$

The following subprocedure Construct $\Lambda(\alpha)$ to construct $\Lambda(\alpha)$ is one to list

$$
\left(l\left(\sigma_{h}\right), l\left(\sigma_{h^{\prime}}\right), \operatorname{indx}\left(l^{(s)}\left(\sigma_{h}\right), l^{(p)}\left(\sigma_{h}\right), l^{(f)}\left(\sigma_{h^{\prime}}\right)\right)\right)
$$

for every state pair $\left(\sigma_{h}, \sigma_{h^{\prime}}\right) \in \Sigma_{h}^{a} \times \Sigma_{h^{\prime}}^{\alpha}$.
Subprocedure Construct $\Lambda(\alpha)$ :
(* Construct a parallel component $\Lambda_{\boldsymbol{\alpha}} . *$ )
For every $\gamma \in\{0,1\}^{\rho_{n^{\prime}}-\rho_{h, h^{\prime}}}\{$
For every $\beta \in\{0,1\}^{\rho_{n}-\rho_{n, n^{\prime}}}\{$

```
                    APPENDIX A: A TRELLIS CONSTRUCTION PROCEDURE
            Output (l(s s,\alpha
    }
}
```271

Note that the labels, \(l\left(s_{h, \alpha}(\beta)\right), l\left(s_{h^{\prime}, \alpha}(\gamma)\right)\) and indx \((\alpha, \beta, \gamma)\) are given by (A.29), (A.27) and (A.28), and (A.54), respectively.
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