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ABSTRACT

This paper presents a topic model that detects topic distri-
butions over time. Our proposed model, Trend Detection
Model (TDM) introduces a latent trend class variable into
each document. The trend class has a probability distri-
bution over topics and a continuous distribution over time.
Experiments using our data set show that TDM is useful as a
generative model in the analysis of the evolution of trends.

Categories and Subject Descriptors

G.3 [PROBABILITY AND STATISTICS]: Time series
analysis

General Terms
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1. INTRODUCTION

Modeling the evolution of trends over time is important
in the analysis of user behavioral data and large document
collections such as mails, news, and blogs.

This paper presents Trend Detection Model(TDM); it mod-
els trends over continuous time. In this model, we suppose
that each trend can be presented as a set of (1) the mixture
of topics and (2) localization over time. Following this as-
sumption, we introduce a latent variable, called trend class,
that has both a probability distribution over both topics and
a beta distribution over time, into each document.

A key advantage of TDM is that it can capture trends of
different spans at the same time in the low-dimensionality
set of topics and timestamps. TDM captures the topic evo-
lution over time by the trend class, while Dynamic Topic
Models (DTMs) [1] captures the word evolution of each topic
over time. Simultaneously, this class predicts absolute time
values given an unstamped document, and predicts topic
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Figure 1: Graphical Models: TOT and TDM: In this
figure, shaded and unshaded variables indicate ob-
served and latent variables, respectively. An arrow
indicates a conditional dependency between vari-
ables and stacked panes indicate a repeated sam-
pling with the iteration number shown.

distributions given the words in document as Topics Over
Time (TOT) [2] can, since this class is associated with a
continuous distribution over time. Consequently, this model
incorporates two characteristics for modeling trends in doc-
uments and realizes the functionalities of both DTMs and
TOT at the same time.

2. TREND DETECTION MODEL
2.1 The trend class

In this subsection, we describe our model. Table 1 shows
the notations used in this paper; Figure 1 shows the gen-
erative process using graphical models of (a) TOT and (b)
TDM. Before introducing our model, let us review the con-
cept of Topics Over Time (TOT) model. TOT explicitly
models absolute timestamp values by parameterizing the
continuous distribution over time associated with each topic.
In this model, topics are responsible for generating both ob-
served timestamps as well as words.

Our proposed model, basic TDM models time jointly with
topic co-occurrence patterns rather than word co-occurrence
patterns. A novel feature of this model is the inclusion of
trend class c; it is responsible for generating both observed
timestamps and topics in each document. The trend class
allows TDM to represent trends by topic distribution asso-
ciated with time 07 par rather than word distribution asso-
ciated with time ¢ror. Therefore, TDM assigns the same
trend class to documents if they have almost identical times-
tamps as well as a similar set of topics, otherwise they must
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Table 1: Notation used in this paper

SYMBOL DESCRIPTION

C number of trend classes

Z number of topics

D number of documents

14 number of unique words

Ng number of tokens in d

tq timestamps associated with d

Ca trend associated with d

Zdi topic associated with the ith token in d

Wi ith token in document d

P multinomial distribution of trend classes
(| ~ Dirichlet(c) )

Aze beta distribution associated with z, ¢

0. multinomial distribution of topics specific to
¢ (0c|B ~ Dirichlet(S3) )

o multinomial distribution of words specific to

z(¢=|y ~ Dirichlet(vy) )

be assigned to different trends.

2.2 Inference and Learning

The generative model for TDM can be described by the
Bayesian hierarchical model. We employ Gibbs sampling
to perform approximate inference in TDM. In the Gibbs
sampling procedure, we need to calculate the conditional
distributions. We use the chain rule and can then obtain
the conditional distribution P(cq = jlc\q4,3,t, @, 3, A) as

P(]| . ) x Tj\d + a; F(EZZ Tjz\d + Bz) HZZF(TL]'Z + 62)
S8 (neva + ac) TTZ D(ngaa + B=) D07 njs + 6:)
(1= ta) 1~y
B(\j1, Aj2)

where n;\4 represents the number of documents (except for
d) that have been assigned to j, n;.\4 represents the number
of tokens assigned to topic z in the documents (except for
d) associated with j, and B is the beta function.

Likewise, the predictive distribution of adding word wa;
to topic k is P(za; = k|j, Z\as, W, 3,7) and is written as

Nwg\di T Ywa;  Nje\di T Bk
Do (Mwnas +70) 20, (Mjz\ai + B2)

where ny,\q4; represents the number of tokens assigned to
word v in topic k, except d;.

P(k[- ) o (2)

3. EXPERIMENTS

We present the quantitative evaluations of the proposed
models, where we used a data set: 8 years (2001-2008) of
research papers in the proceedings of ACM CIKM, SIGIR,
KDD, and WWW. After removing stop words, numbers,
and the words that appeared less than five times in the cor-
pus from this data, we yielded a total set of 3078 docu-
ments and 20286 unique words from 2204 authors. In our
evaluation, the smoothing parameters «,3, and v were set
to {1/Z(TOT), 1/C(TDM)}, {0.1(TOT), 1/Z(TDM)}, and
0.1, respectively.
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Table 2: Perplexity comparison: All models are
learned with the number of topics Z set at 200. The
number in the second row for TDM is the number of
trend classes. These results are averaged over five-
fold cross validation. Results that differ significantly
by parametric non-paired t-test p < 0.01 from TOT
are marked with **’,

DTMs | TOT TDM
50 75

1457 14417

25
1488*

100
1436*

1587 | 1543

To measure the ability of the proposed model to act as
generative model, we computed test set perplexity under
the estimated parameters and compared the resulting val-
ues, and show the results in Table 2. From this table, we
observe that the trend class allows TDM to group documents
under the various topic distributions rather than permitting
various topic distributions on each document. This implies
that clustered documents contain less noise than otherwise,
and reduce the perplexity over all.

One interesting common feature of both TOT and TDM
is the ability to predict the timestamp given the words in a
document. This functionality also provides another oppor-
tunity to quantitatively compare TDM against TOT. On the
corpus, we measure the ability to predict the published year
given paper and show the results in Table 3.

Table 3: L1 error comparison: The number in the
first row is the number of topics. The number in
parentheses for TDM is the number of trend classes.
Results that differ significantly by parametric non-
paired t-test p < 0.01, p < 0.05 from other methods
are marked with ***’ and ’*’ respectively.

Model 50 100 150 200

) TOT 2.44 2.25 2.11 1.97
TDM(50) | 2.11* 1.93"* 1.88** 1.76""
TDM(100) | 2.03"* 1.85"* 1.71"" 1.65™"

Since TOT would generate different time stamps within
the same document, this generation is overwhelmed by the
plurality of words generated under the bag of words assump-
tion. This defect dampens the predictive performance.

From these results, we can say that TDM attains lower
perplexity than DTMs and TOT, and can predict what topic
will rise more accurately.

4. CONCLUSION

In this paper, we proposed a model that takes time jointly
with topic co-occurrence. Experiments using various data
sets showed that TDM captures the trends of different spans
at the same time. In future work, we will extend TDM by
considering other metadata.
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